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Abstract

In Japanese, the form of utterances often reflect
speaker-specific character traits, such as gen-
der and personality, through the choise of lin-
guistic elements including personal pronouns
and sentence-final particles. However, such el-
ements are not always available in English and
a character’s traits are often not directly ex-
pressed in English utterances, which can lead
to character-inconsistent translations of En-
glish novels into Japanese. To address this, we
propose a character-aware translation frame-
work that incorporates speaker embeddings.
We first train a speaker embedding model by
masking the expressions in Japanese utterances
that manifest the speaker’s traits and learning
to predict them. The resulting embeddings are
then injected into a machine translation model.
Experimental results show that our proposed
method outperforms conventional fine-tuning
in preserving speaker-specific character traits
in translations.

1 Introduction

Neural machine translation (NMT) has made re-
markable progress in recent years. However, trans-
lating fictional narratives, such as novels, still poses
substantial challenges. Prior work has pointed out
difficulties such as preserving long-range coher-
ence, maintaining consistent tone across chapters,
and handling figurative or culturally specific expres-
sions (Thai et al., 2022; Liu et al., 2023; Karpinska
and lyyer, 2023). One of the less-studied issues
is the preservation of character-specific linguistic
style, especially in the translation of dialogue.
This problem becomes particularly apparent
when translating from English into Japanese.
Japanese dialogue often encodes rich speaker char-
acteristics — such as gender, personality, and so-
cial status — through a variety of linguistic devices,
including first- and second-person pronouns, hon-
orifics, and sentence-final particles. In contrast, En-
glish dialogue tends to be less explicit in expressing
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such traits. As a result, standard translation models
often produce Japanese utterances that contradict
the original speaker’s identity, leading to unnatural
or inconsistent character portrayals.

One major obstacle in addressing this issue is the
scarcity of high-quality bilingual dialogue corpora
in the literary domain. To overcome this, we em-
ploy a back-translation (Sennrich et al., 2016) strat-
egy: we first translate a large collection of Japanese
novels into English using a high-performing neural
MT system. This enables us to construct a large-
scale pseudo-parallel corpus of Japanese-English
fictional dialogue, which serves as the foundation
for training our models.

While fine-tuning translation models on such in-
domain dialogue can partially alleviate the problem,
it is insufficient to capture the nuanced stylistic vari-
ation required for faithful character portrayal. We
hypothesize that explicitly modeling the speaker’s
identity can help resolve this issue.

In this work, we propose a character-aware trans-
lation model that integrates speaker embeddings
into the translation process. These embeddings are
learned from Japanese utterances by masking the
expressions that manifest the speaker’s traits and
training the model to predict them, capturing latent
speaker traits in a data-driven way. We inject these
embeddings into a Transformer-based translation
model and fine-tune it on bilingual literary dialogue
data. Experimental results show that our approach
produces translations that better preserve speaker-
specific character traits compared to conventional
fine-tuned baselines.

The contributions of this paper are as follows:

* We introduce a novel speaker embedding
model tailored to Japanese dialogue.

* We incorporate these embeddings into a neural
translation model.

* We utilize back-translated Japanese-English
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novel data to overcome the lack of existing
bilingual corpora.

* We demonstrate both qualitative and quanti-
tative improvements in preserving character
consistency in Japanese translations.

2 Background: Character
Expressiveness in Japanese Utterances

Japanese is a language rich in surface-level varia-
tion that reflects the speaker’s social identity, per-
sonality, and emotional stance. In spoken language,
particularly in literary dialogue, this variation is
often encoded through the choice of personal pro-
nouns, honorific expressions, and sentence-final
particles. These elements do not simply convey in-
formation but actively construct the speaker’s char-
acter. In this section, we outline each of these lin-
guistic mechanisms and explain how they contribute
to speaker characterization in Japanese.

2.1 Personal Pronouns

Unlike English, Japanese personal pronouns vary
widely depending on the speaker’s gender, formal-
ity, and social distance. Even within first- and
second-person references, different pronouns evoke
distinct speaker personas.

For example, for the first-person pronoun “I”,
speakers may choose from:

« #h (watashi) : neutral or formal

* % (boku) : typically used by polite males
» & (ore) : rough or masculine tone

e $ 7L (atashi) : casual and feminine

and many more.
For second-person references:

o 7 7- (anata) : formal or neutral

o $F X (omae) : rough, informal, sometimes
aggressive

o ®AT: (anta) : casual, often used by women

o T (kimi) : gentle, sometimes condescend-
ing depending on context

2.2 Sentence-Final Particles

Sentence-final particles such as & (yo), 13 (ne),
?D (no), € (zo), and 1 (wa) play a key role in
expressing pragmatic and emotional nuance.

* & (yo) : adds emphasis or confidence

» 13 (ne) : invites agreement or shared under-
standing

* @ (no) : softens a statement, often used by
female speakers

* £ (z0), & (ze) : express strong masculine
emphasis

» 1 (wa) : indicates a feminine or classical tone
depending on usage

2.3 Honorifics and Politeness Levels

Japanese exhibits a highly stratified system of hon-
orifics, including respectful, humble, and polite
forms. These levels express not only social hierar-
chy but also character traits in literary dialogue.

Politeness can be expressed by an auxiliary verb
or a light verb:

e T (desu)/ X ¢ (masu) : basic politeness

o ZEWE T (gozaimasu) : highly respectful

e < 72& % (kudasaru) : humble expressions
as well as the choice of a verb:

« BN 3 (taberu) <+A L NS (mesiagaru)

: normal <>polite form of “eat”

e &5 (ilu) &H > L %3 (ossyaru) : normal
<>polite form of “say”

2.4 Variation in Utterances Reflecting
Speaker Character

The above linguistic features often appear together,
shaping the overall tone and personality of the
speaker. Table 1 shows different utterances of
“Who are you?” that reflect various speaker iden-
tities through the use of pronouns, honorifics, and
sentence-final particles.

Although all the examples convey the same core
meaning, the speaker’s personality, social stance,
and emotional intensity vary drastically. In English—
Japanese translation of literary dialogue, these nu-
ances have to be properly differentiated by the
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Table 1: Examples of speaker-dependent utterance variation in Japanese

Utterance Pronoun Honorifics | Final Particle | Character Impression
HBETNIERTTITH? | 727 (anata) | T (desu) | 2~ (ka) Formal, respectful
BFZR., L7 B F X (omae) | none none Rough, masculine
HAT. FEL? & A7z (anta) | none X (yo) Strong-willed female
IHTHERD? = A (kimi) none @ (no) Friendly, gentle

choices of linguistic features according to the char-
acter, even if the source English expression is the
same. Conventional systems often produce transla-
tions that fail to align with the character’s original
persona. This motivates our approach to incorpo-
rate speaker embeddings into translation to better
preserve character-specific traits.

3 Method

Figure 1 illustrates the architecture used for con-
structing speaker embeddings and utilizing them in
English-Japanese translation. We detail the method
in what follows.

3.1 Speaker Embedding Construction

To incorporate speaker-specific characteristics into
the translation process, we construct a speaker em-
bedding model trained on Japanese literary dia-
logue. The aim is to learn embeddings that capture
the personality traits expressed in each character’s
speech. The training proceeds as follows:

Step 1: Creating a Japanese-English Parallel
Corpus Due to the scarcity of parallel corpora
of Japanese and English novels, we create a pseudo-
parallel corpus by translating 13,772 Japanese nov-
els from Aozora Bunko! into English. We trans-
lated these novels by using a Transformer-based
large model trained on JParaCrawl v3 (Morishita
et al., 2022). This pseudo-parallel corpus is also
used in the training of the speaker-aware translation
model described in Section 3.2.2.

Step 2: Speaker Identification Using Stan-
ford CoreNLP (Manning et al., 2014), we extract
speaker-utterance pairs and the sentences where
the subject is one of the speakers from the English
translations. Specifically, we extract (i) utterances
and their speakers through quote attribution, and (ii)
declarative sentences where one of the speakers in
a novel is marked as the subject (nsubj). These En-
glish sentences are then aligned with their Japanese
counterparts to create bilingual dialogue pairs.

"https://www.aozora.gr. jp

Step 3: Speaker-Sensitive Masking We mask
parts of each Japanese utterance that tend to encode
speaker-specific traits using the following rules:

* Pronouns (Ist and 2nd person): Tokens
tagged as “pronoun” by MeCab morphologi-
cal analyzer (Kudo et al., 2004) are replaced
with [MASK].

* Sentence-final particles: Tokens tagged as
“sentence-final particle” are masked.

* Honorific expressions: Polite or honorific ex-
pressions, including verbs and sentence-final
copulas such as T3 (desu) and £ 3 (masu)
are masked. If none of these forms are present
at the sentence end, an empty [MASK] token
is inserted to maintain output consistency.

Step 4: Embedding Extraction To obtain the
embedding of speaker X, all utterances by X and
the sentences with X as the subject are extracted
from an English novel, concatenated using [SEP]
as separators, truncated to 512 tokens, and input to
English BERT 2. The resulting [CLS] token embed-
ding is used as the speaker’s embedding vector.

Step 5: Training the Speaker Embedding
Model Masked Japanese utterances are input to
Japanese BERT 3. Each output token vector is com-
bined with the speaker’s English BERT embedding
by vector addition and passed through the language
modeling head to predict the masked tokens. Cross-
entropy loss is computed only at masked positions.
Figure 2 presents an overview of Step 4 and 5.
All components—Japanese BERT, English BERT,
and the language modeling head—are jointly fine-
tuned.

For consistency with the downstream translation
model, we also fine-tune the speaker embedding
model using the aligned NICT corpus described in
Section 3.2.2.

*https://huggingface.co/google-bert/
bert-base-uncased

*https://huggingface.co/tohoku-nlp/
bert-base-japanese-v3
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Figure 1: Overview of our proposed method.

For optimization, we used AdamW with hyperpa-
rameters of 5 = 0.9, B2 = 0.999,¢ = 10~%, and
learning rate of 10~°. The batch size was set to 32.
We chose the model achieved minimum loss on the
validation set within five epochs.

3.2 Speaker-Aware Translation Model
3.2.1 Model Architecture

Our translation model adopts a Transformer
encoder-decoder architecture. To incorporate
character-specific style into the output, we inject
speaker embeddings into the decoder. Specifically,
the speaker embedding is added to the hidden states
of the decoder’s last layer before the final linear
projection:

/
Z; = 2z + €

where z; is the decoder hidden state at time step
1, and e, is the speaker embedding vector. This
additive integration enables the model to condition
generation on speaker traits such as personality or
social role.

3.2.2 Training Procedure

We employ a three-stage training process designed
to balance general translation quality with speaker-
sensitive stylistic control. These stages are: (1) pre-
training of a general-domain English-to-Japanese
model, (2) training on back-translated literary di-
alogue, and (3) fine-tuning on sentence-aligned,
human-translated dialogue from novels.

Pretraining on JParaCrawl (English to
Japanese) We initialize our model using
a Transformer-based large model trained on
JParaCrawl v3 (Morishita et al., 2022), in the
English-to-Japanese direction. This model pro-
vides a strong general translation foundation but
does not incorporate speaker-specific information.
It serves as the backbone for subsequent adaptation.

Training with Back-Translated Literary Dia-
logue As described in Section 3.1, we utilize
a pseudo-parallel corpus of Japanese novels and
their translations to English. We use this back-
translated dataset—composed of Japanese original
dialogue and its English translation—to fine-tune
our English-to-Japanese translation model with
speaker embeddings. The Japanese side contains
rich stylistic expressions, and the English side pro-
vides automatically extracted speaker labels via
quote attribution and syntactic parsing.

This stage allows the model to learn how speaker-
specific stylistic features in Japanese correspond
to the more neutral English dialogue, and how to
generate speaker-aware Japanese output based on
speaker embeddings.

For optimization, we used Adam with hyperpa-
rameters of 31 = 0.9, 52 = 0.98,¢ = 1078, and
learning rate of 5 x 10~°. The batch size was set to
6000 tokens. We trained up to 20k updates and aver-
aged the last eight checkpoints for the final model.
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Figure 2: Architecture of the speaker embedding model. The masked Japanese input is processed by Japanese
BERT, while the speaker embedding from English BERT is integrated during token prediction.

Fine-Tuning with Sentence-Aligned Modern Di-
alogue Although the back-translated Aozora data
is rich in stylistic variation, it tends to reflect older
literary styles. To adapt the model to contempo-
rary Japanese, we fine-tune it using a small set of
manually sentence-aligned English-Japanese novel
data that was developed by Utiyama and Takahashi
(2003) and is distributed by the National Institute
of Information and Communication Technology
(NICT). We henceforth call this data the NICT cor-
pus. It mostly consists of modern fictional texts
aligned at the sentence level, but without explicit
speaker annotations.

We extract speaker information automatically us-
ing Stanford CoreNLP on the English side, as de-
scribed in Section 3.1, and generate speaker em-
beddings using our trained embedding model. This
final step improves fluency, modernity, and align-
ment with contemporary character dialogue styles.

For optimization, we used Adam with hyperpa-
rameters of 31 = 0.9, 5, = 0.98,¢ = 1078, and a
smaller learning rate of 10~° to avoid overfitting
on the limited NICT corpus. The batch size was
set to 2000 tokens. We trained up to 2k updates
and averaged the last three checkpoints for the final
model.

Data Splits All training, validation, and test sets
for the English-to-Japanese translation consist ex-
clusively of utterances from dialogue segments,
with narrative text excluded (except as the input to
the speaker embedding model). For both the back-

translated Aozora corpus and the aligned NICT cor-
pus, we split the data into training, validation, and
test sets in an 8:1:1 ratio. Importantly, the split
is done on a per-work basis (i.e., by novel title) to
avoid information leakage across sets. Furthermore,
to ensure corpus independence, we exclude from
the Aozora corpus any works that are also included
in the NICT corpus.

4 Experiments

This section presents a comprehensive evaluation
of the proposed speaker-aware translation model.
We first conduct qualitative and quantitative man-
ual analyses to assess how incorporating speaker
embeddings affects character-sensitive translation
aspects such as pronoun choice and sentence-final
particles. Next, a case study on a single charac-
ter from a literary work examines consistency in
character voice over multiple utterances. Addition-
ally, we perform automatic evaluation using BLEU,
ChrF, and COMET-22 scores on dialogue-heavy
test data to quantify improvements over baseline
models. Finally, we analyze the learned speaker em-
beddings via Principal Component Analysis (PCA)
to interpret the linguistic and stylistic features cap-
tured in the embedding space.

Together, these evaluations demonstrate the ef-
fectiveness of integrating speaker embeddings in
enhancing the fidelity and expressiveness of literary
dialogue translation.
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4.1 Quantitative Analysis: Manual
Evaluation of Speaker-Sensitive
Translation

To qualitatively and quantitatively evaluate the im-
pact of incorporating speaker embeddings, we con-
ducted a manual analysis of sampled outputs. From
the 1,436 utterances in the NICT test set, we ran-
domly selected 150 utterances and compared trans-
lations produced by two systems:

* Baseline: A standard Transformer model pre-
trained on JParaCrawl v3 and fine-tuned on
back-translated Aozora data followed by fine-
tuning on the NICT corpus.

* Proposed: The same model architecture
and training procedure, but augmented with
speaker embeddings during training and infer-
ence.

We evaluated each output along five criteria:

* Pronouns: Whether first- and second-person
pronouns exactly matched the reference trans-
lation (surface differences such as A (watashi)
vs ©7z L (watashi) were treated as equiva-
lent).

* Sentence-final particles: Whether sentence-
final particles exactly matched the reference
translation.

* Honorific usage: Whether honorific or po-
lite expressions were used when the reference
translation employed them.

¢ Intra-utterance consistency: Whether a sin-
gle utterance maintained consistent charac-
ter traits (e.g., not mixing £% (boku) and FA
(watashi)).

* Translation errors: Whether the output con-
tained critical errors such as omissions, repe-
titions, or untranslated segments.

The results are summarized in Table 2. For pro-
nouns, sentence-final particles, and honorifics, we
report accuracy (percentage of exact matches with
the reference). For consistency and translation er-
rors, we report the number of problematic utter-
ances out of the 150 sampled.

Manual evaluation results, as shown in Table 2,
demonstrate several notable improvements brought
by our proposed speaker-aware translation model.

First, the accuracy of pronoun translation sig-
nificantly increased from 25.6% in the baseline
to 61.6% in our model. This suggests that in-
corporating speaker embeddings greatly improves
the model’s ability to select appropriate first- and
second-person pronouns, which are crucial in re-
flecting character-specific traits. Similarly, accu-
racy on sentence-final particles improved from
40.5% to 52.5%, despite the strict criterion of requir-
ing exact matches. In fact, our manual inspection
revealed that some minor mismatches—such as £
(wa) vs. K (yo) or 72 (da) vs. £ (zo) —still pro-
duce utterances with similar character impressions,
implying that the model’s improvement may be un-
derrepresented by exact matching metrics alone.

Interestingly, performance on honorific forms
remained unchanged (28.1% accuracy in both mod-
els). One possible explanation is that honorific ex-
pression tends to depend more on the social rela-
tionship between the speaker and the hearer, rather
than on the speaker’s character identity alone. This
highlights a potential limitation of our speaker-only
embedding approach in capturing such pragmatic
nuances.

The number of consistency errors —-such as in-
consistent use of personal pronouns within the same
utterance—- decreased from seven to zero. This
indicates that the proposed model contributes to
maintaining character consistency at the utterance
level. Furthermore, the number of critical trans-
lation errors, including untranslated segments and
repeated phrases, was reduced from four to zero.

Taken together, these findings support the effec-
tiveness of integrating speaker embeddings in im-
proving character-sensitive aspects of translation,
especially for pronoun and sentence-final particle
choices, while also enhancing consistency of char-
acter traits.

4.2 Case Study: Fatty Coon in The Tale of
Fatty Coon

To further analyze the effect of our method on main-
taining the consistency of character’s traits, we con-
ducted a case study on Fatty Coon, the protagonist
of The Tale of Fatty Coon by Arthur Scott Bailey.
This character is portrayed as an energetic young
boy raccoon, often using casual language such as
1% < (boku) and sentence-final particles like & (yo)
in the Japanese translation.

Out of 74 utterances attributed to Fatty Coon
(based on CoreNLP speaker tagging), 9 were misat-
tributed. We excluded these and manually analyzed
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Table 2: Manual evaluation results on 150 randomly sampled utterances from the NICT test set. Accuracy is
reported for categorical items (pronouns, sentence-final particles, honorifics), and raw counts are reported for con-

sistency errors and critical translation errors.

Model Pronouns Final Particles Honorifics ~ Consistency Errors  Translation Errors
Baseline  25.6% (32/125)  40.5% (98/242)  28.1% (9/32) 7 4
Proposed 61.6% (77/125) 52.5% (127/242) 28.1% (9/32) 0 0

the remaining 65 utterances.

We found that the baseline model frequently pro-
duced outputs that were inconsistent with the char-
acter’s personality. Specifically, 29 out of the 65
utterances (44.6%) included language that was too
formal or feminine, such as the use of A (watashi)
or sentence-final particles like #> (wa), or even po-
lite verb forms. In contrast, our proposed method
produced consistent outputs aligned with the char-
acter’s casual and boyish tone in nearly all cases,
with only 9 utterances showing mismatches (e.g.,
use of honorifics).

Table 3 shows representative examples. In each
case, the proposed method produces translations
that are closer to the reference translation and con-
sistent with the intended persona of Fatty Coon.

4.3 Automatic Evaluation on NICT Dialogue
Segments

To complement our manual evaluation, we con-
ducted automatic evaluation using BLEU (Pap-
ineni et al., 2002), ChrF (Popovi¢, 2015), and
COMET-22 (Rei et al., 2022) on the NICT test data,
comprising 1,436 Japanese utterances. We report
BLEU scores computed using sacreBLEU with
--tokenize=intl option. COMET is a neural-
based metric trained to predict human direct as-
sessment scores, and has been shown to correlate
more strongly with human evaluation than surface-
overlap metrics such as BLEU (Rei et al., 2020).

Table 4 provides the results. The absolute BLEU
and ChrF scores appear low, especially compared to
typical scores reported in general domain English-
to-Japanese translation. However, our task differs
significantly in both content and style: the data is
literary dialogue, which contains diverse speaker-
specific expressions, idiosyncratic phrasing, and
multiple valid translations. In such settings, surface-
form overlap metrics like BLEU often underes-
timate translation quality (Toral and Way, 2018;
Mathur et al., 2020; Thai et al., 2022).

Despite the limitations of these metrics in cap-
turing speaker-specific style or consistency, the pro-
posed method outperforms both the base model

and the fine-tuned baseline by a noticeable margin
on both BLEU and ChrF. This suggests that intro-
ducing speaker-aware information helps produce
translations that better align with the reference utter-
ances even in automatic evaluation metrics. In the
case of BLEU score, the larger gain compared to
the fine-tuned baseline also supports our hypothesis
that speaker traits contribute to reducing ambigui-
ties in character-driven translation.

In addition, the COMET-22 scores also show
that our proposed method achieves the highest per-
formance among the compared systems (0.802 vs.
0.778 for the baseline). This further supports that in-
corporating speaker information not only improves
surface-level similarity but also yields translations
that are semantically closer to human references, in
line with human judgments of adequacy.

To assess the reliability of these improvements,
we conducted paired bootstrap resampling tests.
BLEU differences between the baseline and our
proposed model were not statistically significant
(p = 0.14). However, both ChrF (p < 0.01) and
COMET (p < 0.05) confirmed that the improve-
ments of the proposed model over the baseline are
statistically significant. These results suggest that
while BLEU may underestimate gains in this task,
stronger metrics such as ChrF and COMET provide
more robust evidence that speaker-aware informa-
tion improves translation quality.

Nonetheless, given the nature of the task, we
emphasize that manual evaluation and qualitative
analysis (as described in the previous subsections)
provide a more reliable assessment of character ex-
pressiveness and speaker consistency in translation.

4.4 Speaker Embedding Visualization via
PCA

To investigate the structure of the learned speaker
embeddings, we apply Principal Component Analy-
sis (PCA) to the speaker vectors extracted from the
test portion of the back-translated Aozora corpus.
This test set was held out during model training.
We first applied our trained speaker embedding
model to the machine-translated English versions
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Table 3: Example translations of utterances by Fatty Coon. The proposed method produces outputs more consistent

with the character’s persona.

Source Reference Baseline Proposed
“Idliketoeatall the cornin | iDL S5 A2 L %% | MiFDL 585 LEA | HAFDES A LA
the world.” HERD 2 WE2VE (yo)o | ABRBRTAZVD (wa), | ARBXRZZWVE (yo).

“Look, Mother!”

HT, BHZA!

CHARBRTL
orifics), BRIXA !

(Hon-

HTEK BrdIA!

“Maybe you don’t think I
heard him screech—"

I1Z< (boku) 23H VDD
20wz TWn503d

7o XA, HT=L (watashi)
WYY FEEEVZAL 2
BWwelE57255 ——

£ (boku) 23 EYIFH % B
e BbRWES S ——

Table 4: Automatic evaluation scores on NICT test data

Model BLEU ChrF COMET-22
JParaCrawl (pre-FT) 3.8 14.8 0.776
Baseline 34 16.7 0.778
Proposed 5.7 18.2 0.802

of the test set novels. Each character’s English ut-
terances were concatenated and processed using
BERT to produce a fixed-size speaker embedding,
as described in Section 3.1. As a result, we obtained
embeddings of 6,449 speakers.

We then performed PCA on these embeddings
and analyzed the first principal component. Table 5
lists the top and bottom 10 characters based on their
scores on the first principal component, along with
their associated works and authors. We found that
characters with high component scores tend to be
female, while those with low scores tend to be male.

This interpretation is supported by examining
the masked tokens in their utterances (Figure 3).
Tokens like 3 (wa), @D (no), H 7% 7= (anata), and
&7z L (atashi) appear frequently in the utterances
of characters with high PCA scores—expressions
that are stereotypically feminine in Japanese. In
contrast, utterances from characters with low PCA
scores more often contain Z (zo), 5 % X (omae),
and B 5 (ora), which are typically masculine ex-
pressions.

Moreover, we observe that characters with sim-
ilar component scores often come from the same
literary work or author. This pattern suggests that
the speaker embeddings encode not only individual
character traits but also stylistic patterns associated
with particular authors.

These results indicate that our speaker embed-
ding space captures interpretable dimensions re-
lated to gendered language use and authorial style
in literary dialogue.

bottom 10 speakers
10.0 top 10 speakers

7.5
5.0
25

0.0

& & & 0 ,% A%
KT AHRB0O @ﬂr\ %{V’fr&\?%@&'% 5P & @ o * PN o %@%fw «

Figure 3: Proportion of [MASK] tokens in utterances
of speakers with top and bottom PC Scores

5 Discussion

The proposed speaker-aware translation model
showed improvements in preserving speaker-
specific linguistic traits. However, several limita-
tions and potential directions for future work have
emerged.

Accuracy of Speaker Attribution. In this study,
we relied on speaker attribution results from Stan-
ford CoreNLP. As observed in the case study of
“Fatty Coon”, speaker misattribution occurred in 9
out of 74 utterances. These errors can directly affect
the quality of the speaker embeddings, potentially
leading to unnatural or inconsistent translations.

Effect of Character Description Length on Em-
bedding Quality. To construct speaker embed-
dings, we used English character descriptions—
specifically, sentences where the character was the
subject and the character’s utterances—from the
beginning of each work. These sentences were con-
catenated until reaching the maximum input length
of the English BERT model. As aresult, the amount
of contextual information varied depending on how
much text was available for each character. We have
not yet conducted a systematic analysis of how the
amount or content of these character-descriptive
sentences affects the quality of the embeddings or
the final translation output. Investigating the impact
of description length and exploring methods to pri-
oritize more informative sentences (e.g., those rich
in personality cues) may help enhance consistency,
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Table 5: Top and bottom characters on the first PCA component

Bottom (Low PC score) Top (High PC score)
Speaker  Gender Work Speaker Gender Work
Kasuke ~ Male “Irefuda” by Kikuchi Kan Kuroe Female “Charako-san” by Hisao Juran
Koshu Male “Dai-bosatsu toge” by Nakazato Kaizan her Female “Charako-san” by Hisao Juran
Tori Male “Zenigata Heiji” by Nomura Kodo Yoshie ~ Female “Charako-san” by Hisao Juran
his Male “The Escape of Terasaka Kichiyemon” by Naoki Sanjugo Noriko ~ Female “Sugiko” by Miyamoto Yuriko
Yasuke Male “The Woman Who Stepped on a Shadow” by Okamoto Kido | Haruko ~ Female “Nozarashi” by Toyoshima Yoshio
Isuke Male “Quick-Eared Sanji” by Hayashi Fubo Suzue Female “A History of a Couple” by Kishida Kunio
Tori Male “Miyamoto Musashi” by Yoshikawa Eiji her Female “This Morning’ s Snow” by Miyamoto Yuriko
Yoriharu Male “The Armor of Asahi” by Kunieda Shiro Charako Female “Charako-san” by Hisao Juran
his Male “On Leisure” by Itami Mansaku his Male “Sugigaki” by Miyamoto Yuriko
Yamada Male “My Private Taiheiki” by Yoshikawa Eiji Madam Female “The Shadowless Criminal” by Sakaguchi Ango

especially for characters with limited text.

Limitations of Back-Translation Quality. One
challenge we observed is that the back-translation
process used to construct the training data—specif-
ically, translating Japanese to English and then
back to Japanese —sometimes produces unnatural
Japanese sentences. In our pipeline, the major
source of noise stems from the Japanese-to-English
translation step. When this translation is inaccurate,
it leads to poor-quality pseudo-parallel data, which
in turn affects the quality of the final English-to-
Japanese translation model. While using manually
curated parallel data would be ideal, such data is
extremely limited, especially for literary dialogue.
Future work may improve the overall quality by
employing stronger Japanese-to-English translation
models, or by integrating automatic quality filtering
mechanisms to reduce the impact of noisy samples.

6 Related Work

6.1 Speaker Attribution in Narrative Texts

Speaker attribution—the task of identifying who
is speaking in a given utterance—is a crucial pre-
processing step for speaker-aware translation. In
narrative texts such as novels, explicit speaker tags
are often absent, requiring automatic identification
based on linguistic cues. For English texts, tools
such as Stanford CoreNLP provide heuristic-based
speaker tagging, but they often fail in the presence
of figurative or indirect speech.

Speaker attribution in Japanese poses additional
challenges due to frequent subject omission, flexi-
ble word order, and the use of sentence-final parti-
cles that vary by speaker. Ishikawa et al. (2024) ad-
dressed this by leveraging grammatical and contex-
tual features to estimate speaker identity in Japanese
novels. Zenimoto and Utsuro (2022) proposed a
method for identifying the speakers of quoted utter-
ances in Japanese novels using a gender classifica-
tion model.

6.2 Machine Translation for Literary Texts

Discourse-level literary translation remains one
of the most demanding tasks in natural language
processing. Unlike general-domain texts, literary
works require models to handle complex seman-
tic phenomena such as figurative language, long-
range dependencies, character voice, and culturally
grounded expressions (Pang et al., 2025). These
aspects place high demands on translation systems,
which must not only be accurate but also preserve
subtle stylistic and narrative consistency.

While recent progress in large language models
(LLMs) has enabled strong performance on many
NLP tasks, training or fine-tuning models specif-
ically for literary translation remains costly and
resource-intensive. In response to these challenges,
the WMT2023 Shared Task on Discourse-Level
Literary Translation was launched, highlighting
the need for models that go beyond sentence-by-
sentence translation (Wang et al., 2023). Results
from the shared task demonstrated that even state-
of-the-art systems struggle to maintain coherence,
tone, and character consistency across longer texts.
These findings suggest that further advances are
needed in integrating discourse-level information
and stylistic modeling, particularly for literature.

7 Conclusion

This paper proposed a speaker-aware machine trans-
lation framework aimed at preserving character-
specific expressions in Japanese literary dialogue.
By constructing speaker embeddings from English
descriptions of each character and incorporating
them into the translation model, our method pro-
motes more consistent and personality-aligned out-
puts.

We evaluated our approach using the NICT
English-Japanese translation alignment dataset.
Manual analysis showed that our method improves
the consistency of personal pronouns and sentence-
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final particles, which are strongly associated with
character identity. However, the use of honorifics
did not improve as clearly, likely because honorific
usage depends more on social context—such as the
relationship between the speaker and hearer—than
on character traits alone.

In future work, we plan to explore the integration
of situational context (e.g., dialogue participants
and relationships), adopt higher-quality translation
models, and refine our speaker recognition pipeline
to further enhance the character consistency and
fluency of literary dialogue translation.
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