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Introduction

Human languages are inherently ambiguous and understanding language input is subject to interpretation
and complex contextual dependencies. Nevertheless, the main body of research in NLP is still based on
the assumption that ambiguities and other types of underspecification can and have to be resolved. This
second edition of the Uncertainty-Aware NLP workshop (UncertaiNLP 2025) provides a platform for
research that embraces variability in human language and aims to represent and evaluate the uncertainty
that arises both from language itself and from the modeling tools we use to process it.

Uncertainty arises when multiple outcomes are possible and variability cannot be fully explained by
context. In NLP, it reflects both epistemic and aleatoric factors, stemming from linguistic ambiguity,
individual variation, domain shifts, and modeling choices. These challenges are especially acute in low-
resource settings, where over- and under-fitting risks increase. Consequently, uncertainty-aware NLP
research spans model design, data collection, inference, and evaluation, with growing importance in
mission-critical applications requiring reliable confidence estimation. The success of the UncertaiNLP
workshop’s inaugural edition at EACL 2024 and the expanding community around related themes, under-
scores the growing research interest in this area and the need for continued exchange and collaboration.
Building on that momentum, the second edition of UncertaiNLP nearly doubled in size, reflecting the
field’s rapid growth and the community’s increasing recognition of the importance of uncertainty-aware
methods in NLP.

This volume contains the proceedings of the second edition of the UncertaiNLP workshop hosted on
November 9th, 2025, co-located with the 2025 Conference on Empirical Methods in Natural Language
Processing in the Suzhou International Expo Centre in Suzhou, Jiangsu Province, China. We invited
paper submissions on a wide variety of topics, including representing, documenting or modeling uncer-
tainty, parameter estimation, probabilistic inference, decision making, evaluation and calibration, and
hallucinations and uncertainty-driven mitigation. We received a total of 50 submissions, of which we
accepted 17 long and 10 short papers, amounting to an acceptance rate of 54%

We are grateful to our invited keynote speakers: Gal Yona (Google Research, IL), Maxim Panov (MB-
ZUAI, UAE), Parisa Kordjamshidi (Michigan State University, USA), Eyke Hiillermeier (LMU Miinich,
DE). We would also like to thank the EU’s Horizon Europe research and innovation program for support
through the Unified Transcription and Translation (UTTER, agreement No. 101070631) and the Foun-
dation for Empirical Multimodality Research (FOUNDATIONS, agreement No. 101122047) projects.
This workshop is also partially supported by an unrestricted gift from Google (Google research scholar
award).

The UncertaiNLP organizers, Wilker Aziz, Jonathan Berant, Bryan Eikema, Marie-Catherine de Marnef-
fe, Barbara Plank, Artem Shelmanov, Swabha Swayamdipta, Jorg Tiedemann, Rail Vazquez, Chrysoula
Zerva.
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Keynote Talk
TBA

Maxim Panov
MBZUAI UAE
2025-09-11 09:10 — Room: Room A207

Abstract: TBA

Bio: Maxim Panov is an Assistant Professor at MBZUAI, UAE. Before joining MBZUAI, Panov worked
as a research scientist at DATADVANCE Company, where he participated in developing a library of data
analysis methods for engineering applications. This library, pSeven, is now used by many companies
worldwide, including Airbus, Porsche, Mitsubishi, Toyota, and Limagrain. From 2018, Panov has been
an assistant professor at Skolkovo Institute of Science and Technology, Moscow, where he led a statistical
machine learning group. Since 2022, he has led an Al theory and algorithms group at the Technology
Innovation Institute, Abu Dhabi, UAE. His research interests lie in uncertainty quantification for machine
learning model predictions and Bayesian approaches in machine learning. Maxim is leading a research
team dedicated to exploring the theoretical foundations of uncertainty quantification and its practical
applications. Maxim is also co-leading the development of the LM-Polygraph framework for uncertainty
quantification for LLMs. Maxim was a local chair for the ICDM 2024 conference and a recipient of the
Best Paper Runner-up Award at the Uncertainty in Artificial Intelligence 2023 conference.
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Keynote Talk
Reasoning under Uncertainty with Large Multimodal
Language Models

Parisa Kordjamshidi
Michigan State University, USA
2025-09-11 13:15 — Room: Room A207

Abstract: Uncertainty in intelligent models has multiple facets. One aspect concerns a model’s own
uncertainty or confidence in its generated outputs. Another pertains to factual knowledge about un-
certainty within specific concepts. For example, statements such as “10-20% of lifelong smokers will
develop lung cancer” express factual uncertainty derived from statistical data analyses and represented
in text. A key research question is whether language models can form and convey such factual uncer-
tainties—integrating information, drawing on their internal knowledge, and aligning this with their con-
fidence when expressing opinions. While addressing this question is highly challenging, I will present
our research that explores related directions and the following research question: 1) How do language
models understand uncertainty expressions in natural language and perform probabilistic inference over
them? 2) How can models be trained to follow the principles of probabilistic reasoning when handling
uncertainty in text? 3) How can today’s large models reason over uncertain text? specifically focusing
on mapping language into formal probabilistic logic programs?, and finally, in the context of grounding
natural language in the visual modality, 4) How can uncertainty in perception be explicitly represented
in reasoning? specifically focusing on mappings to differentiable probabilistic programs.

Bio: Parisa Kordjamshidi is an Associate Professor of Computer Science and Engineering at Michigan
State University. Her research focuses on Natural Language Processing, multimodal reasoning across
vision and language, and neuro-symbolic learning. She received her Ph.D. from KU Leuven and con-
ducted postdoctoral research at the University of Illinois Urbana-Champaign. She is a recipient of the
NSF CAREER, Amazon Faculty Research, and Fulbright Scholar Awards, and her research team recei-
ved the NAACL 2025 Outstanding Research Paper Award. Dr. Kordjamshidi serves as Associate Editor
of JAIR, Co-editor in chief of ARR (2026), Action Editor for TACL and has held roles in organization
committee of major conferences including ACL, NAACL, EACL, EMNLP, ECML-PKDD, and AAAIL
Currently, she is a visiting Associate Professor at UCLA spending a part of her sabbatical.
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Keynote Talk
Beyond Factuality: Improving Trust and Reliablility of Large
Language Models

Gal Yona
Google Research, USA
2025-09-11 14:45 — Room: Room A207

Abstract: Factuality is a cornerstone for trustworthy LLMs, yet despite impressive progress, frontier
LLMs still make many confident errors when faced with questions beyond their knowledge boundaries.
In this talk I'll present Faithful Response Uncertainty, a different desiderata that shifts the focus away
from measuring the number of incorrect statements and towards measuring the alignment between the
model’s expressed certainty (decisiveness") and intrinsic certainty (confidence"). I’'ll conclude with a
discussion of open problems and possible next steps at the intersection of factuality and uncertainty in
frontier LLMs.

Bio: Gal Yona is a Research Scientist at Google Research, Tel Aviv, where she is working on improving
factuality in large language models, with an emphasis on robustness and uncertainty. Before joining
Google, Gal completed her PhD in Computer Science at the Weizmann Institute of Science, develo-
ping definitions and algorithms for preventing discrimination in machine learning models. Gal received
numerous award during her PhD, including the Google PhD Fellowship in Machine Learning (2021).
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Keynote Talk

Challenges in Uncertainty Quantification for Large Language
Models

Eyke Hiillermeier
LMU Miinich, Germany
2025-09-11 16:00 — Room: Room A207

Abstract: Uncertainty quantification is important in the context of large language models (LLMs) be-
cause the outputs produced by these models are often incorrect. However, due to the complexity of
language and the numerous sources of uncertainty in textual data, quantifying uncertainty in LLMs is
challenging. Indeed, simply transferring existing approaches to uncertainty quantification developed for
standard machine learning problems, such as classification and regression, is neither straightforward nor
appropriate. This is particularly pertinent to the definition of aleatoric and epistemic uncertainty, and
how they are distinguished based on the notion of reducibility. This talk will discuss the challenges of
uncertainty quantification for LLMs, propose potential solutions and highlight promising avenues for
future research in this emerging field.

Bio: Eyke Hiillermeier is a full professor at the Institute of Informatics at LMU Munich, Germany,
where he holds the Chair of Artificial Intelligence and Machine Learning. He studied mathematics and
business computing, received his PhD in Computer Science from Paderborn University in 1997, and
a Habilitation degree in 2002. Before joining LMU, he held professorships at several other German
universities (Dortmund, Magdeburg, Marburg, Paderborn) and spent two years as a Marie Curie fellow
at the IRIT in Toulouse (France). His research interests are centered around methods and theoretical
foundations of artificial intelligence, with a particular focus on machine learning, preference modeling,
and reasoning under uncertainty. He has published more than 400 articles on related topics in top-tier
journals and major international conferences, and several of his contributions have been recognized with
scientific awards. Professor Hiillermeier is Editor-in-Chief of Data Mining and Knowledge Discovery,
Associate Editor of the IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), and
serves on the editorial boards of several other Al and machine learning journals. He is currently also the
president of EuADS, the European Association for Data Science.
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