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Abstract

Readability adjustment is crucial in text sim-
plification, as it allows to provide generations
appropriate to the needs of a particular group
of readers. Here we present a method for sim-
plifying a text fragment that aims for a given
CEFR level, e.g. A2 or B1. The proposed ap-
proach consists of two stages, executed for each
sentence: (1) obtaining several candidate sim-
plification through prompting a large language
model and (2) choosing a candidate that max-
imises the compliance with the desired readabil-
ity level. Several variants of our approach are
evaluated within the framework of TSAR 2025
shared task, showing a trade-off between pre-
cise readability adjustment and faithful mean-
ing preservation.

1 Background

Text simplification (TS) promises to make language
content accessible to various vulnerable groups
that might find typical text difficult, such as people
with age-related impairments, learning difficulties,
dyslexia, autism etc., but also non-native speak-
ers (Shardlow, 2014; Paetzold and Specia, 2017).
This causes an obvious challenge: it is impossible
to satisfy the needs of all these groups with the
same simplification. Some aspects of text might
be difficult for one reader, but not for another one
(Tamor, 1981). For example, even quite long and
complicated words might appear straightforward
for a non-native speaker, as long as they know sim-
ilar lexemes from their mother tongue.

Therefore, text simplification can never be suc-
cessful as a generic task and it needs to be anchored
in a specific target audience. However, approaching
the challenge for each group separately is impeded
when taking a classic machine-learning approach.
The datasets with simplifications prepared by hu-
man experts for specific readers are scarce (Cistola
et al., 2021; Alarcon et al., 2023), so many TS solu-
tions rely on generic data anyway. This limitation

remains true for large language models (LLMs) –
since they are unlikely to have been provided with
examples of such tailored simplifications in their
pretraining, they shouldn’t be expected to generate
them when prompted.

Here we present an approach to the problem of
providing text simplifications for readers with a
given language proficiency, expressed as a CEFR
level. While there are some resources for the non-
native speakers according to their level (Scarton
et al., 2018), these are not sufficient for model
training from scratch.

Therefore, our approach is a hybrid one. Firstly,
we generate simplifications using generic LLM ca-
pabilities, but we ask the model to produce several
variants of the output. Then, we use CEFR la-
bellers to find the rephrasing that best corresponds
to the desired level. This process is repeated for
all sentences in a given text, and the final output
is a concatenation of the simplified variants of all
sentences.

2 Task

Our solution was prepared within the framework
of the TSAR 2025 Shared Task on Readability-
Controlled Text Simplification (Alva-Manchego
et al., 2025). The task participants were provided
with a series of pairs, each including a text fragment
in English (paragraph-length) and a CEFR level,
and their goal was to provide simplifications that
maintain the meaning of the original fragment, but
at the same time possess the provided difficulty
level (A2 or B1).

The submitted fragments were evaluated using
the following measures:

• Difference between the CEFR levels (re-
quested and observed in text) according to
three fine-tuned language models (Imperial
et al., 2025), quantified as weighted F1, ad-
justed accuracy and RMSE.
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• Meaning preservation measured as text simi-
larity (original and provided simplification)
according to MeaningBERT (Beauchemin
et al., 2023) and BERTScore (Zhang et al.,
2020),

• Closeness to reference simplification, also ac-
cording to MeaningBERT and BERTScore.

Of these, the RMSE CEFR and both Meaning-
BERT similarities were used to establish the final
ranking.

For details regarding the previous work in the
domain, evaluation details and results of all partic-
ipants, see the overview article (Alva-Manchego
et al., 2025).

3 Methods

The submitted solution was prepared using ele-
ments of STARLING (Simplifying Text Across
Languages Using Generative Models): a TS sys-
tem under construction, which uses LLM prompt-
ing for obtaining robust simplifications across sev-
eral languages, including some with low NLP sup-
port. The multilingual capabilities were however
not used here, since the task is performed in En-
glish, a language with sufficient monolingual re-
sources.

Broadly, the solution involves the following
steps:

1. Splitting the input (complex) text into sen-
tences,

2. For each sentence:

• Producing variants of simplification us-
ing a prompted language model,

• Selecting the variant that is the closest to
the desired CEFR level,

3. Concatenating the obtained sentences.

3.1 Splitting
We split the given paragraph into individual sen-
tences with LAMBO (Przybyła, 2022) 2.3 seg-
menter1, using the LAMBO-UD_English-EWT model
trained on English dependency parsing corpus2 in
Universal Dependencies (de Marneffe et al., 2021),
version 2.13. The sentence splitting is motivated by

1https://gitlab.clarin-pl.eu/syntactic-tools/
lambo

2https://universaldependencies.org/treebanks/
en_ewt/index.html

(1) preliminary experiments showing that LLMs,
when tasked with rephrasing a longer paragraph, of-
ten omit some of the details, and (2) the intention to
obtain a wide range of candidates by reformulating
sentences independently.

3.2 Simplifying

For simplification, we use the following prompt:

Please rewrite the following complex
sentence in order to make it easier to un-
derstand by non-native speakers of the
language. You can do so by replacing
complex words with simpler synonyms
(i.e. paraphrasing), deleting unimportant
information (i.e. compression), and/or
splitting a long complex sentence into
several simpler ones. The final simpli-
fied sentence needs to be grammatical,
fluent, and retain the main ideas of its
original counterpart without altering its
meaning. Make sure the output is in the
same language as the original.
Return five different rephrasings, sepa-
rated by newline. Do not generate any
text except the reformulations.
INPUT: ⟨input sentence⟩

This prompt is inspired by a formulation obtain-
ing good results in BLESS benchmark (Kew et al.,
2023) – prompt 23. However, it was modified to
include a request of five different rephrasings. Note
how it does not include any mention of the desired
CEFR level – our preliminary experiments showed
it not to be useful for a general-purpose model pre-
trained without such specialised data.

Our baseline model was Gemma 3 (Gemma
Team et al., 2025) 27 B, implemented on Hug-
gingFace Transformers 4.38.1 (Wolf et al., 2020)
(model google/gemma-3-27b-it). The computa-
tions were performed on double-GPU configuration
with NVIDIA A100.

3.3 Choosing a variant

We create the list of variants by splitting the model
output into individual options, removing anomalies
(outputs shorter than 1/3 of the input4) and adding
the original complex sentence. Each variant on the

3Note that BLESS experiments were performed in a few-
shot setting, but in the shared task no training data were avail-
able, so we use the same prompt in a zero-shot setting.

4These usually come from the LLM adding extra text to
the output: enumeration markers, comments, etc.
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CEFR compliance Original similarity Reference similarity
method F1 Acc. RMSE M-BERT BERT-S M-BERT BERT-S

Gemma-5v-best 0.5107 0.9500 0.8216 0.8075 0.9281 0.7584 0.9124
Gemma-5v-random 0.4895 0.8500 1.0000 0.8204 0.9335 0.7567 0.9109

Gemma-10v-best 0.6921 0.9750 0.6325 0.7675 0.9190 0.7458 0.9062
Gemma-10v-random 0.3888 0.9500 0.8803 0.7780 0.9194 0.7441 0.9038

original 0.1288 0.5250 1.6125 1.0000 1.0000 0.7901 0.9265

Table 1: Evaluation results on the trial dataset, showing CEFR compliance results, similarity to the original text
and reference simplification, both measured using MeaningBERT (M-BERT) and BERTScore (BERT-S). The best
values are in boldface; the submitted solutions are underlined.

list is then assessed with respect to readability level.
Specifically, we apply the three CEFR labellers5

provided by the organisers (section 2). We then
check which of the variants (including the complex
original) has been assigned the desired CEFR level
with the highest probability, according to any for
the labellers. In case of ties, the order on the vari-
ant list decides. Therefore, for uncertain ratings,
the original complex sentence is used (to maintain
meaning preservation).

3.4 Concatenation

After the CEFR-optimised variant is chosen for
each sentence, they are all concatenated together to
create continuous text. Note that this risks breaking
some discourse links, which is a weakness of our
approach (section 5).

4 Evaluation

The solution described above is our baseline ap-
proach to the problem. However, in order to better
understand its strengths and weaknesses, we check
the result of modifying some aspects:

• using a higher number of requested variants:
10 instead of 5.

• using a simpler heuristic for selecting a vari-
ant: random choice or keeping the original
sentence.

All the solutions are tested using the evaluation
code provided by the organisers (see section 2) on
the 40 instances of the trial set. The full results
on the test dataset, including our submission, can

5https://huggingface.co/AbdullahBarayan/
ModernBERT-base-doc_en-Cefr, https://huggingface.
co/AbdullahBarayan/ModernBERT-base-doc_
sent_en-Cefr and https://huggingface.co/
AbdullahBarayan/ModernBERT-base-reference_
AllLang2-Cefr2

be found in the shared task overview article (Alva-
Manchego et al., 2025).

Table 1 illustrates the results of the evaluation.
We can see that the best CEFR compliance is
achieved by generating 10 variants and choosing
the one that corresponds to the desired level. This
proves that the variant selection mechanism ful-
fils its purpose. However, the same approach is
performing the poorest in content preservation. In-
stead, generating 5 variants and randomly selecting
one of them delivers the best similarity to the orig-
inal text (except returning the original itself). We
can therefore see a clear trade-off between deliv-
ering the expected CEFR level and preserving the
original content. Finally, our basic approach (5
variants, guided selection) achieves the best per-
formance in terms of similarity to the reference
simplification, indicating it overall usefulness. It
is interesting to note that the original text is more
similar to the reference simplifications than any
of our approaches, indicating that the LLM is too
aggressive in its rewriting. This mirrors a similar
phenomenon in text rewriting for the purpose of a
different task, namely adversarial example genera-
tion (Przybyła et al., 2025).

5 Discussion

Judging by the evaluation performed in the previ-
ous section, our approach performs well: it allows
to adjust for the desired readability level without
sacrificing too much of the original meaning. How-
ever, this is clearly a prototype solution and several
limitations remain.

Firstly, a more intensive adjustment to readabil-
ity level is possible. Since generating 10 variants
allows better compliance than 5, one could also try
20 or 100 – though in case of most sentences it
would be unrealistic to expect that many different
reformulations. It is therefore an open question on
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whether this wouldn’t cause a loss of meaning or
general decrease in quality of further generations.
We leave this for future work.

Secondly, we limited our prompting experiment
to adapting a formulation that has been found to
work well in previous research, but that usecase did
not include readability adjustment. Therefore, we
expect that experimenting with the prompt can help
to guide the model towards producing reformula-
tions with more utility for the current setup, e.g. by
encouraging diveristy in the variants. Recent re-
search in TS indicates great room for improvement
in tuning the prompt (Guidroz et al., 2025).

Thirdly, we performed the simplification on the
sentence level to obtain fine-grained control over
the variants chosen and avoid the loss of details
that we observe in full paragraph rewriting. How-
ever, this introduces a limitation: when each sen-
tence is reformulated independently, we risk break-
ing discourse links between them, resulting in less
coherent text. This is a known problem in text
simplification, but it requires further research to
deliver satisfactory solutions (Vásquez-Rodríguez
et al., 2023). One bypass could be to provide whole
paragraphs as input text and look for other ways
to avoid information loss, e.g. through various
prompts.

Finally, we have to emphasise that our evaluation
is based solely on automatic measures, which for
some time have been known to poorly reflect hu-
man judgement of simplified text (Alva-Manchego
et al., 2021). This final step of TS evaluation should
involve human evaluators, especially when a solu-
tion is claimed to be adjusted to specific user group.

6 Conclusions

To sum up, the proposed approach to readability-
adjusted text simplification achieves positive re-
sults, delivering output that is in agreement with the
desired CEFR level (95% accuracy) and maintains
the overall meaning (93% BERTScore). Depend-
ing on which configuration we choose, a trade-off
between simplicity and similarity to the original
can be struck differently, but overall the results in-
dicate this to be a promising direction for future
investigation.
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Lay Summary

When a text is changed to make it simpler for some
readers, it is important to take into account who
these readers are. For example, if the text is in
English, but the readers are not native speakers, we
should take into account their level of knowledge
of the language. In this article we show how we
simplify text in English so that learners at some
level (for example A2 or B1) can understand it.
First, we divide the text into separate sentences.
Second, a language model changes each sentence,
producing several possible modifications. We then
choose the modification that is closest to the needed
difficulty level. Finally, all the changed sentences
are connected back together. Our approach is tested
at the TSAR 2025 workshop. The results show that
sometimes you have to choose between keeping the
meaning unchanged and arriving at the difficulty
level you want.
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