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Abstract

Automatic Text Simplification (TS) makes com-
plex texts more accessible but often lacks con-
trol over target readability levels. We propose a
lightweight, prompt-based approach to English
TS that explicitly aligns outputs with CEFR
proficiency standards. Our method employs a
three-stage pipeline, guided by rule-informed
prompts inspired by expert strategies. In the
TSAR 2025 Shared Task, our system achieved
competitive performance, with stronger results
at B1 level and challenges at A2 level due to
over-simplification. These findings highlight
the promise of prompt-based CEFR-oriented
simplification and the need for more flexible
constraint design.

1 Introduction

Automatic Text Simplification (TS) is an important
NLP task that aims to rewrite complex texts into
simpler forms while preserving meaning. TS ben-
efits many groups, including non-native speakers,
children, and individuals with reading or cognitive
difficulties. However, current systems often sim-
plify texts without controlling the target readability
level, limiting their usefulness in education and
accessibility, where alignment with standardized
frameworks such as the Common European Frame-
work of Reference for Languages (CEFR) (Council
of Europe, 2001) is essential.

We propose a CEFR-oriented method for En-
glish text simplification that leverages Large Lan-
guage Models (LLMs) through prompt engineering
rather than model training, making it lightweight,
accessible, and practical. Our method is inspired by
the TS strategies introduced in Ozmen and Kiran
(2022). It applies a three-stage process: syntac-
tic simplification, lexical simplification, and elab-
oration. This method addresses a key gap in cur-
rent NLP research by combining accessibility with
level-appropriate simplification.
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2 Related Work

CEFR is widely used to define language proficiency
and guide text simplification. Most CEFR-based
TS research targets lexical or sentence-level sim-
plification, creating datasets for word substitutions
or training models to generate CEFR-aligned sen-
tences (Arase et al., 2022; Uchida et al., 2018; Li
et al., 2025; Barayan et al., 2024). However, simpli-
fication at the document or paragraph level under
CEFR control remains relatively underexplored and
challenging.

Early text simplification research largely focused
on sentence-level approaches. However, applying
these methods iteratively across entire documents
often fails to maintain discourse coherence and
overall text integrity (Alva-Manchego et al., 2020).
This limitation has encouraged research to shift
towards document-level simplification, which de-
mands broader contextual understanding and spe-
cialized evaluation methods (Sun et al., 2021).

LLMs have recently become prominent tools for
document-level text simplification, addressing co-
herence and context issues. Approaches such as
ProgDS (Fang et al., 2025) decompose the simplifi-
cation process into hierarchical stages (discourse-
level, topic-level, and lexical-level), guiding LLMs
to progressively simplify documents while preserv-
ing logical structure and readability. Building on
this line of work, our study also adopts a hierarchi-
cal paradigm, though the definition and scope of the
stages differ from ProgDS. In parallel, fine-tuning
of LLMs has been shown to yield significant im-
provements in document-level text simplification
tasks, effectively improving model accuracy and
output relevance (Nozza and Attanasio, 2023; Al-
kaldi and Inkpen, 2023; Anschiitz et al., 2023). Un-
fortunately, none of these approaches are explicitly
oriented toward CEFR-based simplification.
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3 Method

Our method of simplification consists of three
stages that are carried out in a progressive order:
syntactic simplification, lexical simplification, and
elaboration.

Syntactic simplification involves restructuring
complex grammatical constructions to align with
the requirements of the target CEFR level. Lexi-
cal simplification focuses on replacing difficult vo-
cabulary with simpler alternatives appropriate for
the target proficiency level. Elaboration involves
adding explanatory words or clarifying information
to make the text more comprehensible and suited to
the intended CEFR level. In Ozmen (2019), case-
by-case rules were provided for all three types of
simplifications at different proficiency levels, along
with examples demonstrating how to execute these
different simplification cases. Although the ex-
amples were presented in Turkish, the underlying
simplification principles are not language-specific
and reflect patterns observed across multiple lan-
guages (Ozmen and Kiran, 2022). Building on
this foundation, Bektas et al. (2024) incorporated
these case-specific rules into Turkish prompts and
reported promising results. Informed by both stud-
ies, we follow these rules when designing prompts
and apply them sequentially in three stages', in a
manner inspired by Fang et al. (2025).

All stages utilize GPT-40 with the following
parameters:

¢ Model version: gpt-40-2024-11-20
* Temperature: 0.5
* Top-p sampling: .95

3.1 Syntactic Simplification

The first stage addresses the grammatical complex-
ity by aligning the syntactic structures with the
requirements of the target CEFR level. To imple-
ment this stage, we first compiled a comprehensive
set of grammatical structures from the Cambridge
English Grammar Profile (Cambridge University
Press, 2024), which documents grammatical con-
structions across levels Al to C2.

Then, the syntactic simplification rules from Oz-
men (2019) were translated to English, along with
illustrative examples showing how complex struc-
tures should be simplified for each target level.

'The full workflow, including all prompts used at each

stage, is available at https://github.com/kutayardadinc/
itunlp_tsar.

The syntactic simplification process employs a
structured prompt that includes:

i) A system instruction defining the model’s role
as a syntactic simplification expert,

ii) The complete set of permissible grammatical
structures for the target CEFR level,

iii) Specific syntactic simplification rules with ex-
amples.

The core prompt structure follows this pattern:

A text at the [LEVEL] level should not contain
any grammatical structures that are not provided to
you below. If the given text contains any structure
other than these grammatical structures, simplify
the given text to the [LEVEL] level using syntactic
simplification rules. [GRAMMAR_STRUCTURES].
[SIMPLIFICATION_RULES]. Do not perform any
action other than syntactic simplification. Preserve
the content and details of the text. Do not delete
sentences from the text.

3.2 Lexical Simplification

For lexical simplification, we first established vo-
cabulary inventories for each CEFR level to be
able to identify words that exceed the target profi-
ciency level. We utilized two primary vocabulary
resources: Oxford 3000 (Oxford University Press,
a) and Oxford 5000 (Oxford University Press, b)
word lists. These two combined create a vocabulary
list of 5000 words from levels A1l to C1.

Our system automatically identifies lexically
complex words within the syntactically simplified
text by tokenizing it using spaCy (Honnibal et al.,
2020) and checking both surface forms and lemmas
against our compiled word-to-CEFR-level map-
ping database. Words that exceed the target CEFR
level are explicitly included in the prompt, with in-
structions to replace them with simpler alternatives.
These are followed by level-specific lexical simpli-
fication rules, accompanied by translated examples
adapted from Ozmen (2019).

The lexical simplification prompt structure in-
cludes:

i) A system instruction defining the model’s role
as a lexical simplification expert,

ii) Level-specific lexical simplification rules,

iii) Identified words that exceed the target level.

150


https://github.com/kutayardadinc/itunlp_tsar
https://github.com/kutayardadinc/itunlp_tsar

The core prompt structure follows this pattern:

Simplify the given text to the [LEVEL] level
using lexical simplification rules. [SIMPLIFICA-
TION_RULES]. In the following text, the word(s)
[IDENTIFIED_WORDS] are above the [LEVEL]
level. Without changing the meaning of the text, re-
place these words with simpler words appropriate
for the [LEVEL] level. Do not change any words
that have no simpler equivalent or are important
for the meaning of the text.

3.3 Elaboration

The final elaboration stage enhances the compre-
hensibility of the text by adding explanatory infor-
mation and clarifying potentially ambiguous con-
tent for the target level. This stage applies elabora-
tion rules, translated from Ozmen (2019), specific
to each CEFR level. At this stage, the model is
instructed to expand rare or complex concepts with
explanatory phrases, clarify implicit meanings by
adding context, and highlight key ideas through
selective repetition when appropriate.

The elaboration employs the prompt below:

Using elaboration rules, make the given text
more understandable for a student at the [LEVEL]
level. [ELABORATION_RULES] Do not perform
any action other than elaboration. Preserve the
content and details of the text. Do not delete sen-
tences from the text.

The elaboration stage ensures that the simplified
text not only uses appropriate grammar and vocab-
ulary for the target level but also provides sufficient
contextual information to support comprehension
for the target proficiency level.

4 Results and Discussion

Our three-stage progressive simplification pipeline
yielded mixed results on the test data provided by
the TSAR 2025 Shared Task (Alva-Manchego et al.,
2025), with overall MeaningBERT scores of 0.797
for both original-output (MeaningBERT Original)
and reference-output (MeaningBERT Reference)
comparisons, and a CEFR compliance RMSE of
0.632.

Analysis of the highest and lowest scoring texts
revealed that our top-performing cases were pre-
dominantly B1-targeted, while most of the under-
performing examples were A2-level simplifications.
The five lowest MeaningBERT scores for both met-
rics came from our A2-level productions, whereas
the top five scores for MeaningBERT Original were

all from B1-targeted simplifications. This perfor-
mance gap stems largely from over-simplification
induced by the strict A2-level linguistic constraints
in the prompts, such as limited grammatical struc-
tures and restrictions on vocabulary exceeding A2
proficiency.

As detailed in the methodology, our syntac-
tic simplification step constrains GPT-40 to avoid
grammatical structures outside the target CEFR
level, and the lexical simplification stage involves
prompting GPT-40 to replace vocabulary that ex-
ceeds the target level. However, this approach can
cause over-simplification in some cases.

During the syntactic simplification process, the
system output can sometimes distort the original
meaning by avoiding grammatical structures that
are not included in the target level’s grammar list.
An example of this can be seen in the A2-level
simplification of text 73:

Text ID: 73-A2
MeaningBERT Reference Score: 0.5836

Reference:

The two men looked at the north side of
the land. It was so big that they could
hardly see the fences...

Simplified:

The two men looked at the far end of
the land. The land was very big, and it
stretched very far. The walls around the
land were hard to see because the men
were standing far away...

The reference employs the “so...that” construc-
tion with the modal “could” which, while arguably
appropriate for the A2 level, is a structure our sys-
tem is forced to avoid. Because the prompt strictly
limits the output to the provided A2 grammar list,
which does not include the “so...that” construction
for clauses of result, the system fragments the sen-
tence into simpler, explicitly permitted coordinate
clauses, resulting in reduced cohesion.

The lexical simplification stage shows a
tendency to make unnecessary substitutions in A2
texts, as shown in the following example with text
ID 96-A2:

Text ID: 96-A2
MeaningBERT Reference Score: 0.5954

Original:
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No matter what kind of house it is, the

basement is a scary place in horror
films...

Reference:

In horror films, the basement is always a
scary place...

Simplified:

The lower floor is a scary place in scary
films...

Here “basement”, which is listed at the B2 level
in our vocabulary list, is replaced with “lower floor”
and “horror films” is changed to “scary films” be-
cause “horror” is listed at the B1 level. In the B1-
targeted simplification, however, “horror” is cor-
rectly preserved, while “basement” is still replaced.
Although this version also does not fully match the
reference at B1, it achieves a higher MeaningBERT
Reference score of 0.7328 compared to 0.5954 at
A2 production, as making fewer lexical substitu-
tions in the entirety of the text allows the output to
maintain a higher semantic similarity to the refer-
ence.

Beyond systematic over-simplification, some
failures result from meaning shift rather than
linguistic constraints. Since our pipeline utilizes
an LLM three times in sequence, each stage
introduces the risk of semantic drift, which can
hinder meaning preservation. As the simplification
with text ID 120-A2 illustrates:

Text ID: 120-A2
MeaningBERT Original Score: -0.0006
Original:
...Ensure there are times when positive
feedback is given for its own sake and

resist the temptation to offer constructive
criticism.

Reference:

...Sometimes, give good feedback only,
and try not to add any criticism.

Simplified:

...Sometimes, give only good comments.
Do not always give advice to help.
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Figure 1: MeaningBERT score distributions of system
outputs.

While not all poor simplifications stem from
A2-level constraints, our analysis shows that B1-
targeted simplifications performed significantly bet-
ter. When only B1 outputs are evaluated, perfor-
mance improved across all metrics: MeaningBERT
Original and MeaningBERT Reference scores rose
from 0.797 to 0.829 and 0.816, respectively, and
RMSE decreased from 0.632 to 0.556.

Another issue about the performance of our
method is its variance. As illustrated in Figure 1,
the variance analysis reveals performance inconsis-
tencies. For instance, the MeaningBERT Original
score ranges from a high of 0.9424 down to an ex-
tremely low -0.0006, with a standard deviation of
0.1031. Similarly, the MeaningBERT Reference
score varies widely from 0.9453 to 0.5826. This
indicates that while our method can achieve very
good results, it suffers from a lack of reliability in
all cases.

Overall, the three-stage progressive simplifica-
tion pipeline shows potential to achieve strong re-
sults, especially in B1-level targeted simplifica-
tions, without the need for costly model training
and with a total cost of only $1.75. However, it
can also lead to unsatisfactory outcomes due to the
strict constraints imposed in the prompts.

5 Conclusion

This paper introduced a three-stage, CEFR-
oriented text simplification method using syntactic
simplification, lexical simplification, and elabora-
tion through prompt engineering with GPT-40. The
approach avoids costly model training while pro-
ducing controlled simplifications aligned with lan-
guage proficiency levels. The results indicate a
more promising performance at B1, where the out-
put preserved meaning and coherence, but also re-
veal limitations at A2, where rigid grammar and vo-
cabulary constraints often led to over-simplification
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or unnecessary substitutions. These findings sug-
gest that future work should have greater flexibility
in constraint design to balance accessibility with
fidelity.

6 Limitations

Despite its potential, our approach has several limi-
tations:

The most significant is its reliability. As dis-
cussed earlier, the system’s performance exhibits
high variance across inputs, indicating a lack of
robustness.

Another practical limitation is the strict linguistic
constraints imposed by the prompts, which often
lead to over-simplification and meaning distortion.
Additionally, the three-stage pipeline introduces a
cumulative risk of semantic drift, which can further
compromise meaning preservation.

7 Lay Summary

Text simplification helps make complex texts eas-
ier to read, which is especially useful for language
learners and people with reading difficulties. Tradi-
tionally, this process is done manually by experts,
which takes a lot of time and effort. While some au-
tomatic systems exist, they often do not adjust the
output based on the reader’s language level and are
not designed around well-known frameworks like
the Common European Framework of Reference
for Languages (CEFR).

Training advanced systems for text simplifica-
tion requires large datasets and expensive resources.
This makes it difficult to build effective tools for
many languages, especially those with limited data.
Even when these systems work well, they often fail
to match texts to specific learning levels, which is
important in education and accessibility.

To address these challenges, we propose a three-
stage simplification pipeline that directs a language
model with carefully designed instructions instead
of training it from scratch. Our approach simplifies
grammar, replaces difficult words, and adds helpful
explanations. This lightweight and flexible method
can make reading materials more accessible and
suitable for different language levels without the
need for costly training or large datasets.
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