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Introduction

The organisers are pleased to present the proceedings of the 4th edition of the Workshop on Text Simpli-
fication, Accessibility and Readability (TSAR), hosted at The 2025 Conference on Empirical Methods
in Natural Language Processing (EMNLP 2025), in Suzhou, China.

The Text Simplification, Accessibility, and Readability (TSAR) workshop aims at bringing together re-
searchers, developers and industries of assistive technologies, public organizations representatives, and
other parties interested in the problem of making information more accessible to all citizens. We will
discuss recent trends and developments in the area of automatic text simplification, automatic readability
assessment, language resources and evaluation for text simplification, etc. This year the workshop was
organised around two key tracks. The main track was of general interest to the audience and covered
topics surrounding empirical research on text simplification, accessibility and readability. The second
track was in relation to a shared-task. Participants were tasked with generating simplifications of texts
that conform to a specified target readability level, balancing reduced linguistic complexity with meaning
preservation and fluency. Participants were then encouraged to submitted system description papers. All
papers belonging to both tracks are listed below.

Main Track

» Template-Based Text-to-Image Alignment for Language Accessibility: A Study on Visualizing
Text Simplifications

* Document-level Simplification and Illustration Generation: Multimodal Coherence

* Medical Text Simplification: From Jargon Detection to Jargon-Aware Prompting

» Readability Reconsidered: A Cross-Dataset Analysis of Reference-Free Metrics

» Evaluating Health Question Answering Under Readability-Controlled Style Perturbations

* A Multi-Agent Framework with Diagnostic Feedback for Iterative Plain Language Summary Ge-
neration from Cochrane Medical Abstracts

» Efficient On-Device Text Simplification for Firefox with Synthetic Data Fine-Tuning

TSAR-2025 Shared-Task(*)
* Findings of the TSAR 2025 Shared Task on Readability-Controlled Text Simplification
* OneNRC@TSAR?2025 Shared Task: Small Models for Readability Controlled Text Simplification

* GRIPF at TSAR 2025 Shared Task: Towards controlled CEFR level simplification with the help
of inter-model interactions

* ITU NLP at TSAR 2025 Shared Task: A Three-Stage Prompting Approach for CEFR-Oriented
Text Simplification

* STARLING at TSAR 2025 Shared Task: Leveraging Alternative Generations for Readability Level
Adjustment in Text Simplification

* taskGen at TSAR 2025 Shared Task: Exploring prompt strategies with linguistic knowledge

» EasyJon at TSAR 2025 Shared Task: Evaluation of Automated Text Simplification with LLM-as-
a-Judge
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HULAT-UC3M at TSAR 2025 Shared Task: A Prompt-Based Approach using Lightweight Lan-
guage Models for Readability-Controlled Text Simplification

UoL-UPF at TSAR 2025 Shared Task: A Generate-and-Select Approach for Readability-Controlled
Text Simplification

Uniandes at TSAR 2025 Shared Task: Multi-Agent CEFR Text Simplification with Automated
Quality Assessment and Iterative Refinement

EhiMeNLP at TSAR 2025 Shared Task: Candidate Generation via Iterative Simplification and
Reranking by Readability and Semantic Similarity

OUNLP at TSAR 2025 Shared Task: Multi-Round Text Simplifier via Code Generation

HIT-YOU at TSAR 2025 Shared Task: Leveraging Similarity-Based Few-Shot Prompting, Round-
Trip Translation, and Self-Refinement for Readability-Controlled Text Simplification

SQUREL at TSAR 2025 Shared Task: CEFR-Controlled Text Simplification with Prompting and
Reinforcement Fine-Tuning

Archaeology at TSAR 2025 Shared Task: Teaching Small Models to do CEFR Simplifications

HOPE at TSAR 2025 Shared Task: Balancing Control and Complexity in Readability-Controlled
Text Simplification

Know-AI at TSAR 2025 Shared Task: Difficulty-aware Text Simplification System

All submissions were peer-reviewed by the members of the program committee which includes distin-
guished specialists in text simplification, accessibility, and readability.

The workshop is held in-person, with online attendance for authors who were unable to attend due to
constraints beyond the organisers control.

We would like to thank the members of the program committee for their timely help in reviewing the
submissions and all the authors for submitting their papers to the workshop. We also thank the EMNLP
2025 workshop chairs for their kind support in delivering the workshop and producing these proceedings.
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Keynote Talk
Controllable Text Simplification

Tomoyuki Kajiwara
Ehime University
November 09, 2025 -

Abstract: Text simplification is a task of paraphrasing a given text in an easy-to-understand manner to
assist a variety of people in language comprehension. To fully benefit from text simplification, conside-
ration of individual differences in language ability is crucial.

Over the past decade, much effort has been devoted to studying methods for text simplification that adapt
expressions according to the target audience. This presentation focuses on approaches to personalizing
text simplification, specifically controlling readability and editing operations.

Bio: Tomoyuki Kajiwara received the B.S. and M.S. degrees in engineering from the Nagaoka University
of Technology, Japan, in 2013 and 2015, respectively, and the Ph.D. degree in engineering from the Tokyo
Metropolitan University, Japan, in 2018. From 2018 to 2020, he was a Specially-Appointed Assistant
Professor with the Osaka University. He is currently an Assistant Professor with the Ehime University.
His research interests include natural language processing, paraphrasing, and quality estimation.

vi



Table of Contents

Template-Based Text-to-Image Alignment for Language Accessibility A Study on Visualizing Text Sim-
plifications
Belkiss Souayed, Sarah Ebling and Yingqiang Gao ........... ... .o i 1

Document-level Simplification and Illustration Generation Multimodal Coherence
Yuhang Liu, Mo Zhang, Zhaoyi Cheng and Sarah Ebling............. . ... ... .. ... ... 19

Medical Text Simplification From Jargon Detection to Jargon-Aware Prompting
Taiki Papandreou, Jan Bakker and Jaap Kamps.............. .. i, 36

Readability Reconsidered A Cross-Dataset Analysis of Reference-Free Metrics
Catarina Belem, Parker Glenn, Alfy Samuel, Anoop Kumar and Daben Liu................. 47

Evaluating Health Question Answering Under Readability-Controlled Style Perturbations
Md Mushfiqur Rahman and Kevin Lybarger ............. .. o i i 70

A Multi-Agent Framework with Diagnostic Feedback for Iterative Plain Language Summary Generation
from Cochrane Medical Abstracts
Felipe Arias Russi, Carolina Salazar Lara and Ruben Manrique . ........................... 87

Efficient On-Device Text Simplification for Firefox with Synthetic Data Fine-Tuning
Pablo Romero, Zihao Li and Matthew Shardlow . ....... ... ... . ..., 105

Findings of the TSAR 2025 Shared Task on Readability-Controlled Text Simplification
Fernando Alva-Manchego, Regina Stodden, Joseph Marvin Imperial, Abdullah Barayan, Kai Nor-
th and Harish Tayyar Madabushi. ............ i e 116

OneNRC@TSAR2025 Shared Task Small Models for Readability Controlled Text Simplification
Sowmya Vajjala. ... ... e 131

GRIPF at TSAR 2025 Shared Task Towards controlled CEFR level simplification with the help of inter-
model interactions
David Alfter and Sebastian Gombert .. ............ . 137

ITU NLP at TSAR 2025 Shared Task A Three-Stage Prompting Approach for CEFR-Oriented Text Sim-
plification
Kutay Arda Ding, Fatih Bektag and Giilsen Eryigit........... ..., 149

STARLING at TSAR 2025 Shared Task Leveraging Alternative Generations for Readability Level Ad-
Jjustment in Text Simplification
Piotr Przybyla . ... e 155

taskGen at TSAR 2025 Shared Task Exploring prompt strategies with linguistic knowledge
Juan Cruz Oviedo, Elisabet Comelles Pujadas, Laura Alonso Alemany and Jordi Atserias Batalla
160

EasyJon at TSAR 2025 Shared Task Evaluation of Automated Text Simplification with LLM-as-a-Judge
Paul-Gerhard Barbu, Adrianna Lipska-Dieck and Lena Lindner........................... 173

HULAT-UC3M at TSAR 2025 Shared Task A Prompt-Based Approach using Lightweight Language
Models for Readability-Controlled Text Simplification

Jesus M. Sanchez-Gomez, Lourdes Moreno, Paloma Martinez and Marco Antonio Sanchez-
BSCUARTO . . .o 183

vii



UoL-UPF at TSAR 2025 Shared Task A Generate-and-Select Approach for Readability-Controlled Text
Simplification
Akio Hayakawa, Nouran Khallaf, Horacio Saggion and Serge Sharoff ..................... 193

Uniandes at TSAR 2025 Shared Task Multi-Agent CEFR Text Simplification with Automated Quality
Assessment and Iterative Refinement
Felipe Arias Russi, Kevin Cohen Solano and Ruben Manrique ............................ 211

EhiMeNLP at TSAR 2025 Shared Task Candidate Generation via Iterative Simplification and Reranking
by Readability and Semantic Similarity
Rina Miyata, Koki Horiguchi, Risa Kondo, Yuki Fujiwara and Tomoyuki Kajiwara ......... 217

OUNLP at TSAR 2025 Shared Task Multi-Round Text Simplifier via Code Generation
Cuong Huynh and Jie Cao .. ......onnn it e 223

HIT-YOU at TSAR 2025 Shared Task Leveraging Similarity-Based Few-Shot Prompting, Round-Trip
Translation, and Self-Refinement for Readability-Controlled Text Simplification
Mao Shimada, Kexin Bian, Zhidong Ling and Mamoru Komachi ......................... 231

SQUREL at TSAR 2025 Shared Task CEFR-Controlled Text Simplification with Prompting and Rein-
forcement Fine-Tuning
Daria Sokova, Anastasiia Bezobrazova and Constantin Orasan.................ccovvvun.... 242

Archaeology at TSAR 2025 Shared Task Teaching Small Models to do CEFR Simplifications
Rares-Alexandru Roscan and Sergiu NiSiof ... ..ottt e 251

HOPE at TSAR 2025 Shared Task Balancing Control and Complexity in Readability-Controlled Text
Simplification
Sujal Maharjan and Astha Shrestha .......... ... . i e 261

Know-Al at TSAR 2025 Shared Task Difficulty-aware Text Simplification System
Yiheng Wu, Anisia Katinskaia, Jue Hou and Roman Yangarber........................... 266

viii



