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Abstract

This paper presents our system for the Learn-
ing with Disagreements (LeWiDi-2025) shared
task (Leonardelli et al., 2025), which targets the
challenges of interpretative variation in multi-
lingual irony detection. We introduce a uni-
fied framework that models annotator disagree-
ment through soft-label prediction, multilingual
adaptation and robustness-oriented training.
Our approach integrates tailored data augmen-
tation strategies (i.e., lexical swaps, prompt-
based reformulation and back-translation) with
an ensemble learning scheme to enhance sen-
sitivity to contextual and cultural nuances. To
better align predictions with human-annotated
probability distributions, we compare multiple
loss functions, including cross-entropy, Kull-
back—Leibler divergence and L1 loss, the latter
showing the strongest compatibility with the
Average Manhattan Distance evaluation metric.
Comprehensive ablation studies reveal that data
augmentation and ensemble learning consis-
tently improve performance across languages,
with their combination delivering the largest
gains. The results demonstrate the effectiveness
of combining augmentation diversity, metric-
compatible optimisation and ensemble aggre-
gation for tackling interpretative variation in
multilingual irony detection.

1 Introduction

Irony is a complex linguistic phenomenon in which
the intended meaning of an utterance diverges from,
or even contradicts, its literal expression. It often
relies on contextual incongruity, implicit stance, or
shared background knowledge, making it highly
dependent on both linguistic and pragmatic cues.
This complexity renders irony detection a particu-
larly challenging task for computational systems,
especially when extended to multilingual and mul-
ticultural contexts where the expression and inter-
pretation of irony may vary substantially.

In such settings, human annotators frequently
disagree on whether a given utterance is ironic.

This disagreement stems not only from the inherent
ambiguity of language but also from differences
in cultural norms, humour styles, and pragmatic
expectations. The MultiPiCo (Multilingual Per-
spectivist Irony Corpus, MP) (Casola et al., 2024),
used in the LeWiDi-2025 shared task (Leonardelli
et al., 2025), explicitly captures this variability by
providing soft labels (i.e., empirical distributions
over annotator judgments) rather than single hard
labels. Modelling these distributions requires sys-
tems capable of representing annotation uncertainty
and preserving distributional information in both
training and inference phases.

We address this challenge by adopting a perspec-
tivist framing of irony detection that emphasises
multilingual generalisation and probabilistic super-
vision. Our system is built upon a multilingual
transformer, such as XLM-R (Conneau et al., 2020),
and incorporates several task-specific strategies: (1)
a document representation pipeline that encodes
post—reply pairs to preserve conversational context;
(2) three targeted data augmentation methods to
increase data diversity while maintaining seman-
tic fidelity: swap, prompt and translation; (3) an
ensemble training scheme to improve robustness
and reduce variance; and (4) the use of an L1 loss
function to directly optimise for the task’s evalua-
tion metric, average Manhattan Distance, which
better reflects annotator agreement patterns than
conventional cross-entropy loss.

Our contributions are as follows:

* A multilingual irony detection system that
models soft labels using a transformer-based
architecture aligned with human annotation
distributions;

* Novel data augmentation techniques tailored
to multilingual context-dependent irony detec-
tion;

* An ensemble-based training strategy that im-
proves prediction stability under consistent
modelling assumptions;
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» Empirical evidence supporting the use of Man-
hattan Distance as both an evaluation and op-
timisation target for soft-label learning.

Our system is designed to be robust, inter-
pretable and adaptable across languages and cul-
tural contexts, offering insights for future work on
perspectivist approaches to subjectivity-driven lan-
guage understanding tasks.

The source code for this paper is publicly avail-
able on GitHub!.

2 Related Work

Irony and Sarcasm Detection. Detecting irony
and sarcasm in text has been a long-standing chal-
lenge in computational linguistics due to its re-
liance on implicit meaning, context, and cultural
cues. Early approaches relied on handcrafted fea-
tures such as sentiment contrast or punctuation pat-
terns (Davidov et al., 2010; Reyes et al., 2013).
With the rise of deep learning, more robust methods
using recurrent networks and attention mechanisms
were introduced (Ghosh and Veale, 2016; Tay et al.,
2018). Recent work has explored context-aware
transformers, modelling not just the utterance but
also conversational history or speaker intent (Bam-
man and Smith, 2021). While effective in mono-
lingual settings, extending irony detection to multi-
lingual and multicultural contexts remains an open
problem, especially under limited annotated data.

Soft Labels and Annotator Disagreement.
Standard supervised learning assumes a single
ground truth label per instance, but tasks involv-
ing subjectivity, such as irony detection, frequently
involve disagreement among annotators. This
has motivated soft-label learning approaches that
model the label distribution rather than a hard ag-
gregated majority vote (Pavlick and Kwiatkowski,
2019). Soft supervision helps systems reflect un-
certainty and align more closely with human per-
ception. Galstyan and Cohen (2008) and Rizzi et al.
(2024) provide comprehensive analyses of training
objectives under soft labels, highlighting the inad-
equacy of cross-entropy loss and advocating for
distance-based losses such as Manhattan Distance.
These insights directly inform our use of L1 loss in
both training and evaluation.

Multilingual Modelling and Data Augmenta-
tion. Multilingual pretraining has significantly
advanced NLP systems’ ability to generalise across

"https://github.com/YhzyY/LeWiDi2025

languages. Models such as mBERT (multilingual
BERT) and XLM-R (XLM-RoBERTa) have shown
strong performance in zero-shot and few-shot cross-
lingual transfer (Pires et al., 2019; Conneau et al.,
2020). In tasks like irony detection, where training
data may be imbalanced across languages, data aug-
mentation becomes especially valuable. Prior work
has applied back-translation (Sennrich et al., 2016),
prompt-based reformulations (Bao et al., 2020) and
contextual rewrites to enhance diversity. In line
with these, we adopt a multilingual data augmenta-
tion framework that includes swapping discourse
segments, prompt injection, and LLLM-based trans-
lation to increase robustness across languages and
cultural contexts.

3 System Overview

We consider the irony detection problem as a bi-
nary classification task. Given a set of dialogues

D composed of post-reply pairs (xl(,i,)st,xﬁézﬂy),

D = {(zé@st,xiégly) N |, N is the total number
of instances in D. Each instance is annotated
with a probability distribution over labels y@ ¢
[0,1]™, where n is the number of annotators and
Z;”:l yj@ = 1. The task is to train a model fy
that maps each input pair to a predicted soft label
distribution y() = fy(z(?)), such that the average
Manbhattan Distance between predictions and target
distributions is minimised.

3.1 Document Representation

To model the pragmatic and contextual signals that
characterise irony, we use x1m-roberta-base2, a
multilingual transformer pretrained on 100+ lan-
guages. Each instance is represented as a concate-
nation of the post and its corresponding reply. To-
kenisation is handled using the official Hugging
Face tokeniser, preserving the consistency of sub-
word units with the model’s pretraining.

Let x+ = [post] + [SEP] + [reply] denote
the tokenised input string. This is encoded into con-
textualised embeddings by the transformer encoder
and passed through a linear projection followed by
a softmax to produce the output distribution ¥ .

3.2 Dataset Preprocessing

We use the official training and development splits
provided by the shared task organisers. Each in-
stance consists of a "post", a "reply", and a soft

2https://huggingface.co/FacebookAI/
xlm-roberta-base
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label distribution aggregated from multiple annota-
tors. Instances are preprocessed and wrapped into
a custom PyTorch dataset class, MPDataset, which
encodes each post-reply pair jointly. This allows
the model to account for discourse-level semantics
essential for detecting irony.

3.3 Data Augmentation

To enhance robustness and reduce overfitting, we
apply three task-specific data augmentation strate-
gies, forming an augmented training set:

Dtrain =DU A(D) (1)

where A denotes the augmentation pipeline. The
following methods are used:

Swap. We reverse the order of the post and reply
in each input sequence. This exposes the model to
discourse variation and helps it focus on content
and tone rather than fixed positional patterns.

Prompt-based Reformulation (Prompt). We
prepend an instruction-style prompt to the input:

“Given the following post: [post] and
reply: [reply], determine whether irony
can be detected.”

This method conditions the model on the task and
improves generalisation, particularly in multilin-
gual settings where implicit task signals vary.

Translation. Using gpt-3. 5-turbo’, we trans-
late the original input into the nine target languages
(Arabic, Dutch, English, French, German, Hindi,
Italian, Portuguese and Spanish). Each translated
version is treated as an augmented instance, inherit-
ing the original soft label. This expands the dataset
9-fold and promotes cross-lingual robustness. The
prompt ensures consistency and tone preservation:

“Translate its ‘text’ part into 9
languages: Arabic, Dutch, English,
French, German, Hindi, Italian,

Portuguese and Spanish. Pay attention:
the translation should preserve the
ironic tone in the original dialogues.”

3.4 K-fold Ensemble Strategy

To further increase robustness, we use an ensemble
training setup. The dataset is randomly shuffled and
split into K equally sized subsets {D;, ..., Dk }.
For each subset, we train an independent model

3https://platform.openai.com/docs/models/
gpt-3.5-turbo

fék). The final prediction for an instance is the
unweighted average of all K outputs:

K

1
= I @) )
k=1

y=
This approach reduces variance and helps the
system better handle ambiguity and soft supervi-
sion (Lakshminarayanan et al., 2017).

3.5 Training and Optimisation

We use Hugging Face’s Trainer to train the model
with a standard configuration (batch size, learning
rate, epochs) tuned empirically. All models are
fine-tuned on the task-specific data using the L1
loss.

Assume N denote the number of training in-
stances and n for the number of classes, let y@') =
fo(z(?) be the predicted distribution and y(?) the
target distribution. Following Rizzi et al. (2024),
we use an evaluation metric between these two dis-
tributions, Average Manhattan Distance (AvgMD),
defined as:

3)

1)§i) . 3/§i)

1 N n
AngD:NZZ

i=1 j=1

To align the optimisation with this metric, we
train the model using the LI Loss:

1 N n

i=1 j=1

“)

Z}éi) . Z/;i)

This loss provides a more faithful learning sig-
nal than cross-entropy in soft-label scenarios, espe-
cially for modelling disagreement among annota-
tors (Rizzi et al., 2024).

4 Dataset and Experimental Setup

We use the MultiPiCo (MP) corpus (Casola et al.,
2024), a multilingual dataset comprising short
post—reply exchanges collected from Twitter and
Reddit. Each reply is annotated in the context of the
preceding post by approximately five crowd work-
ers. Annotators label whether the reply is ironic,
resulting in a binary classification task. Instead
of collapsing annotations into hard labels, the cor-
pus provides soft labels (i.e., distributions over the
two classes) to preserve inter-annotator disagree-
ment and enable models to learn from nuanced and
perspectivist supervision.
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The MP corpus spans nine languages: Arabic,
Dutch, English, French, German, Hindi, Italian,
Portuguese and Spanish. This makes it particu-
larly well-suited for evaluating systems in multilin-
gual and cross-cultural settings. The distribution of
training, development, and test instances for each
language is shown in Table 1.

Table 1: Number of training, development, and test
instances per language in the MP corpus.

Language #Train #Dev #Test

Arabic 1,399 363 419
Dutch 637 147 216

English 1,920 489 590
French 1,137 276 347
German 1,513 358 504
Hindi 505 132 149
Italian 646 159 195
Portuguese 1,286 325 383
Spanish 2,974 756 953

We strictly adhered to the official data splits pro-
vided by the shared task organisers for training,
development and evaluation. No external resources
or additional data were used at any stage. This en-
sures that our system is evaluated under the same
constraints as other submissions, and that perfor-
mance comparisons remain valid.

We use the hyperparameters provided in the
transformers library for the x1m-roberta-base
model. Training is performed using the Adam opti-
miser with a linear learning rate schedule and early
stopping based on validation loss. All preprocess-
ing, tokenisation and batching are handled using
the Hugging Face framework.

5 Results

Our system achieved competitive performance in
the LeWiDi-2025 shared task, highlighting the ef-
fectiveness of its multilingual architecture and soft-
label modelling approach. In the following subsec-
tions, we present detailed evaluations, including
augmentation and loss function ablations, ensem-
ble comparison, as well as cross-lingual analyses.
All the following experiments are using the same
training arguments, the only differences between
them are the data augmentation methods, loss func-
tion, and ensemble method. Due to the absence of
publicly released gold labels for the test set, most
validation results were obtained via the Codabench
evaluation platform. Language-wise analyses (Sec-
tion 5.4) could not be conducted on the hidden test

set; for these, we report results on the development
set instead.

5.1 Effect of Data Augmentation

We evaluated the impact of each proposed augmen-

tation strategy (swap, prompt and translation), as
well as their combinations. Table 2 reports the aver-
age Manhattan Distance (AvgMD; lower is better)
for systems trained under different augmentation
settings. All experiments in this section use the L1
loss function without ensemble methods, ensuring
that the effects of data augmentation are measured
in isolation. Results show that combining augmen-
tation methods consistently outperforms individual
ones, with the best performance obtained by using
all three techniques or the swap+translation pair-
ing. Among single strategies, translation yields
the largest gain over the baseline, while swap
and prompt produces only marginal improvements.
This suggests that semantic-preserving transforma-
tions (e.g., translation) contribute more than struc-
tural manipulations when modelling irony across
languages.

Table 2: AvgMD for different data augmentation config-
urations.

Augmentation AvgMD
All Combined 0.407
Swap + Translation 0.407
Prompt + Translation ~ 0.410
Translation 0.411
Swap + Prompt 0.428
No Augmentation 0.451
Prompt 0.464
Swap 0.473

5.2 Effect of Loss Function

We next compared three loss functions, cross-
entropy (CE), L1 and KL divergence, on the base-
line system without data augmentation and en-
semble. (Figure 1). L1 loss achieved the low-
est AvgMD, outperforming CE by 0.034 abso-
lute points, confirming its suitability for align-
ing predictions with human-annotated distributions
in the presence of label uncertainty. KL diver-
gence performed substantially worse, likely due
to over-sensitivity to distribution mismatches in
low-resource or highly ambiguous cases. These
results motivate our final system design, which in-
tegrates L1 loss with combined data augmentation
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to maximise robustness and cross-lingual generali-
sation.
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Figure 1: Performance using different loss functions (no
augmentation).

5.3 Effect of Ensemble Training

We assess the impact of the ensemble approach
using the L1 loss function in combination with
different data augmentation settings. The ensemble
is constructed by randomly shuffling the training
set and partitioning it into five equally sized subsets
(K = 5), each used to train an independent model.
During inference, all models produce soft-label
predictions on the test set, which are then averaged
to form the final output. This averaging mitigates
variance, reduces prediction noise, and improves
robustness, particularly in the presence of noisy
or ambiguous labels such as those found in irony
detection.

Table 3 compares the ensemble results with their
single-model counterparts under identical loss and
augmentation settings. In all configurations, the en-
semble achieves a lower AvgMD. The largest gain
occurs with swap augmentation, which achieves
the highest AvgMD. When no ensemble was ap-
plied, its AvgMD drops by 0.049 (from 0.473 to
0.424). Even the smallest gain, observed with
swap+prompt augmentation, still yields a reduction
of 0.008. These consistent improvements highlight
the ensemble’s ability to capture complementary
decision patterns from models trained on different
data partitions, leading to more stable and accurate
soft-label estimations.

Table 3: AvgMD improvements from applying the en-
semble method under different data augmentation set-
tings.

Augmentation w/o Ensemble w/ Ensemble AAvgMD
All Combined 0.407 0.396 -0.011
Swap + Translation 0.407 0.396 -0.011
Prompt + Translation 0.410 0.394 -0.016
Translation 0411 0.392 -0.019
No Augmentation 0.451 0.417 -0.034
Swap + Prompt 0.428 0.420 -0.008
Prompt 0.464 0.428 -0.036
Swap 0.473 0.424 -0.049

5.4 Cross-lingual Performance

We assess the system’s ability to generalise across
the nine target languages using the best-performing
configuration for single model(L1 loss with all
combined data augmentations). Figure 2 reports
AvgMD per language. Performance is better for
English and Dutch (AvgMD < 0.4), which have
relatively larger training sets and higher lexical
similarity to other European languages in the cor-
pus. Spanish and Arabic also perform well despite
linguistic differences, suggesting the model effec-
tively leverages cross-lingual transfer. In contrast,
Portuguese, French, German and Italian exhibit
higher AvgMD values, indicating reduced agree-
ment with human annotations. These discrepancies
may stem from smaller data sizes, domain-specific
lexical variation, or cultural differences in the ex-
pression of irony. Overall, results highlight both
the promise and the unevenness of cross-lingual
generalisation in perspectivist irony detection.
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Figure 2: AvgMD per language (lower is better) using
L1 loss and all augmentations.

5.5 Overall Result

Under the L1 loss setting without any data augmen-
tation or ensemble, the baseline system achieves an
AvgMD of 0.451. As shown in the augmentation
ablation study, incorporating data augmentation
yields consistent performance improvements, with
the best-performing augmentation strategy being
the one combined with swap, prompt and trans-
lation, which attains an AvgMD of 0.407. This
confirms that certain augmentation combinations,
particularly those leveraging complementary lin-
guistic variations, can effectively reduce the diver-
gence from human soft labels.

When further integrating the ensemble method,
the results demonstrate an even more pronounced
improvement. In all cases, the ensemble con-
sistently reduces AvgMD compared to their non-
ensemble counterparts, as discussed in the ensem-
ble ablation analysis. The optimal configuration is
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achieved using the translation augmentation with
ensemble, which delivers the lowest AvgMD of
0.392 across all experiments. This outcome aligns
with our earlier explanation that ensembles, by ag-
gregating predictions from models trained on di-
verse data subsets, capture richer and more com-
plementary decision patterns, thereby achieving
superior alignment with annotator distributions.

6 Conclusions

We presented a unified system for the LeWiDi-
2025 shared task that addresses the challenges of
annotator disagreement in multilingual irony detec-
tion. Our approach integrates complementary data
augmentation strategies, loss functions tailored to
the evaluation metric, and an ensemble framework
to improve alignment with human-annotated soft
labels. Experiments demonstrate that the combina-
tion of augmentation and ensemble learning yields
substantial reductions in Average Manhattan Dis-
tance over strong baselines, with L1 loss proving
particularly effective for soft-label prediction under
this metric. These findings underscore the value of
jointly leveraging data diversity, metric-compatible
optimisation, and model aggregation to better cap-
ture interpretative variation in multilingual and cul-
turally nuanced NLP tasks. Future work will ex-
plore more context-aware augmentation methods
and adaptive ensemble schemes to further enhance
cross-lingual robustness.

Limitations

While our system demonstrates strong performance
in reducing divergence from annotator distribu-
tions, several limitations remain. First, our data
augmentation strategies, though effective, are pri-
marily heuristic and may not fully capture the full
range of linguistic or cultural variability present in
real-world irony. Second, the ensemble approach,
while improving performance, increases compu-
tational cost during both training and inference,
which may limit scalability in resource-constrained
settings. Third, our experiments focus on multilin-
gual but not truly cross-lingual transfer scenarios;
future work should investigate whether the pro-
posed framework generalizes effectively to unseen
languages or domains. Finally, although L1 loss
proved advantageous for the given metric, its effec-
tiveness for other evaluation criteria remains to be
systematically assessed.

Ethical Statements

This study builds upon publicly released datasets
provided by the competition organizers, which in-
clude multilingual social media content originally
collected from platforms such as X and Reddit. All
data used are anonymised and intended for research
purposes only. We do not introduce any additional
user-generated content or external datasets beyond
the official competition resources.

Given the subjective nature of irony and the per-
spectivist framing of this task, we acknowledge
the potential for cultural and linguistic biases to
influence both human annotations and model pre-
dictions. Our system is trained to align with ag-
gregated soft labels that reflect annotator disagree-
ment, however, it may still reflect dominant cultural
interpretations embedded in the training data. Ad-
ditionally, the use of multilingual large language
models such as xIm-roberta-base and gpt-3.5-turbo
may introduce biases inherited from their pretrain-
ing corpora. We encourage careful downstream
use of such models and stress the importance of
transparency, cultural sensitivity, and critical eval-
uation when deploying irony detection systems in
real-world applications.
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