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Abstract

Legal Passage Retrieval (LPR) systems are cru-
cial as they help practitioners save time when
drafting legal arguments. However, it remains
an underexplored avenue. One primary reason
is the significant vocabulary mismatch between
the query and the target passage. To address
this, we propose a simple yet effective method,
the Generative query REwriter (GuRE). We
leverage the generative capabilities of Large
Language Models (LLMs) by training the LLM
for query rewriting. "Rewritten queries” help
retrievers to retrieve target passages by mitigat-
ing vocabulary mismatch. Experimental results
show that GuRE significantly improves perfor-
mance in a retriever-agnostic manner, outper-
forming all baseline methods. Further analysis
reveals that different training objectives lead
to distinct retrieval behaviors, making GuRE
more suitable than direct retriever fine-tuning
for real-world applications. Codes are avaiable
at github.com/daehuikim/GuRE.

1 Introduction

Recent advancements in information retrieval have
enhanced legal tasks (Zhu et al., 2024; Lai et al.,
2024; Tu et al., 2023). Most studies have focused
on retrieving legal cases (Ma et al., 2021; Li et al.,
2024; Hou et al., 2024; Deng et al., 2024a,b; Gao
et al., 2024) to address the challenge of retriev-
ing relevant cases from the vast amount of docu-
ments. While automatic case retrieval systems are
advancing, practitioners still spend significant time
searching for relevant cases during argument draft-
ing (David-Reischer et al., 2024). One reason for
this is that cases frequently address multiple legal
issues, so retrieved cases may be relevant overall
but not necessarily contain passages that align with
the specific argument being drafted. As a result,
practitioners often need to manually sift through
lengthy documents to locate the specific passages
for their argument. Therefore, Legal Passage Re-
trieval (LPR) is crucial for extracting fine-grained
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Figure 1: (a) Retriever fails to retrieve the target pas-
sage using an original query. (b) GuRE rewrites the
query before retrieval. Overlapping context between the
"rewritten query" and the target passage is in yellow.

information at the passage level, which helps re-
duce the time spent on legal research and lowers
the costs associated with argument drafting.
Despite its importance, however, LPR remains
underexplored, showing suboptimal performances
even with fine-tuned retrievers (Mahari et al., 2024).
One of the primary reasons for this is the signif-
icant vocabulary mismatch between the ongoing
context (query) and the target passage (Nogueira
et al., 2019; Feng et al., 2024; Mahari et al., 2024;
Hou et al., 2024). In legal texts, queries frequently
use terms that differ from those in the target pas-
sage, hindering retrievers from matching relevant
passages (Valvoda et al., 2021). Figure 1 provides
an example of the impact of vocabulary mismatch.
To address this challenge, we tried to modify the
query to mitigate the vocabulary mismatch via the
existing query expansion methods (Wang et al.,
2023; Jagerman et al., 2023). However, a sub-
stantial gap between the query and the target pas-
sage remained. To bridge this gap, we propose a
simple yet effective method, the Generative query
REwriter (GuRE). We aim to enable Large Lan-
guage models (LLMs) to leverage legal domain-
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specific knowledge better to rewrite queries with
a mitigated vocabulary gap. Specifically, We train
LLMs to generate legal passages based on a query,
which then serves as the "rewritten query" for re-
trievers. At retrieval time, we employ a "rewrit-
ten query” with lower vocabulary mismatch as the
query for the retriever, as shown in (b) of Figure 1.

Experimental results demonstrate that retrieving
using "rewritten queries" from GuRE leads to a
significant performance improvement in a retriever-
agnostic manner, even surpassing direct retriever
fine-tuning. Our analysis reveals that adapting
GuRE for LPR can be more suitable for real-world
applications than direct retriever fine-tuning regard-
ing their different training objectives.

Our contributions include a simple yet effective
domain-specific query rewriting method to ad-
dress the vocabulary mismatch problem in LPR.
We also analyze why retriever fine-tuning leads
to suboptimal performance in LPR, linking it to
its training objective.

2 Method: GuRE

We introduce GuRE, a simple yet effective method
for mitigating the underlying vocabulary mis-
match in LPR. Unlike existing query expan-
sion methods, which add additional informa-
tion to the query, GuRE is designed to rewrite
the query directly. =~ We train the LLM on
a dataset of InstructionPrompty, ., where q
is {Context} and p, is {Passage} (Figure 2).
Given a sequence of tokens (t1,...,ty) from an
InstructionPrompt, ;,, the LLM learns to pre-
dict each token t; in auto-regressive manner by
optimizing the Cross-Entropy loss:
N
L=—> log P(tit<i;0)

i=1

Where P(t;|t<;; ) is the probability assigned by
the model to the token ¢; given previous tokens. 6 is
the parameters of the LLM. Once trained, GuRE re-
write the queries using the Instruction Prompt,
excluding the {Passage} from Figure 2.

3 Experiments

3.1 Task Description

LPR involves retrieving the most relevant passage
pq based on an ongoing context ¢, where g serves as
the query for the retriever. Given a set of candidate
passages Peojiection = {P1, - - -,Pn}, our goal is to
identify p, € Peojiection that can support g during
the legal document drafting.

Instruction Prompt

You are a helpful assistant specializing
in generating legal passages that naturally
align with the preceding context.

Based on the given preceding context, please
generate a legal passage that is coherent,
relevant, and contextually appropriate.
#i## Preceding Context : {Context}

### Legal Passage : {Passage}

Figure 2: Instruction prompt for GuRE.

3.2 Baselines

Due to the absence of prior research on LPR, we
compare GuRE with strong baselines as follows.

Query Expansion. Query2Doc (Q2D) (Wang
et al., 2023) generates a pseudo-passage via few-
shot prompting and concatenates it with the origi-
nal query to form an expanded query. Query2Doc-
CoT (Q2D-CoT) (Jagerman et al., 2023) extends
Query2Doc by generating reasoning steps while
producing the pseudo-passage. We employ GPT-
40-mini (OpenAl et al., 2024) for Q2D and Q2D-
CoT. Detailed settings are in the Appendix C.

Fine-Tuning Since we train the LLM to build
GuRE, we include retriever fine-tuning in the base-
line to analyze the effectiveness of the training
strategy. We train the retrievers using Multiple
Negatives Ranking Loss (Henderson et al., 2017)
by following Mahari et al., maximizing the model
similarity for a positive sample while minimizing
similarity for other samples within a batch. Details
about baselines are in Appendix A.

3.3 Dataset

We use LePaRD (Mahari et al., 2024), a represen-
tative large-scale legal passage retrieval dataset for
U.S. federal court precedents. It contains metadata
along with ongoing context ¢ and its corresponding
cited target passage p,. The dataset includes three
versions varying the size of the candidate passage
pool, namely 10K, 20K, and 50K. Each version
consists of 1.9M, 2.5M, and 3.5M data points, re-
spectively. We use 90% of each version for fine-
tuning retrievers and training GuRE. To ensure ef-
ficiency and reliability given the large scale of the
dataset, we sample 10,000 data points three times
from the remaining 10% of the data and report the
average over three trials. Details of statistics are in
the Appendix B.
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10K 20K 50K
Type Method R@l1 R@10 nDCG@10 R@1 R@10 nDCG@10 R@1 R@10 nDCG @ 10
BM25 991  28.19 15.33 881 2451 1591 737 2083 1341
S BM25 + Q2D 1023 34.99 21.15 855  28.89 17.46 6.57  22.58 13.63
PASE  pM25 + Q2D-CoT 1113 3596 222 929 3037 18.59 748 24.03 14.81
BM25 + GuRE 34.881 62207 47.69' 28.397 52,631 39.691 19417 39.20 28.461
DPR 1.99 6.39 3.92 174 549 3.39 142 436 2.71
DPR + Q2D 1.92 7.22 422 154  6.07 3.46 1.08  4.08 2.39
DPR + Q2D-CoT 23 7.98 478 1.92 6.84 4.05 1.35 4.86 2.86
DPR + GuRE 3207t 49.74 40.68" 26.350  41.96 33.77 16477 30.63 23.201
Dense  DPR-FT 1409  50.97° 30.31 1128 4259 24.90 823  31.07 18.13
ModernBert 711 2247 13.94 6.04  19.16 11.90 494 1524 9.58
ModernBert + Q2D 6.67  24.95 14.67 565  20.64 12.19 409 1547 9.09
ModemBert + Q2D-CoT 747  26.46 15.86 647 2199 13.32 490  16.96 10.22
ModernBert + GuRE 33.141  60.24" 45.86" 26.361  51.34F 38.191 17.44"  37.891 26.831
ModerBert-FT 14.12 5134 30.50 11.51 4231 24.49 875 318l 18.80

Table 1: Evaluation results for various retrieval methods with different numbers of target passages (/Nk). The
best performance for each retriever, across all metrics, is highlighted in bold. T denotes a statistically significant
improvement (paired ¢-test, p < 0.01) over the best-performing method excluding those marked in bold.

3.4 Models
We select SaulLM-7B (Colombo et al., 2024) as the
backbone model for GuRE, as it is pre-trained on a
legal domain corpora. We also compare Llama3.1-
8B (Grattafiori et al., 2024) and Qwen2.5-7B
(Qwen et al., 2025) as backbone models to assess
the generalization of our approach across different
backbone models. The investigation of backbone
model selection is provided in the Appendix D.
We use BM25 (Robertson et al., 2009), DPR
(Karpukhin et al., 2020) and ModernBert (Warner
et al., 2024) for retrievers. More details about the
retrievers are provided in Appendix E.

4 Results

Table 1 reveals that adapting GuRE for query
rewriting significantly improves retrieval perfor-
mance across different methods and passage sizes.
Notably, applying GuRE to BM25 results in a
performance gain of 32.96 (15.33 — 47.69) in
nDCG@10 for the 10K dataset. This significant
improvement is consistent across all data versions
(10K, 20K, 50K) and retrieval methods, highlight-
ing the retriever-agnostic effectiveness of GuRE.
In contrast, other baseline methods yield subop-
timal performance gains, falling short of the im-
provements by GuRE. Q2D achieves the lowest
performance gain, suggesting that the few-shot
prompting strategy struggles to address the un-
derlying challenges in tasks requiring domain-
specific knowledge. Furthermore, retriever fine-
tuning does not provide retrievers with the same
level of performance as GuRE. This indicates that
mitigating vocabulary mismatch is significantly
more effective than training the retrievers.

BLEU ROUGE-L BertScore-F  Words

Target - - - 50.21
Query 5.75 18.98 75.61 123.99
Q2D 8.56 19.19 78.6 88.19
Q2D-CoT 11.86 27.28 80.1 36.28
GuRE 59.43 67.62 90.92 50.90

Table 2: Quantitative evaluation of pseudo-passages
(Q2D, Q2D-CoT) and "rewritten query” (GuRE) be-
tween target passages on the 10K test set.

S Analyses

5.1 Rewritten Query Evaluation

We analyze the generated context using various
methods to investigate how effectively vocabulary
mismatch is mitigated. Table 2 shows a quanti-
tative evaluation of pseudo-passages (Q2D, Q2D-
CoT) and "rewritten queries" (GuRE) against target
passages on the 10K test set. The highest metric
values reflect the high lexical similarity between
GuRE’s "rewritten queries'' and target passages,
while pseudo-passages from Q2D and Q2D-CoT
struggle to mitigate the lexical gap.

Additionally, we find that the "rewritten query"
generated by GuRE contains semantically simi-
lar legal context to the target passage (Table 3).
For example, GuRE successfully generates phrases
like "action for trademark infringement". In con-
trast, pseudo-passages from Q2D are mostly irrele-
vant, and while Q2D-CoT generates some relevant
context like "trademark infringement", it also pro-
duces irrelevant context such as "defendant’s intent
in adopting its mark". These results show that
domain-specific training outperforms few-shot
prompting in mitigating vocabulary mismatch.
More case-studies are in the appendix I.
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Target
Passage

Likelihood of Confusion. The ultimate inquiry in most actions for false designation of origin, as with actions for trade-
mark infringement, is whether there exists a “likelihood that an appreciable number of ordinarily prudent purchasers
[will] be misled, or indeed simply confused, as to the source of the goods in question.

Query

See Thompson Medical Co., Inc. v. Pfizer, Inc., 753 F.2d 208, 213 (2 Cir.1985) (quoting Mushroom Makers, Inc. v.
R.G. Barry Corp., 580 F.2d 44, 47 (2 Cir.1978), cert. denied, 439 U.S. 1116 (1979)) (*

Q2D

[a] plaintiff’s burden in establishing liability requires more than mere speculation; the evidence must be sufficient to
show that the defendant’s conduct was a substantial factor in bringing about the harm." This standard underscores the
necessity for plaintiffs to provide concrete evidence linking the defendant’s actions to the alleged damages, rather than
relying on generalized assertions or conjectures.

Q2D-
CoT

the standard for establishing trademark infringement is whether there is a likelihood of confusion among consumers
as to the source of the goods or services, focusing on factors such as strength of the mark, proximity of the goods,
similarity of the marks, evidence of actual confusion, and the defendant’s intent in adopting its mark.

GuRE

II It is well settled that the crucial issue in an action for trademark infringement or unfair competition is whether there
is any likelihood that an appreciable number of ordinarily prudent purchasers are likely to be misled, or indeed simply
confused, as to the source of the goods in question.

Table 3: Case study about generated pseudo-passage and "rewritten query". Yellow indicates parts similar to the
target passage, while pink marks "distractor” that can mislead retrievers into wrong passages.

10K Cases
R@1 R@I10 nDCG@10

ModernBert 7.11 22.47 13.94

GuRE (10K) + ModerBert 16.42  39.02 26.58

GuRE (100 K) + ModernBert  20.62  45.98 32.31
20K Cases

ModernBert 6.04 19.16 11.9

GuRE (10K) + ModerBert 12.06 31.29 20.81

GuRE (100 K) + ModernBert 15.35  37.09 24.46
50K Cases

ModernBert 4.94 15.24 9.58

GuRE (10K) + ModerBert 8.67 2394 15.53

GuRE (100 K) + ModernBert  10.3  26.66 17.71

Table 4: Retrieval results of GuRE trained under data-
scarce settings. GURE with only 10K training examples
outperforms retriever fine-tuning approaches that re-
quire millions of examples across all retrieval pools.

5.2 Generalizability under Data Constraints

Although GuRE is designed as a plug-and-play,
retriever-agnostic approach, it still requires training.
To assess its applicability in data-scarce environ-
ments, such as legal systems where case law is only
partially available, we conducted experiments with
varying training sizes. Results show that GuRE
trained on only 10K cases already outperforms re-
triever fine-tuning across all retrieval pool settings.
When trained on 100K cases—a scale more realis-
tic for practical deployment—performance further
improves. These findings demonstrate that GuURE
remains robust under limited-resource conditions
and holds strong potential for practical use across
diverse legal systems.

nDCG @ 10 with 99% Confidence Interval
—=— GuRE

-#- Retriever-FT

25

10 30
<-frequent

90
unique->

50
Sampling Threshold (%)

Figure 3: nDCG@ 10 with 99% confidence intervals
(shading) for GuRE and a fine-tuned retriever across
sampling thresholds. Higher thresholds yield more
unique samples, while lower ones favor frequent sam-
ples. Retriever for this experiment is ModernBert.

5.3 Which Model Should We Train?

Citations in U.S. federal precedents follow a long-
tailed distribution, with the top 1% of passages
accounting for 18% of all citations, while 64% re-
ceive only one citation (Mabhari et al., 2024). To
investigate the impact of this imbalance, we ana-
lyze performance changes by varying the frequency
thresholds of test samples. We sort test candidates
(10%) by their frequency in the training set (90%)
and select from the top X% most frequent passages
(X =10, 30, 50, 70, 90) from test candidates. As
X increases, the test set includes more unique pas-
sages. We sample 10,000 examples per threshold.

Figure 3 shows that GuRE consistently outper-
forms fine-tuned retrievers at every threshold. No-
tably, while the performance of GuRE improves
as the samples become frequent, the fine-tuned re-
triever shows the opposite trend. This tendency
seems to arise from the learning objective used in
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retriever fine-tuning, which treats all samples in
the batch, except the current one, as negative. In
a long-tail distribution, frequent samples appear
more frequently in the batch and should be treated
as positive since they refer to identical passages.
However, widely used retriever training losses that
rely on in-batch negatives treat them as negative
samples. This may hinder ideal optimization and
lead to suboptimal results. Thus, GuRE may be
more suitable for LPR, where frequently cited
passages are repeatedly referenced. More analy-
sis about loss functions is in the Appendix H.

6 Conclusion

We propose GuRE, a retriever-agnostic query
rewriter that mitigates vocabulary mismatch
through domain-specific query rewriting. Exper-
imental results show that GuRE outperforms all
baseline methods, including fine-tuned retrievers.
Our analysis highlights why retriever fine-tuning
relying on in-batch negatives leads to suboptimal
performance in LPR, linking to its loss function.

Limitations

Limited Scope Our experiments are limited to a
U.S. federal court precedents-based dataset (LeP-
aRD), which is the only publicly available LPR
dataset to our knowledge. In the future, we hope
to expand this work with more diverse resources,
including multilingual and cross-jurisdictional ap-
plications.

High Computational Resource Although GuRE
significantly outperforms other baseline methods,
GuRE also incurs higher computational costs dur-
ing training, requiring about twice the GPU hours
compared to direct retriever training. However,
once trained, it can be used as a plug-in for any re-
triever without further fine-tuning, unlike retrievers
that require separate training per model. Details
are in Appendix G

Ethical Considerations

Offensive Language Warning The dataset used
in this study includes publicly available judicial
opinions, which may contain offensive or insensi-
tive language. Users should be aware of this when
interpreting the results.

Data Privacy The dataset used in this study con-
sists of publicly available textual data provided by
Harvard’s Case Law Access Project (CAP). Our

work does not involve user-related or private data
that is not publicly available.

Intended Use This work introduces a method-
ology for legal passage retrieval and is not in-
tended for direct use by individuals involved in
legal disputes without professional assistance. Our
approach aims to advance legal NLP research and
could support real-world systems that assist legal
professionals. We hope such technologies improve
access to legal information.

License of Artifacts This research utilizes Meta
Llama 3, licensed under the Meta Llama 3 Commu-
nity License (Copyright © Meta Platforms, Inc.).
All other models and datasets used in this study are
publicly available under permissive licenses.
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A Details of Baselines

Vanilla Retriever Given an ongoing context ¢,
the retriever retrieves the most relevant passage
from the candidate set P,yjjection. This approach
directly uses ¢ without any modification.

Query2Doc Query2Doc (Wang et al., 2023)
(Q2D) generates a pseudo-passage via few-shot
prompting and concatenates it with the original
query to form an expanded query. More formally:

q" = concat(q, LLM(Prompt,))

LLM(Prompt,) represent generated pseudo pas-
sage from few-shot Q2D prompt. Q2D uses ¢
to retrieve the most relevant passage.

Query2Doc-CoT Query2Doc-CoT (Jagerman
et al., 2023) (Q2D-CoT) extends Query2Doc by
generating reasoning steps before producing the
pseudo-passage. More formally:

¢ = concat(g, LLM(CoTPrompt,))

LLM(CoTPrompt,) represent generated pseudo
passage from few-shot Q2D-CoT prompt. Q2D-
CoT uses ¢ to retrieve the most relevant passage,
similar to the approach used by Q2D.

Retrieval Fine Tuning We directly train retrieval
models using Multiple Negatives Ranking Loss
(Henderson et al., 2017), where the model is opti-
mized to maximize similarity for positive samples
within a batch while minimizing similarity for other
negative samples. The loss is defined as:

esim(g.p™)

L=-1o

& esim(g,pT) + Zi\il esim(a,p; )

sim(q, p) represents the similarity score. Here, ¢
denotes the query, p™ is the positive passage, and
p~ refers to other passages in the same batch.

B Detailed Dataset Statistics

LePaRD (Mahari et al., 2024) captures citation re-
lationships in U.S. federal court precedents, reflect-
ing how judges use precedential passages based
on millions of decisions. As shown in Table 5,
the dataset has three versions, each with a differ-
ent number of target passages in the retrieval pool.
Each data point pairs a passage before a precedent’s
citation with its citation.

The dataset follows a long-tailed distribution,
where the top 1% of passages (100, 200, or 500)

account for 16.23% to 16.86% of the data, indicat-
ing dominance by a small number of heavily cited
precedents. This tendency is further evident in the
dataset distribution visualized in Figure 4. Despite
being plotted on a log scale, the distribution shows
a remarkable long-tail pattern, where an extremely
small number of passages dominate the dataset.

Number of target passages ~ Total ~ Train (90%) Top 1% population

10,000 (10 K) 1.92M 1.73M 16.86 %
20,000 (20 K) 248 M 223 M 16.45 %
50,000 (50 K) 3.50 M 3.15M 16.23 %

Table 5: Detailed statistics of LePaRD dataset.

Target Passage Frequency Distribution (Log Scale)
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"
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Sorted Target Passage Frequency in the training set (Normalized)

Figure 4: Target passage frequency distribution across
different dataset versions (Log Scale)

C Query Expansion & Rewriting Details
C.1 Prompts

Q2D Prompt

Write a following legal passage that
is coherent, relevant, and contextually
appropriate based on preceding context.
Examples:

### Preceding Context : {Example Context 1}
### Legal Passage : {Example Passage 1}
#i## Preceding Context : {Example Contextl12}
### Legal Passage : {Example Passage 2}
### Preceding Context : {Example Context 3}
### Legal Passage : {Example Passage 3}
Query:

### Preceding Context :
### Legal Passage :

{Context}

Figure 5: Q2D prompt

Q2D Prompt Figure 5 illustrates the prompt used
for the Query2Doc(Wang et al., 2023) method in
our experiment. As introduced in Query2Doc, we
adapt a few-shot prompting paradigm to generate
the pseudo-passage, which we adapt to suit legal
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passage retrieval. We randomly select three data
points from the training set for the experiment and
employ them as fixed examples in the prompt. Due
to the long length of the actual examples, we re-
place them with placeholders in Figure 5.

Q2D-CoT Prompt

Write a following 1legal passage that
is coherent, relevant, and contextually
appropriate based on preceding context.
### Note: Examples provided below do not
include intermediate steps due to sampling
constraints.
### Step 1:
context.

#i## Step 2: Identify the key legal elements
and principles required for coherence.

### Step 3: Generate a legal passage
that logically follows and aligns with the
context.

### Note: You can generate any intermediate

Understand the preceding

step but, please mark final output with
’<output>’ tag.
Examples:

### Preceding Context : {Example Context 1}
### Stepl: {Examplel:generated step 1}

### Step2: {Examplel:generated step 2}

#i## Step3: <output> {Example Passage 1}
### Preceding Context : {Example Context 2}
#i## Stepl: {Example2:generated step 1}

#i## Step2: {Example2:generated step 2}

#i## Step3: <output> {Example Passage 2}
### Preceding Context : {Example Context 3}
### Stepl: {Example3:generated step 1}

### Step2: {Example3:generated step 3}

### Step3: <output> {Example Passage 3}
Query:

### Preceding Context :
#i## Legal Passage :

{Context}

Figure 6: Q2D-CoT prompt

Q2D-CoT Prompt Figure 6 illustrates the
prompt used for the Q2D-CoT(Jagerman et al.,
2023) method in our experiment. Like Query2Doc,
we adapt the few-shot prompting paradigm to suit
our task of legal passage retrieval. We randomly
select three data points from the training set and
use them as fixed examples in the prompt. For
the intermediate reasoning steps, we use the zero-
shot output from the Q2D-CoT prompt fed into ol
(Jaech et al., 2024), as shown in Figure 6.

In-context Example Selection For the experi-
ment, we randomly select three data points from
the training set as fixed examples in the prompt fol-
lowing Wang et al. (2023). However, some studies
suggest that providing pseudo-relevant examples
as in-context examples can improve performance

R@1 R@10 nDCG@10
Q2D 6.921 2496 14.80
Q2D-TOP3 6.15 27417 15.44

Table 6: Evaluation results on 10,000 samples from
10K dataset by varying in-context example selection
methods. t indicates a statistically significant values
(paired ¢-test p < 0.01)

(Azad et al., 2022; Jagerman et al., 2023). To in-
vestigate this, we conduct a comparative analysis
of in-context example selection methods. We give
Top-3 relevant examples retrieved by BM25 using
query from training set for Q2D-TOP3.

Table 6 compares in-context example selection
methods. While Q2D-TOP3 uses pseudo-relevant
examples, its advantage is limited to R@Q10, sug-
gesting that example selection methods do not sig-
nificantly impact performance. So, we use fixed
random examples following (Wang et al., 2023).

C.2 Decoding

We apply nucleus decoding (Holtzman et al., 2020)
for the baselines and GURE, with a temperature of
0 and a top-p value of 0.9. GuRE takes approxi-
mately 10 to 12 minutes to generate 10,000 samples
using vLLM (Kwon et al., 2023) on an NVIDIA
RTX 3090 GPU. This demonstrates that our ap-
proach can improve performance with minimal
additional latency, under 0.1 seconds per query.
For the Q2D and Q2D-CoT experiments, we
utilize an OpenAl API. We employ GPT-40-mini
(OpenAl et al., 2024). The same decoding param-
eters with GuRE are applied across both methods.
The total cost for these experiments is $52.83.

D Impact of Backbone Model

R@1 R@10 nDCG @ 10
GuRE (SaulLM-7B)  33.14  60.24 45.86
GuRE (Qwen2.5-7B)  26.14 51.88 38.08
GuRE (llama3.1-8B)  22.93 47.99 34.47
LegalBert-FT 15.35 56.77 33.52
ModernBert-FT 14.12 51.34 30.50

Table 7: Comparison of LPR results on the 10k test
set by varying backbone model of GuRE. We employ
vanilla ModernBERT as a retriever for GuRE.

Table 7 shows that GuRE performs better with
legally pre-trained LLMs than with generally pre-
trained ones. GuRE (SaulLM-7B) achieves an
R@1 score of 33.14 and nDCG @10 of 45.86, while
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GuRE with generally pre-trained LLMs shows sub-
optimal performance. Although GuRE tends to
outperform retriever fine-tuning, a similar trend is
observed in retriever fine-tuning, where the legally
pre-trained LegalBert outperforms one of the most
robust retriever models, ModernBert. This indi-
cates that the performance of training-based
methods is impacted by the underlying domain-
specific knowledge of the backbone model.

E Details on Retrievers

Dense retrievers encode queries into embedding
vectors and retrieve passages based on their cosine
similarity in the embedding space.

BM25 BM25 (Robertson et al., 2009) is a sparse
retriever based on term frequency-inverse docu-
ment frequency (TF-IDF). We use BM25s (L1,
2024) Python library for indexing and retrieval.

DPR DPR (Karpukhin et al., 2020) is a dense
retrieval model that encodes queries and passages
into dense vectors. We use DPR! with Sentence
Transformers (Reimers and Gurevych, 2019).

ModernBERT ModernBERT? (Warner et al.,
2024) achieves state-of-the-art performance in
single- and multi-vector retrieval across domains.
We use it similarly to DPR, encoding text into em-
beddings for retrieval.

LegalBERT LegalBERT? (Chalkidis et al., 2020)
is trained from scratch on a large corpus of legal
documents. Since LegalBert is not pre-trained to
produce sentence embedding vectors, we do not
use it directly for dense retrieval, instead fine-tune
it for downstream tasks.

F Evaluation Metrics

Retrieval We evaluate the performance of our
retrievers using Recall@1, Recall@10, nDCG@10.
Recall@1 measures the proportion of queries for
which the correct passage is ranked first in the re-
trieved list. Recall@10 extends this by measur-
ing the proportion of queries for which the cor-
rect passage appears in the top 10 retrieved pas-
sages. It reflects the model’s ability to identify
relevant passages within a broader set of candi-
dates. nDCG@10 (Normalized Discounted Cumu-
lative Gain at 10) considers the position of relevant
'sentence-transformers/facebook-dpr-ctx_encoder-
multiset-base

? Alibaba-NLP/gte-modernbert-base
3nlpaueb/legal-bert-base-uncased

passages, giving higher weight to passages ranked
closer to the top.

Generation For quantitative evaluation of gen-
erated pseudo passages, we use BLEU (Papineni
et al., 2002), ROUGE-L (Lin, 2004) and BertScore-
F (Zhang* et al., 2020). BLEU measures the pre-
cision of n-grams between the generated text and
the reference text. It evaluates how much of the
generated text matches the reference, with a higher
score indicating better accuracy of the generated
text. ROUGE-L focuses on the longest common
subsequence between the generated and reference
texts. It emphasizes the recall aspect of the over-
lap. BertScore-F evaluates the similarity between
generated and reference texts using contextual em-
beddings from BERT. A higher score indicates that
the generation closely aligns with the reference’s
meaning.

G Training Details

Retriever For training the dense retrievers, we
utilized implemented libraries: the Sentence Trans-
formers(Reimers and Gurevych, 2019) and accel-
erate (Gugger et al., 2022). The training was con-
ducted with a batch size of 32 per device, over 3
epochs, with a maximum sequence length of 256.
The warm-up step ratio was set to 0.1. We utilized
the Multiple Negative Ranking Loss function for
training as mentioned in the main text. We trained
the model using RTX 3090 GPUs. The training
time varied depending on the dataset size:20 GPU
hours for 10K, 30 GPU hours for 20K, 44 GPU
hours for 50K dataset.

GuRE For training GuRE, we utilized transform-
ers (Wolf et al., 2020), Trl (von Werra et al., 2020),
deepspeed (Rasley et al., 2020), and accelerate.
The model was trained with a LoRA (Hu et al.,
2022) rank of 64, a cosine learning rate scheduler,
and the AdamW (Loshchilov and Hutter, 2019) op-
timizer over 1 epoch. The per-device batch size
was set to 4, and the learning rate was 5e-5. We
used the SFT trainer from Trl for training. We
trained the model using RTX A6000 GPUs and
RTX 6000ADA GPUs. The training time varied
depending on the dataset size: 60 GPU hours for
the 10K, 100 GPU hours for the 20K, and 130 GPU
hours for the 50K dataset.

While training the GuRE model takes more GPU
hours than direct retriever fine-tuning, it offers sig-
nificant advantages. GuRE can be applied in a

433


https://huggingface.co/sentence-transformers/facebook-dpr-ctx_encoder-multiset-base
https://huggingface.co/sentence-transformers/facebook-dpr-ctx_encoder-multiset-base
https://huggingface.co/Alibaba-NLP/gte-modernbert-base
https://huggingface.co/nlpaueb/legal-bert-base-uncased

retriever-agnostic manner once trained, making
it a more efficient solution.

H Analysis on Training Objectives

We chose Multiple Negative Ranking Loss
(MNRL) due to the large dataset scale, where ex-
plicit negative sampling is costly. Since each query
only matches one positive passage, MNRL was
effective in this setup.

However, as seen in Table 5 and Figure 4 , the
dataset is dominated by a small number of heav-
ily cited precedents. Frequent samples, though
positive, are treated as negative by the model, lead-
ing to reduced accuracy in these passages. This
is problematic because frequently cited precedents
are crucial in legal cases, and lower accuracy on
them reduces the system’s practical usefulness.

H.1 Trade-Off in Reducing In-Batch Negative
Sensitivity

To reduce this in-batch negative sensitivity, we ex-

perimented with a contrastive loss that is unaffected

by in-batch samples.

L= é (y- D*+ (1 —y) - max(0,m — D)?)
Here, y represents the label, where 1 for positive
passages and O for negative passages. D is the
distance between the query and the passage in the
embedding space, and m is the margin. For positive
pairs, the loss encourages the distance D to be
small, while for negative pairs, the loss pushes the
distance D to be larger than the margin m.

For each query, we formed positive and negative
triples by pairing the query with its corresponding
target passage and a hard negative, which was the
highest-ranked passage from the BM25 results that
was not the target passage.

R@] R@10 nDCG@10 GPU hours
MNRL 13.28 48.86 28.92 20
CL 0.1 0.65 0.34 30

Table 8: Retrieval performance on the 10K dataset using
ModerBERT trained with Multiple Negative Ranking
Loss (MNRL) and Contrastive Loss (CL). CL requires
explicit negative samples, increasing GPU training time
as the number of negatives grows. In contrast, MNRL
relies on in-batch negative samples, making GPU hours
dependent on batch size.

However, the model’s performance dropped sig-
nificantly compared to MNRL, as shown in Table 8.

While MNRL learns from (batchsize - 1) negative
samples, contrastive loss only considers a limited
number of explicitly labeled hard negative samples.
Nevertheless, increasing the number of negative
samples for exposing various negative samples
like MNRL would require significantly more
training time, making it inefficient and imprac-
tical for large-scale applications. Therefore, as
discussed in Section 5.3, GuRE proves to be more
effective for real-world scenarios, offering a more
efficient approach.

H.2 Supplementary Graphs

The Figures (7, 8 ,9) show performance across dif-
ferent frequency thresholds for various data ver-
sions, supplementing Figure 3 in the main body.
As seen in the figures, the performance trend based
on the training objective is consistent across all
datasets and metrics. Higher thresholds yield more
unique samples, while lower ones favor frequent
samples. Retriever for this experiment is Modern-
Bert.

I Case Studies

We conduct a case study to better understand the
impact of the baseline methods and GuRE on the
retriever. The following tables show the query and
the top 5 retrieval results, varying by method.

Other baseline methods struggle to retrieve the
target passage due to vocabulary mismatches be-
tween the query and the target passage (Table 9,
12) or because the expanded query includes irrel-
evant information which may incur hallucination
problems mentioned in Introduction (Table 10, 11).
However, GuRE generates a query identical to the
target passage (Table 13).
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Figure 7: Recall@1 with 99% confidence intervals (shading) for GuRE and a fine-tuned retriever across sampling
thresholds.
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Figure 8: Recall@10 with 99% confidence intervals (shading) for GuRE and a fine-tuned retriever across sampling
thresholds.
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nDCG @ 10 with 99% Confidence Interval
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Figure 9: nDCG@ 10 with 99% confidence intervals (shading) for GuRE and a fine-tuned retriever across sampling

thresholds.

Query Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If the moving party has demonstrated an
absence of material fact, the nonmoving party then “must come forward with ‘specific facts showing that
there is a genuine issue for trial.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there
is a genuine issue for trial.

Rank 1 So long as the movant has met its initial burden of “demonstrat[ing] the absence of a genuine issue of material
fact,” id. at 323, 106 S.Ct. at 2553, the nonmoving party then “must set forth specific facts showing that there
is a genuine issue for trial.

Rank 2 We will affirm if the evidence, viewed in the light most favorable to the nonmoving party, shows that no
genuine issue of material fact exists and that the moving party is entitled to judgment as a matter of law.

Rank 3 Once the non-movant demonstrates that there is an absence of evidence to support the non-moving party’s
case, the movant must then set forth specific facts showing that there is an issue for trial.

Rank 4 In such a situation, there can be “no genuine issue as to any material fact,” since a complete failure of proof
concerning an essential element of the nonmoving party’s case necessarily renders all other facts immaterial.

Rank 5 Once the moving party has initially shown “that there is an absence of evidence to support the non-moving

party’s cause,” Celotex Corp. v. Catrett, 477 U.S. 317, 325, 106 S.Ct. 2548, 91 L.Ed.2d 265 (1986), the
non-movant must come forward with “specific facts” showing a genuine factual issue for trial.

Table 9: Top-5 Retrieval results using vanilla ModerBert and query without any modification. Cyan indicates the
target passage and the correct answer among candidates. Pink indicates potential "distractor” that can mislead
retrievers into selecting an irrelevant passage. In this case, the retriever fails to include the correct passage due to
the vocabulary mismatch between the query and the target passage.
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Query (Query +
pseudo-passage)

(Original query) Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If ... (skip) + [W]hen
evaluating whether a genuine issue exists, the court must consider the evidence in the light most favorable to
the nonmoving party, drawing all reasonable inferences in their favor, while disregarding any evidence that
constitutes mere speculation or conjecture. This standard underscores the principle that summary judgment is
not to be used as a substitute for a trial, but rather as a mechanism to resolve disputes where no material facts
are genuinely in contention.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 1 The court noted that on a motion for summary judgment, once the moving party has proffered facts to show
that there is no genuine issue as to any material fact and that that party is entitled to judgment as a matter of
law, “the opposing party must present ‘specific facts showing [that] there is a genuine issue for trial.

Rank 2 We will affirm if the evidence, viewed in the light most favorable to the nonmoving party, shows that no
genuine issue of material fact exists and that the moving party is entitled to judgment as a matter of law.

Rank 3 [TThe mere existence of some alleged factual dispute between the parties will not defeat an otherwise properly
supported motion for summary judgment; the requirement is that there be no genuine issue of material fact.

Rank 4 Summary judgment is appropriate where “there is no genuine issue as to any material fact and... the moving
party is entitled to a judgment as a matter of law,” Fed.R.Civ.P. 56(c), i.e., “[w]here the record taken as a whole
could not lead a rational trier of fact to find for the non-moving party.

Rank 5 A motion for summary judgment should be granted if, viewing the evidence in the light most favorable to

the nonmoving party, ‘there is no genuine issue as to any material fact and if the moving party is entitled to
judgment as a matter of law.

Table 10: Top-5 Retrieval results using vanilla ModerBert and a pseudo-passage generated through Q2D. Yellow
indicates generated context from Q2D. Cyan indicates target passage. Pink indicates potential "distractor” that can
mislead retrievers into selecting an irrelevant passage. In this case, the retriever fails to include the correct passage
due to the generated irrelevant context.

Query (Query +
pseudo-passage)

(Original query) Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If ... (skip) + the
nonmoving party must set forth specific facts demonstrating that genuine issues exist for trial.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.
Rank 1 So long as the movant has met its initial burden of “demonstrat[ing] the absence of a genuine issue of material

fact,” id. at 323, 106 S.Ct. at 2553, the nonmoving party then “must set forth specific facts showing that there
is a genuine issue for trial.

Rank 2 (Correct)

In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 3

Although the moving party bears the initial burden of establishing that there are no genuine issues of material
fact, once such a showing is made, the non-movant must “‘set forth specific facts showing that there is a genuine
issue for trial.

Rank 4

The nonmoving party may not, however, “rest on mere allegations or denials” but must demonstrate on the
record the existence of specific facts which create a genuine issue for trial.

Rank 5

The court noted that on a motion for summary judgment, once the moving party has proffered facts to show
that there is no genuine issue as to any material fact and that that party is entitled to judgment as a matter of
law, “the opposing party must present ‘specific facts showing [that] there is a genuine issue for trial.

Table 11: Top-5 Retrieval results using vanilla ModerBert and a pseudo-passage generated through Q2D-CoT.
Yellow indicates generated context from Q2D-CoT. Cyan indicates the target passage and the correct answer among
candidates. Pink indicates potential "distractor” that can mislead retrievers into selecting an irrelevant passage. In
this case, the entire generated query plays the role of a "distractor”.
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Query

Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If the moving party has demonstrated an
absence of material fact, the nonmoving party then “must come forward with ‘specific facts showing that there
is a genuine issue for trial.

Target Passage

In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 1 Once the movant, here, the defendant, satisfies its initial burden under Rule 56(c) of demonstrating the absence
of a genuine issue of material fact, the burden shifts to the nonmovant to “come forward with ‘specific facts
showing that there is a genuine issue for trial.

Rank 2 To do so successfully, the non-moving party must demonstrate more than “some metaphysical doubt as to the
material facts,... [it] must come forward with ‘specific facts showing that there is a genuine issue for trial.

Rank 3 The nonmovant “must do more than simply show that there is some metaphysical doubt as to the material
facts,” and must come forward with “specific facts showing that there is a genuine issue for trial.

Rank 4 (Correct)  In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 5 If the movant demonstrates an absence of a genuine issue of material fact, a limited burden of production shifts

to the non-movant, who must “demonstrate more than some metaphysical doubt as to the material facts,” and
come forward with “specific facts showing that there is a genuine issue for trial.

Table 12: Top-5 Retrieval results using fine-tuned ModerBert and query without any modification. Cyan indicates
target passage. Pink indicates potential "distractor” that can mislead retrievers into selecting an irrelevant passage.

Query ("rewritten
query")

In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Target Passage

In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 1 (Correct)

In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 2 The nonmoving party may not, however, “rest on mere allegations or denials” but must demonstrate on the
record the existence of specific facts which create a genuine issue for trial.

Rank 3 Instead, the nonmoving party must set forth, by affidavit or as otherwise provided in Rule 56, “specific facts
showing that there is a genuine issue for trial.

Rank 4 To do so successfully, the non-moving party must demonstrate more than “some metaphysical doubt as to the
material facts,... [it] must come forward with ‘specific facts showing that there is a genuine issue for trial.

Rank 5 If the moving party meets this burden, the non-moving party then has the burden to come forward with specific

facts showing that there is a genuine issue for trial as to elements essential to the non-moving party’s case.

Table 13: Top-5 Retrieval results using vanila ModerBert and "rewritten query” generated from GuRE. Yellow
indicates generated context from GuRE. GuRE generated the same context as the target passage. Cyan indicates
target passage and the correct answer among candidates. In this case, generated query from GuRE is identical with

target passage.
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