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Abstract

As social systems become more complex,
legal articles have grown increasingly intri-
cate, making it harder for humans to identify
potential conflicts among them, particularly
when drafting new laws or applying existing
ones. Despite its importance, no method has
been proposed to detect such conflicts. We
introduce a new legal NLP task, Legal Arti-
cle Conflict Detection (LACD), which aims
to identify conflicting articles within a given
body of law. To address this task, we pro-
pose GReX, a novel graph neural network-
based retrieval method. Experimental results
show that GReX significantly outperforms ex-
isting methods, achieving improvements of
44.8% in nDCG @50, 32.8% in Recall@50, and
39.8% in Retrieval F1@50. Our codes are in
github.com/asmath472/LACD-public.

1 Introduction

In many countries, courts judge legal cases based
on national laws, and lawyers frequently rely on
legal articles (also known as codes, or statutes) in
their works. In legal NLP, several studies have uti-
lized legal articles to address tasks such as Legal
Judgment Prediction (Feng et al., 2022a,b; Deng
et al., 2023; Liu et al., 2023), Legal Article Re-
trieval (Louis and Spanakis, 2022; Paul et al., 2022;
Louis et al., 2023), and Legal Question Answer-
ing (Holzenberger et al., 2020; Louis et al., 2024).

Despite their crucial role, some legal articles con-
flict (also known as contradict, or compete) with
one another (Yoon, 2005; Kim, 2005; Araszkiewicz
et al., 2021). Here, conflict refers to situations in
which overlapping directives or contradictory inter-
pretations arise. For example, in Figure 1, Article
60 of Narcotics Control Act and Article 201 of
Criminal Act define different punishments for the
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same crime, using opium or morphine, and thus
conflict with each other.

If two articles conflict in a given circumstance,
one may be disregarded during judgment, leading
to confusion in the application of the law (Yoon,
2005). Detecting such conflicts is therefore essen-
tial for individuals involved in drafting laws (e.g.,
legislators) or enforcing laws (e.g., public prosecu-
tors). As laws grow more complex (Coupette et al.,
2021), manually identifying conflicting articles be-
comes increasingly challenging. Moreover, with
the rise of LLMs and agents that rely on natural lan-
guage rules (Bai et al., 2022; Hua et al., 2024; Dong
et al., 2024), automating conflict detection has be-
come even more critical. This study addresses this
issue by developing NLP-based methods to auto-
matically detect conflicting articles, with a particu-
lar focus on the Criminal Law of the Republic of
Korea (hereafter referred to as Korean Law).

We introduce a new legal NLP task, Legal Ar-
ticle Conflict Detection (LACD), which aims to
retrieve articles that conflict with a given query arti-
cle from a collection of legal articles. For example,
as illustrated in Figure 1, when Criminal Act Arti-
cle 201 is given as a query, the model is expected to
identify and retrieve Criminal Act Article 205 and
Narcotics Control Act Article 60 as conflicting ar-
ticles, while correctly excluding Narcotics Control
Act Article 58-2.

For document retrieval tasks, various methods
such as TF-IDF, BM25 (Robertson et al., 2009),
DPR (Karpukhin et al., 2020), and retrieve-then-
rerank have been widely used. In particular, the
retrieve-then-rerank approach, where top-ranked
candidate documents are reranked using another
slower but more accurate language models (LMs),
has demonstrated high performance with low la-
tency across various retrieval tasks (Wu et al., 2020;
Zhu et al., 2023). However, conventional retrieve-
then-rerank methods perform poorly on the LACD
task, primarily due to two fundamental differences
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Criminal Act

Article 201 (Smoking Opium and Provision of Place)

(1) A person who ingests opium or receives a morphine
injection, shall be punished by imprisonment with
labor for not more than five years.

(2) The preceding paragraph shall apply to a person who
profits by providing a place for smoking opium or
for injecting morphine.

Article 205 (Possession of Opium, etc.)
A person who possesses opium, morphine, its composite
or an instrument for smoking opium, shall be punished
by imprisonment for not more than one year or by a
fine not exceeding five million won.

Narcotics Control Act conflict

Article 58-2 (Penalty Provisions)

(1) person who gives or receives or delivers cannabis to
the minors, or has the minors smoke or [...] shall be
punished by imprisonment with labor for a limited
term of not less than two years. [...]

Article 60 (Penalty Provisions)

(1) Any of the following persons shall be punished by

imprisonment with labor for not more than 10 years

or by a fine not exceeding 100 million won:

1. A person who uses narcotic drugs or psychotropic
substances under subparagraph 3 (a) of Artigle 2[...]

Article 2 (Definitions)< '

[...] 2. The term narcotic drugs means any of the
following substances: [...]

(b) Opium: The coagulated sap extracted from poppy
and its processed substance: Provided, That the [...]
(d) All alkaloids extracted from poppy, opium, or coca
leaves and chemical compounds similar thereto, as
prescribed by Presidential Decree; |...]

v
Enforcement Decree of the Narcotics Control Act

Article 2 (Narcotic drugs)

(a) The narcotic drugs referred to in subparagraph 2 (d)
of Article 2 of the Act on the Control of Narcotics
(hereinafter referred to as the “Act”) are as listed in [...]

Figure 1: Example of conflicting legal articles in Re-
public of Korea, translated from Korean. Criminal Act
Article 201, Article 205, and Narcotics Control Act Ar-
ticle 60 conflict with one another. In Narcotics Control
Act Article 60, uses narcotic drugs includes ingests
opium, in Article 2 of the same act.

(1) between legal documents and general texts, and
(2) between LACD and standard retrieval tasks.
These differences give rise to two key challenges.
The first challenge (Challenge 1) arises from the
high textual similarity among legal articles, which
hinders the accurate retrieval of conflicting articles
in the LACD task (Xu et al., 2020; Paul et al., 2024).
For example, in Figure 1, Article 60 and Article 58-
2 share nearly identical wording, differing only in
their objects (e.g., narcotic drugs and cannibas)
and punishments (e.g., imprisonment for five years
and two years). As a result, an LM may struggles
to retrieve Article 60 selectively while filtering out

Article 58-2.

The second challenge (Challenge 2) lies in the
insufficiency of textual descriptions in legal ar-
ticles, particularly when interpreting legal termi-
nology. Legal articles often rely on references to
other articles to define specific terms or condi-
tions (Bommarito II and Katz, 2010; Katz et al.,
2020). For instance, in Figure 1, Article 60 uses
the term narcotic drugs, which is explicitly de-
fined in a referenced article (i.e., mentioned arti-
cle), Article 2. Moreover, accurate interpretation
often requires traversing not only direct (i.e., 1-hop)
references but also indirect (n-hop) ones. For ex-
ample, fully understanding the term narcotic drugs
may require consulting the Enforcement Decree
of the Narcotics Control Act. Therefore, to rea-
son effectively over legal articles, a retrieval model
must leverage not only the textual content of indi-
vidual articles but also their explicit inter-article
references (i.e., mention relationships) (Katz et al.,
2020). However, to the best of our knowledge, no
prior work has explored the use of mention rela-
tionships for legal article retrieval.

To tackle the two key challenges in the LACD
task, we propose a novel retrieve-then-rerank
method, GReX, which consists of two main compo-
nents: (1) ReX (Rerank-then-eXpand), designed to
address Challenge 1, and (2) LGNN (Legal Graph
Neural Network), a reranker aimed to address Chal-
lenge 2.

To tackle Challenge 1, the ReX method expands
the set of candidate articles using a reranker. It first
reranks the initially retrieved top-ranked articles
to identify those that conflict with the query ar-
ticle a4, and then augments the candidate set by
including additional articles — originally outside
the top-ranked set — that are known to conflict
with the identified ones. The underlying intuition
builds on transitivity-like relationships among ar-
ticles observed in prior studies (Bommarito II and
Katz, 2010; Boulet et al., 2010; Katz et al., 2020;
Coupette et al., 2021), which we extend to conflict
relationship: if a, conflicts with a;, and a; is known
to conflict with a;, then a; is likely to conflict with
ag, since such conflicts often reflect overlapping
or contradictory legal directives. For example, in
Figure 1, if the reranker detects a conflict between
Article 201 (the query) and Article 205, and Arti-
cle 205 is known to conflict with Article 60, ReX
expands the candidate set to include Article 60,
thereby uncovering its conflict with Article 201.

To tackle Challenge 2, we construct a Legal
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Narcotics Act Article 60 Narcotics Act Article 2
Article 60 (Penalty Provisions) Article 2 (Definitions)
(1) Any of the following persons F The terms used in this Act are defined as follows: [...] 2. The term narcotic drugs means any of
shall be punished by imprisonment the following substances: [...] 4. The term cannabis means any of the following substances: [...]

with [...] 1. A person who uses
narcotic drugs or psychotropic
substances under subparagraph 3 (a)

Narcotics Act Article 39

Narcotics Act Article 40

of Article 2 [...] 4. A person who
handles narcotic drugs or issues a
prescription thereof, in violation of
Article 5 (1) [...]or 39; [...]

Article 39 (Prohibition of Use of Narcotic Drugs)
| | No medical practitioner handling narcotics may
conduct any of the following acts [...] That this

: | shall not apply [...] under Article 40 [...]

Article 40 (Treatment and Protection ...)
| | The Minister of Health and Welfare or a

] Mayor/Do Governor may either establish
and operate a medical treatment and [...]

Figure 2: Example of LMGraph (blue box: article, red text: mention). All contents are translated from Korean.

Article Mention Graph (LMGraph), where each
node represents a legal article and edges represent
mention relationships between articles. The LGNN
reranker applies a Graph Neural Network (GNN)
over this graph to leverage these relationships dur-
ing reranking. This structure enables contextual
reasoning based on inter-article connections. Con-
structed from Korean law, LMGraph consists of
192,974 nodes and 339,666 edges. Figure 2 shows
a small portion of LMGraph. By incorporating this
graph, the LGNN reranker gains a deeper under-
standing of each article within its broader legal
context.

We constructed a dedicated dataset for training
and evaluating the LACD task, consisting of 392
conflicting article pairs and 3,782 non-conflicting
pairs, carefully reviewed and validated by legal
experts. We will release it publicly. Our proposed
retriever, GReX, achieves significant improvements
over existing retrieve-then-rerank methods, with
improvements of 44.8% in nDCG @50, 32.8% in
Recall@50, and 39.8% in Retrieval F1@50.

2 Preliminaries
2.1 Definitions

We define the terms including case, rule, ar-
ticle, conflict, and mention, largely based on
the definitions provided by Araszkiewicz et
al. (Araszkiewicz et al., 2021). We use a legal arti-
cle and article interchangeably.

Definition 1 (Case, Rule, and Article). A case cis
a sentence describing the facts of an event (Shao
et al.,, 2020; Sun et al., 2023). A proposi-
tion (denoted as x) for a case represents an implicit
question about its facts. A rule r is the implicit le-
gal unit, consisting of a set of propositions (denoted
as X) and a judgment p for cases C. A rule r judges
a case ¢ € C as p if and only if all propositions
in X hold true in c. We denote a rule with X and
p as T = rule(p, X). An article a is an explicit
legal unit, denoted as r; C a, and is expressed in

sentences.
Definition 2 (Conflict).

1. Two rules conflict, i.e., conflict(rule(p;,
X1), rule(py, X)) if and only if p; # p, and
X includes X5, or vice versa.

2. If two rules conflict, then the articles contain-
ing those rules also conflict. Specifically, con-
flict(ay, ag) if conflict(r;,r;), r; £ a1, and
T’j E as.

Definition 3 (Mention). If an article a; explicitly
cites another article ay, then a1 mentions as.

Most articles implicitly contains at least one rule,
making them suitable for the LACD task. Articles
that do not contain any rules are discussed in Ap-
pendix A.5.4. Examples corresponding to Defini-
tions 1-3 are provided in Appendix A.1.

2.2 Conventional Retrieve-then-Rerank

Given a query article a4, conventional retrieve-then-
rerank methods (Nogueira and Cho, 2019; Wu et al.,
2020; Glass et al., 2022; Zhu et al., 2023; Song
et al., 2024) retrieve a set of articles A,,; through
the following three steps.

1. vy, = enc-bi(ay), vq = enc-bi(a)(ac A)

2. Aigpk = {a | top-k by sim(v,,,va)}

3. A,.;={a; | sort by prob(enc-cross(a, & a;))}
(@i € Awopk)

Here, v, is the vector representation of article a;
sim presents a similarity function, such as inner
product; prob refers to a layer for calculating re-
trieval probability; & denotes a textual concatena-
tion operator.

In Step 1, each article a € A is pre-encoded
into a vector representation v, using a bi-encoder,
which also encodes the query article a, into v, .
In Step 2, the retriever (typically fast) selects the
top-k articles A« based on the similarity func-
tion sim(vq,, va). In Step 3, a reranker (typically
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slower but more accurate) computes the relevance
probability of each article a; € Ajqpk given ay, us-
ing a cross encoder (enc-cross) followed by a prob
layer, and returns the final list A,; sorted by these
probabilities.

3 Methodology

3.1 The LACD task

We define LACD as a retrieval task that takes three
inputs: a query article ay, a collection of articles
A, and a set of previously known conflicting arti-
cle pairs C = {(a;,a;) | conflict(a;,a;) N a; €
A N a; € A}. Given these inputs, the task aims
to retrieve the set of unknown conflicting articles,
{ak|conflict(ay, ar) N ar, € AN ay, ¢ C}. LACD
differs from conventional retrieval tasks in that it
focuses on conflictness instead of relevance, and
assumes the existence of observed conflicts C.

We refer to the conventional retrieve-then-rerank
methods in Section 2.2 as the Re?2 retriever. For the
LACD task, the Re2 retriever often fails to accu-
rately identify conflicting articles. Figure 3 shows
an example of applying Re2 to LACD. While Re2
correctly retrieves Article 205 (a1), it fails to re-
trieve Article 60 (a9) since as is not included in
Ayopk» even though it potentially conflicts with a,.
This occurs because Re2 prioritizes semantically
irrelevant articles such as as over ag (Challenge 1).
Even when Ay, includes as by increasing k, Re2
still struggles to detect the conflict in Step 3 due to
its reliance on referenced definitions in mentioned
articles (Challenge 2).

3.2 The GReX method

The GReX method reformulates Steps 2 and 3 of
the Re2 method, as illustrated in Figure 4. Step 2
is enhanced by the proposed ReX method, which
incorporates external conflicting articles when con-

ag: Criminal Act|  notconflit | az: Narcotics
Article 201 but included Control Act
in Agopi Article 58-2
conflict potentially ;';mﬂict but not in A,y (Challenge 1)

a,: Narcotics Control
Act Article 60

aq: Criminal Act
Article 205

conflict € C

mentions | (Challenge 2)

Narcotics Control
Act Article 2

Enforcement Decree of the
Narcotics Control Act Article 2

Figure 3: An example of applying Re2 to LACD.

structing Ayopr. Step 3 is improved by integrat-
ing GNN-based embeddings from LMGraph into
the LGNN reranker, thereby refining the final re-
trieval set A,..;. We describe the core components
of GReX in detail: ReX, LMGraph, and the LGNN
reranker.

Rerank-then-eXpand (ReX): The ReX method
enhances Ay, by selectively expanding it. Specif-
ically, (1) ReX first identifies articles that di-
rectly conflict with the query article using the
reranker (e.g., a; in Figure 3), and (2) expands
Ayopi: by including articles known to conflict with
those identified, such as ag, where (a1, as) € C.
This approach leverages the triadic closure phe-
nomenon frequently observed in legal article con-
flicts, where descriptions among conflicting articles
often exhibit significant overlap. For example, Arti-
cle 201, Article 205, and Article 60 in Figure 1 and
3, all describe crimes involving opium, creating an
overlap and thus forming a triadic closure. We fur-
ther show that triadic closure is guaranteed under
specific conditions, as detailed in Appendix A.2.
The ReX method performs the following three sub-
steps for Step 2.

* Step 2-1: Retrieve A, (same as in Re2).

* Step 2-2: Rerank Ay, and select a subset
-Aﬁlter - Al‘()pkv defined as -Aﬁlter = {ai S

Aqopi | prob(enc-cross(aq @ a;)) > 0}.

* Step 2-3: Expand A, by augmenting it
with articles a € A such that there exists
a; € Aﬁlter with (a;,a) € C. That is, .Ampk —
Al‘()pk U {a ceA ‘ da; € Aﬁller; (ai, a) € C}

Here, we use min/Pp¢ as the default thresh-
old 6, where min denotes the minimum of
{rerank(ay, a;) | a; € Awpk} and Prc is the con-
ditional probability of triadic closure, defined as:

Prc = P((ai,ar) € C | (ai, a5), (aj,a) € C)

A justification for Step 2-2 is in Appendix A.3.

In Step 2-2, the reranker has already been fine-
tuned using C; however, C is used again in a non-
parametric manner to further enhance performance.
In Figure 4, the yellow node (article) represents
Afiirer. In Step 2-3, while most articles in A\ Aopk
may not conflict with a4, the augmented articles
are likely to do so, as they explicitly conflict with
articles in .Aﬁl,er. A formal proof for Step 2-3 is in
Appendix A.2. In Figure 4, the red node represents
the augmented articles.
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Step 1: encode a given query article a, by bi-encoder
-- Previously encoded a -.

article a € A

l Bi-encoder (enc-bi) ]

query article aq

[ Bi-encoder (enc-bi) |

Step 2: select top-k articles based-on inner product
similarity and apply Rerank-then-eXpand method (ReX)

@) ) O

Y expand,’ O

/
/
/
: \ .
\ ' -
. -
-

top-k ™. V = A vector space of A
O O with conflicts C

Step 3: calculate probabilities of top-k a; € Aopi With
GNNs on Mention Graph G (LGNN reranker)

o] . R
v

[Cross encoder (enc-cross)] | GNN+ | |
v

GNN |
v
[ Retrieval Probability Calculation layer (prob) |

Ao = 1 sort by problag )

Figure 4: Outline of GReX. The blue, yellow, and black
circles represent the query article, an article with a high
rerank score, and articles with low rerank scores, respec-
tively.

LMGraph: We construct LMGraph G, where
nodes represent legal articles .4, and edges £ rep-
resent the mention relationships among these ar-
ticles. The mention relationships are identified
based on specific textual templates, such as ‘A|num
£’ (meaning ‘Article num’), following the guide-
lines in (Ministry of Government Legislation,
2023). Formally, the edge set £ is defined as fol-
lows:

& = {(a4,a;) | a; mentions a; or a; mentions a; }

All articles and mention relationships are based
on a snapshot taken on September 30, 2024, and
were obtained via crawling the Ministry of Gov-
ernment Legislation website!. Copyright consider-
ations related to this process are discussed in Sec-
tion7. As a result, the constructed LMGraph for
Korean law consists of 192,974 nodes and 339,666
edges, with detailed statistics presented in Table 1.

Statistics Avg. value Std. deviation
# of words per article 75.5 90.6
# of edges per node 4.57 11.11

Table 1: Statistics about LMGraph for Korean Law.

"Ministry of Government Legistlation official site

LGNN reranker: The LGNN reranker combines
the output of the cross-encoder with node repre-
sentations from the GNN encoder, which captures
not only text-level conflicts between articles but
also semantic relationships through multi-hop con-
nections in LMGraph. This enables the model to
reject articles that are textually conflicting with the
query but semantically irrelevant. Specifically, for
each pair (a4, a;), we concatenate the output of
the cross-encoder, enc-cross(-), with the similarity
score sim(-) computed between the node represen-
tations of a, and a;. Formally, it enhances Step 3
for the LACD task as follows:

Step 3. A,.; = {a; | sort by prob (enc-cross(aq@
a;)||sim(GNN(G, V)q, GNN(G, V);)) }(a; € Awopk)

where || denotes the concatenation operator, and
GNN(-) represents the output of the GNN encoder.
Step 3 computes enc-cross(-) only for the articles
augmented in Step 2-3 since those in Ay, were
already computed in Step 2-2.

GNN(-) takes as input the LMGraph G = (A, &),
where each article a; € A has its own initial feature
representation hgf). In general, the GNN consists
of L layers, producing a list of node representations

from the initial layer H®) = [héﬂ), e ,hf(l(l)z\l] to
the final layer HY) = [hgf), e ,héﬁi‘]. In this rep-

resentation, GNN(G, V), refers to the final feature
vector hgi) for node a,, and similarly, GNN(G, V);

refers to hgf). Each GNN layer [ updates the node

representations HO using the edge weight matrix
AWY and transformation weights WO as follows:

HOD = o(AOHOWO)

For our LGNN reranker, we adopt a two-layer
GATV2 architecture (Brody et al., 2022) as the de-

fault GNN model. In GATV2, the edge weights AEZ)
for ¢-th node (i.e., node for a;) at layer [ are given
by:

AEZ) =0 Z softmax (a(att(h((lli), th}))))

J for(a;,a;)€€
4 Experimental settings

4.1 The LACD dataset

To construct the dataset for the LACD task in
Korean Law, we collected 4,174 pairs of articles
(a1, az), each manually labeled them as either con-
flicting or non-conflicting. The criteria used to col-
lect these pairs are summarized in Appendix A.4.

412


https://www.law.go.kr/

We randomly split these pairs into 60% for train-
ing, 20% for validation, and 20% for testing. From
the conflicting pairs (a1, az) in the test set, we ex-
tract all unique articles (either a; or as) and use
them as query articles (89 in total). We also con-
struct C (seen conflicts) as the set of conflict pairs
from the training and validation sets. Since conflict
is symmetric, the number of pairs in C is approxi-
mately twice the number of unique conflict pairs.
For simplicity, we assume that all articles in cor-
pus for retrieval are drawn from Acts (excluding
Enforcement Decrees). Further details on the legal
hierarchy are in Appendix A.5.1. Detailed statistics
are provided in Table 2.

Quality review: Our dataset was validated by legal
experts. As a result, nearly 94% of the pairs align-
ing with real-world conflict and the remaining 6%
differing but still fitting our definitions. Detailed ex-
planations about conflicts in real worlds and quality
review questions in Appendix A.5.

Datasets Conflict Non-conflict Avg. # of words

Train 226 2,278 120.89

Validation 90 745 118.97

Test 76 759 124.12

Total 392 3,782 121.15

# of queries  # of corpus  # of unseen conflicts per query
89 79,615 1.69

#of pairsinC  #of articles  Avg. # of conflicts per article
630 199 3.17

Table 2: Statistics for (a1, aq) pairs (upper table), the
test queries in the LACD dataset (middle table), and the
seen conflicts (lower table).

4.2 Baselines

We use KoBigBird (Park and Kim, 2021) as the
bi-encoder(enc-bi), and Klue/RoBERTa (Park et al.,
2021) as the cross-encoder. For vector storage and
retrieval, we employ Chroma DB?, using the inner
product as sim(-).

Since Re2 and GReX differ at Steps 2 and
3, there are four possible combinations: (1)
Re2 (conventional method), (2) Re2+LGNN (Re2
at Step 2 + LGNN at Step 3), (3) ReX+Re2 (ReX
at Step 2 + Re2 at Step 3), and (4) GReX (proposed
method). These combinations are evaluated in our
experiments, while comparisons with additional
baselines are presented in Section 5.3.

Among the above combinations, ReX+Re2 and
GReX actually rerank more articles than the others
by expanding A;,,x. For example, when £ = 100,
the former typically reranks approximately 150

2Chroma DB official site

articles, while the latter reranks exactly 100. To
ensure fair comparisons, we set k = 150 for Re2
and Re2+LGNN so that the number of reranked
articles is comparable.

4.3 Training and evaluations

We build both Re2 and GReX retrievers using a
pre-trained bi-encoder model and a fine-tuned cross
encoder. We denote the set of labeled articles pairs
use for training (226 + 2278 pairs as shown in Ta-
ble 2) as S, where each pair s = (a;,a;) € S.
Then, the training objective ¥; is defined as follows,
where rank(ag, a;) denotes enc-cross(aq & a;) in
Re2, and enc-cross(aqg @ a;)||sim(GNN(G,V)q,
GNN(G,V);) in GReX.

Ys = prob(rank(ag, a;))
For training, we use the Weighted Binary Cross
Entropy loss as the loss function £, defined as fol-
lows.

L= wryslo(si) +wr(1—y,)log(1-4)
seS

Here, N = ||S|| denotes the number of training
pairs, ys is the ground-truth label for each pair s,
and 0 < wr,wr < 1 are the weights for the true
and false labels, respectively. Details of the training
and testing are in Appendix A.6.

When evaluating GReX, we exclude a; €
Ay such that (a4,a;) € C to avoid retrieving
seen conflict pairs. We also evaluate our LGNN
reranker on other Korean legal NLP dataset, as
detailed in Appendix A.7. As evaluation met-
rics, we use nDCG@n, recall@n, and retrieval
F1@n (definitions are in Appendix A.8). Each ex-
periment is run three times, and we report the mean
performance with standard deviation. Significance
test results are in Appendix A.9.

5 Results and analysis

5.1 Main results

Table 3 shows the performance of three GReX
variants and other baselines for the full retrieval
pipeline. GReX significantly outperforms Re2 by
44.8% in nDCG@50, 32.8% in Recall@50, and
39.8% in Retrieval F1@50. We also observe a syn-
ergistic effect between ReX and LGNN. For exam-
ple, in nDCG@10, ReX and LGNN individually
improve Re2 by 3.24%p and by 3.65%p, respec-
tively, whereas GReX achieves a larger improve-
ment of 10.53%p, exceeding the sum of individ-
ual improvements. This indicates that the LGNN
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nDCG@n Recall@n Retrieval F1@n

Methods

n=5 n=10 n=50 n=5 n=10 n=50 n=5 n=10 n=50
Retrieve
TF-IDF 15.59 18.31 22.26 25.28 32.43 48.67 11.47 8.75 3.05
BM25 14.14 16.67 19.86 23.50 29.66 44.08 10.48 8.14 2.57
enc-bi 13.68 14.69 18.70 22.75 25.97 41.40 10.40 6.81 2.65
Retrieve-then-rerank
Re2 16.38+1.48 20.38+1.97 26.09+£0.98 24.00+1.65 35.15+3.64 57.71+x1.34 12.01£0.81 9.91+0.83  3.67+0.09
Re2+LGNN 20.55+2.55 24.03+£2.37 29.58+1.85 27.44+4.41 36.86+2.35 59.27+0.40 13.46£2.00 10.47+0.78 3.79+0.00
ReX+Re2 18.02+0.71 23.62+1.13 31.62+0.45 28.37+2.21 43.84+3.14 74.98+0.88 13.99+0.91 12.5240.61 4.94+0.05
GReX (ours) 25.27+0.95 30.91+1.51 37.79+1.00 34.88+1.35 50.34+2.83 76.65+1.05 16.82+0.57 13.99+0.90 5.13+0.07

Table 3: Performance (%) across all Steps. The best and second results are highlighted in bold and underline,
respectively. enc-bi denotes Re2 without reranking. The four retrieve-and-rerank methods are detailed in Section 4.2.

reranker provides higher-quality scores than the
naive reranker in Re2, which in turn enhances the
quality of Ay, selected by ReX.

ReX+Re2 performs worse than Re2+LGNN
at smaller values of n(e.g., nDCG@5 and
nDCG@10), where accurate reranking is more
critical, due to its reliance on Re’s naive
reranker. In contrast, at larger n (e.g., nDCG@50),
where expanding A;,,x becomes more important,
Re2+LGNN performs worse than ReX+Re2, since
Re2 (i.e., Step 2) does not expand A;,pk. Further
details are in the Error Analysis in Section 5.4.

5.2 ReX on synthetic C

To evaluate the robustness of ReX, we construct
and use a synthetic conflict set Cyy,, instead of us-
ing C. Specifically, we collect all distinct articles D
from the training data S, excluding those used as
test query articles, and compute Cyy,, = {(a;, a;) |
a; € DA aj € Awpi(a;) A prob(rank(a;, a;)) >
0.5}, indicating article pairs with relatively high
likelihood of conflict. Here, A;yk(a;) denotes
Aqopi retrieved by enc-bi using a; as the query.
Table 4 presents the performance when using
Cyyn- Results for Re2+LGNN are omitted, since it
does not use the conflict set. ReX+Re2 yields lower
performance than Re2 under Cjy,, due to a funda-
mental difference between the LGNN reranker and
Re2’s naive reranker: the former captures external
definitions in articles, whereas the latter does not.
In contrast, GReX significantly outperforms both
Re2 and ReX+Re2 even when using Cy,,, owing to
the improved quality of Ay, and the synergistic
effect between ReX and LGNN described above.

5.3 Other baselines in LACD

To validate the effectiveness of our methods,
we additionally compare them against a well-
known A refinement method: Pseudo Rele-
vance Feedback using Rocchio algorithm (Rocchio-

Methods nDCG@n

n=5 n=10 n=50
Re2f 1638 2038 26.09
ReX+Re2 using Cyy, 1341 1847 2549
ReX+Re2 using C' 18.02 23.62 31.62
GReX using Cqyn 21.54 2629 32.16
GReX using C t 25.27 3091 37.79

Table 4: Performance comparison of ReX using C and
Cyyn- T indicates results reported in Table 3.

PRF) (Rocchio Jr, 1971; Croft and Harper, 1979;
Gao et al., 2023). In this experiment, Rocchio-PRF
updates the query vector v,,, as follows:

Vaq = (Vaq + Z Vai)/(k + 1)

a;€ -Ampk

After this update, A is re-retrieved using the
new v, . Since Rocchio-PRF enhances Aopi (€.,
improve Step 2), there are two possible combi-
nations: (1) Rocchio-PRF+Re2 (Rocchio-PRF at
Step 2 and Re2 at Step 3), and (2) Rocchio-
PRF+LGNN (Rocchio-PRF at Step 2 and LGNN
reranker at Step 3).

Table 5 presents the performance of the
Rocchio-PRF variants, along with Re2 and our
GReX. GReX significantly outperforms both
Rocchio-PRF variants. ReX+Re2 ranks second,
highlighting the contribution of ReX. Among the
Rocchio-PRF variants, Rocchio-PRF+LGNN out-
performs Rocchio-PRF+Re2, demonstrating the
effectiveness of LGNN not only within the Re2
pipeline but also when applied to the Ay, set re-
fined by Rocchio-PRF.

5.4 Category-wise performance analysis

Categorization of Articles: We categorize all
unseen conflict pairs {(aq,¢;)} for all 89
queries (150 = 1.69 x 89 pairs in total) in Ta-
ble 2(middle) into four groups: Criminal (78 pairs),
Mention (12 pairs), Both (18 pairs), and Neither (42
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Methods nDCG@n

n=5 n=10 n=50
Re2! 1638 2038  26.09
Rocchio-PRF + Re2 1345 17.19 21.82
Rocchio-PRF + LGNN  16.51 19.52  23.90
ReX+Re2! 18.02 23.62 31.62
GReX' 2527 3091 37.79

Table 5: Performance comparison between Rocchio-
PRF and GReX. } indicates results reported in Table 3.

pairs). Criminal indicates that both a4 and a; be-
long to the Criminal Act; Mention denotes that
there is a mention relationship between a4 and a;;
Both refers to pairs that satisfy both conditions; and
Neither denotes pairs that satisfy neither. This cate-
gorization is based on the relevance of the Criminal
Act, which is the main focus of this study, and the
observation that a pair of conflict articles includ-
ing a mention relationship is relatively difficult to
retrieve using enc-bi.

Figure 5 shows an example of a conflict pair
in the Mention category. Article 324-2 provides
a self-contained crime description, allowing enc-bi
to generate an accurate semantic representation. In
contrast, Article 324-4 references external defini-
tions in Article 324-2, resulting in an inaccurate
semantic representation. Consequently, the seman-
tic similarity between both is low, hindering Re2
from retrieving one given the other as a query.

Criminal Act

Article 324-2 (Coercion by Hostage)

A person who arrests or confines another or obtains or maintains
another [...] shall be punished by imprisonment with labor for
a limited term of at least three years.

Article 324-4 (Murder of Hostage)

If a person who has committed the crime as prescribed in
+Article 324-2, murders the hostage, the person shall be punished
by death or imprisonment for an indefinite term. [...]

Figure 5: Example of conflict pairs in Mention category.

Analysis by Category: Figure 6 shows Recall@50
results for four methods across the four categories.
GReX consistently outperforms Re2, demonstrat-
ing its effectiveness across diverse article types.
Both Re2 and Re2+LGNN exhibits the lowest per-
formance in the Mention category. This is because
Re2’s naive retriever inherently struggles to retrieve
conflicting articles including mention relationships,
as explained above, resulting in low-quality Ajx.

The result of Re2+LGNN indicates that using
the LGNN reranker alone does not improve per-
formance for this category. The LGNN reranker
is designed to compensate for contextual deficien-

cies caused by mention relationships through GNN-
based propagation. However, as shown in Figure 6,
Article 324-4 mentions Article 324-2, and interpret-
ing the former requires only the content of the lat-
ter, which is already provided to enc-cross without
GNNs. Thus, the benefit of additional propagation
is minimal in such cases.

In contrast, Figure 6 show that both ReX+Re2
and GReX achieve their best performance in the
Mention category among all categories. It is be-
cause ReX significantly enhances the quality of
Ajopic through reranking (Step 2-2), which effec-
tively leverages mention relationships. GReX does
not further improve performance over ReX+Re2
for the same reason as Re2+LGNN.

m Criminal = Both mMention mNeither
- 100%
@ 75%
% 50%
§ 25%
0%
Re2 Re2+LGNN ReX+Re2 GReX

Figure 6: Recall@50 of methods for four categories.

6 Related works

Legal article retrieval: Legal article retrieval,
which focuses on finding relevant legal articles
given a query, has been extensively studied (Louis
and Spanakis, 2022; Paul et al., 2022; Louis et al.,
2023; Su et al., 2024; Chen et al., 2025). The re-
trieved articles are widely used in downstream le-
gal NLP tasks, such as legal QA and judgment
prediction (Louis et al., 2024; Qin et al., 2024).
Some prior studies have improved retrieval perfor-
mance by applying GNNs to article hierarchy or
article—case graphs (Paul et al., 2022; Louis et al.,
2023). However, these methods are not applicable
to the conflict detection task.

Korean legal NLP: Recent studies in Korean le-
gal NLP have explored various tasks, such as
LJP (Hwang et al., 2022), legal reasoning (Kim
et al., 2024a,b), and response evaluation in the le-
gal domain (Ryu et al., 2023). However, no prior
work has addressed legal article retrieval or conflict
detection, nor has any dataset included mention
relationships similar to our LMGraph.

7 Conclusions

In this paper, we proposed a new legal NLP task,
Legal Article Conflict Detection (LACD), and con-
structed a dedicated dataset for it. We propose a
novel retriever, GReX, which integrates two key
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techniques: ReX and the LGNN reranker. Experi-
mental results demonstrate that GReX significantly
outperforms existing retrievers on the LACD task.

Limitations

In this paper, we propose GReX as a solution to ad-
dress the problem of legal conflict detection. How-
ever, our approach has several limitations:

First, our methodology has only been validated
within the domain of criminal law in Korea. Korean
criminal law is one of the most extensively stud-
ied areas related to legal conflict, and it provides
a convenient basis for dataset creation. However,
it is necessary to expand this research to other do-
mains, such as civil, building or administrative law,
to address legal conflict comprehensively in the
future.

Second, our LMGraph only incorporates men-
tion relationships between articles as edges. For
example, methods like G-DSR (Louis et al., 2023)
utilize tree structures within laws as links, which
our approach does not include. Whether incorpo-
rating such tree structures could effectively solve
the LACD problem remains out of scope for this
work and requires future investigation.

Lastly, our study focuses exclusively on conflicts
between articles that contain one or more rules.
Conflicts involving articles without rules (e.g., defi-
nitional conflicts) are beyond the scope of this work
and remain an open area for future research.

Ethical considerations

Language models have inherent issues with halluci-
nation and the potential to generate biased outputs.
In particular, when identifying conflicts, models
may incorrectly retrieve relevant legal articles. Fur-
thermore, although the term conflict generally car-
ries a negative connotation, this does not imply that
a conflicting legal article is inherently problematic
or should necessarily be deleted. Under Korean
law, as detailed in Appendix A.5, there are some
procedures to resolve such conflicts. Indeed, some
articles are explicitly drafted with the potential for
conflict in mind.

The mention relationships in law was obtained
by crawling data from the official website of the
Ministry of Government Legislation. According
to Article 7 of the Copyright Act in Korea, legal
provisions and compilations of laws created by the
government (including link information) are not
protected as copyrighted works.
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A Appendix

A.1 Examples for article conflict

In this section, we provide some examples which
well explain our definitions in Section 2.1.

Example 1. We can represent Article 205 in Fig-

ure 1 and its example case c; as follows:

c1 = Bob smoked opium in his house.

Criminal Act Article 205 (Posses-

ay = . o
sion of Opium, . million won.
e Is a person possesses something?
1= . . .
Is something € opium V morphine - - - ?

p1 = Less than five million won fine
V Less than one year imprisonment.

r1 = rule(pi, X1), 11 C aq

Since Bob smoked (a proposition about possession
in A7) opium (a proposition regarding opium V
morphine V - - - in A7), all propositions in & hold
in ¢y, and thus, case c; is judged as p;.

Example 2. We can represent Article 201 in Fig-
ure 1 as follows:

Criminal Act Article 201 (Smoking

az = . .. .
Opium and Provision ... morphine.
¥ Is a person uses something?
2= . . .
Is something € opium V morphine?

p2 = Labor not more than five years.

ro = rule(pa, X3), 72 C ag

Here, possesses X includes uses Xs, and opiumV
morphine - - - X1 includes opium \V morphine Xs,
establishing that X includes Xs. Since p1 # po,
rules 71 and o conflict, and consequently, articles
a1 and as also conflict.

Example 3. In Figure 1, Narcotics Control Act
Article 60 mentions Article 2 of the same act.

A.2 Why ReX is powerful in LACD?

In this section, we explain the effectiveness of the
ReX method in the LACD task in terms of the tran-
sitive structure of conflicts among legal articles.
Consider a query article ay, a conflicting article
a1 detected by the reranker, and another article as
known to conflict with a;. Moreover, if the follow-
ing three conditions hold, then conflict(a,, az) is
guaranteed:

1. ap contains exactly one rule 71 (e.g., Criminal
Act Article 205 in Figure 1).

r1 = rule(p1, X1) C aq

2. There exist rules

rq = rule(py, Xy) T aq
ro = rule(pa, X2) C a9

such that either X D> A7 D A&, or &, D
X1 D Ab, inducing a conflict.

3. pq # P2

Proof. Here, rule(py, X,) and rule(ps, Xs) conflict,
as Xy C Ay or Xy C Xg; and p; # po (from
the condition 2 and 3). From the definition 2-2 in
Section 2.1, conflict(aq, az). W

For example, if a, conflicts with a1 because it
adjudicates a strict subset of cases, then any larger
article ag whose scope includes that of a; will also
conflict with a,.

To validate this empirically on our dataset S, we
define and compute:

* P;: the probability that a randomly chosen
pair (a1, a2) € S is conflict;

* Py: the conditional probability that (as, ag) is
conflict given (aq,a2) € C;

* Prc: the conditional probability that (a1, as)
is conflict given both (a1, a2), (ag, as) € C.

We obtain

P =943%, Py=212%, Prc=170.4%.

This dramatic increase in Pp¢ stems from the tran-
sitive conflict relationships inherent in LACD, ex-
plaining why ReX is especially powerful in this
domain.

A.3 Justification of Step 2-2 in ReX

In this section, we justify article selection policy
in Step 2-2, which is determined as follows, where
min = minimum({rerank(aq, a;)|a; € Awpi})-

Afitter ={ai € Asgpi|rerank(ag, a;) >min/ Ppc}
In the following explaination, we simply denote
conflict(aq, a;) as c(aq, a;).

Justification. For the query article a, and the re-
trieved article a; € Apk, our goal is to deter-
mine whether as conflicts with a, without using a
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rerank(ag, a,)

@,
I (a,az) €C

Figure 7: An example of article expansion in ReX.

reranker. As described in Section 2.2, the reranker
returns a probability that represents the likelihood
of a conflict between a, and a;. Ideally, we can in-
terpret P(c(aq,a1)) = rerank(aq, a1). By Bayes’
theorem:

P(C<aq7a2))
=P(c(aq,a1)Ac(ar,a2)) - P(c(ag,a2)|c(ag,ar)A
c(ar,a2)) +P(=(c(ag.a1) Ac(ar,az)))-

P(c(ag,a2) [ ~(c(agar) Ac(ar,a2)))

By ignoring the case where the triadic closure
assumption does not hold, we can derive a conser-
vative lower bound as follows:

P(e(ag,a2)) =
Pelag.an) Aclaran)Plelag.alelag.ar) Aclar az)
Our main idea is to apply a naive Bayes approxi-

mation, assuming independence between conflicts.
Under this assumption, we can write:

P(c(ag,a1) Ae(ar,az)) = P(c(aq,a1))P(c(ar,az))

Furthermore, we generalize P(c(aq,a2) |
c(ag,a1) Ne(ar, az)) to Pre, as introduced in Sec-
tion 3 and Appendix A.2. Therefore:

P(c(aq,a2)) > rerank(aq, a1) - Prc

In Step 2-2, our goal is to selectively expand
Aqopk- To ensure that the expected probability for
each selected ag is greater than the minimum prob-
ability in Ay (i.e., min), the following must hold:

P(c(aq,az)) > rerank(aq, a1) - Prc > min
Hance, we conclude:
rerank(agq, a1) > min/Prc [

A.4 Data collection criteria
1. Article aq is in the Criminal Act and has a
mention relationship with a9, or vice versa.

2. Both a; and ay appear in one of the acts about
crimes.

3. Either criteria 1 or 2 holds for a1, and as has
a high similarity score with a; according to
enc-bi.

The term acts about crimes means following acts.
These are selected based on the Korean Bar Exam
guidelines:

e Criminal Act

* Act on Special Cases Concerning the Punish-
ment of Sexual Crimes

* Act on the Aggravated Punishment of Specific
Economic Crimes

* Act on the Aggravated Punishment of Specific
Crimes

¢ Punishment of Violences Act

e Act on the Protection of Children and Youth
Against Sex Offenses

A total of 1,081 pairs were collected based on
the first criterion, while the remaining 1,172 and
1,921 pairs were gathered using the second and the
third criterion, respectively.

A.5 Conflicts in the real world
A.5.1 Hierarchy of laws

In Korea, a legal article is included in Acts if and
only if the article is enacted by national assembly
of Korea. Otherwise, it is classified differently (e.g.,
enforcement degree, enforcement rule). There ex-
ists a hierarchy among Acts, enforcement decrees,
and enforcement rules, with Acts being the most
authoritative. In Korea, if two legal articles of dif-
fering hierarchy conflict, the lower article must be
ignored. In this study, we exclusively focus on ar-
ticles within Acts, and LMGraph contains 79,615
articles that meet this criterion.

A.5.2 Solving conflicts in Korea

In Korea, if articles a; and a9 conflict with each
other, and able to judge some case ¢, one of them
is invalidated (i.e., ignored in the judgment). There
are two principles to solve conflicts as follows*:

1. A new law overrides an old law (lex posterior
derogat priori)

3Supplementary Acts for Bar Exam, Ministry of Justice,

2011.
“The supreme court of Korea, 8856856, 1989. 9. 12.
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2. A specific law overrides a general law (lex
specialis derogat leges generales)

We explain each principle in Example A.1 and Ex-
ample A.2, respectively.

Example A.1. Criminal Act 201 and Narcotics
Act 60. As we explained in Section 1, Criminal
Act 201 and Narcotics Act 60 conflict with each
other, and thus a crime of using opium is judged by
both articles. In terms of time, Criminal Act 201 is
relatively old (enacted in 1953) than Narcotics Act
60 (enacted in 2000). Thus, according to principle
(1), Narcotics Act 60 overrides Criminal Act 201
(i.e., Criminal Act 201 is ignored in this case).

Example A.2. Criminal Act 201 and Criminal Act
205. For the case c; in Example 1, Section 2.1,
we can apply not only Criminal Act 205, but also
Criminal Act 201 because bob smoked (the same as
used) opium in his house. Therefore, Criminal Act
201 and 205 are conflict with each other and able
to judge c;. From the descriptions of each article,
Criminal Act 205 judges more general cases than
Criminal Act 201 (details are in Example 2, Section
2). Thus, according to principle (2), Criminal Act
201 overrides Criminal Act 201 (i.e., Criminal Act
201 is ignored in this case).

A.5.3 Quality evaluation question

We consulted legal experts to verify two aspects of
the constructed LACD dataset: (1) whether pairs
were correctly labeled concerning conflicts under
Korean criminal law, and (2) whether pairs accu-
rately met the defined criteria for Legal Article
Conflicts. As a result, we confirmed that 94% of the
dataset pairs were correctly constructed according
to criterion (1), and 100% were correctly labeled
according to criterion (2).

A.5.4 Articles without rules

Some statutes do not adjudicate real cases; instead,
they merely define specific terms or state the pur-
pose of the Act. Such statutes therefore do not con-
tain rules. For example, in Figure 1, Article 2 of the
Narcotics Act only defines terminology and thus
does not contain any rules that adjudicate cases.
In our dataset, 47 out of 350 articles of the Ko-
rean Criminal Act (13.4%) do not contain rules.
Although Definition 2 in Section 2.1 allows for the
possibility that an article without rules could con-
flict with another article, such conflicts are beyond
the focus of this paper.

A.6 Details of training and testing

Notations: In Section 4.1 and Section 4.3, we de-
fine two sets of article pairs, C and S, which are
derived from the test and validation sets, respec-
tively. These sets are defined as follows:

* S: Identical to the training set. It includes both
conflicting and non-conflicting article pairs.

* C: Consists of only conflicting pairs drawn
from the training and test sets. For (aj,as) €
C, we augment C by adding (a2, a;) in C (com-
mutative law).
In the LACD dataset, the sizes of the sets are
|S| = 226 4+ 2,278 = 2,504 and |C| = 690 (see
Table 2).

Hyperparameters: Table 6 shows the settings of
our experiments.

Setting Value
General settings
Optimizer Adam (Kingma and Ba, 2015)
Warmup steps 500
Weight decay 0
Batch size per device 16
SEED 0,1,2
Training enc-cross |
learning rate 5.107°
epochs 10
ReX |
Prc 0.704
“Others |
Context length 512 (Klue/RoBERTa)
2048 (KoBigBird)
prob in Step 3 one layer FFNN and sigmoid function

Table 6: Summary of experimental settings. Here, FFNN
means Feed Forward Neural Networks.

Model size and computational resources: The
two models in our experiments, KoBigBird (enc-
bi) and Klue/RoBERTa (enc-cross), contain 114
million and 111 million parameters, respectively.
All experiments are conducted on a single machine
equipped with eight NVIDIA TITAN RTX GPUs.
We train four different rerankers, each with three
independent runs. The total computational cost
amounts to 16 GPU hours on an NVIDIA TITAN
RTX.

A.7 LGNN reranker for other Korean legal
NLP benchmarks

As discussed in Section 6, there is currently no
publicly available benchmark for article retrieval
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in the Korean legal NLP domain. Thus, to fur-
ther evaluate the generalizability and effective-
ness of the proposed LGNN reranker beyond the
LACD task, we apply it to a different Korean
legal NLP benchmark. Specifically, we utilize
the statute_classification_plus dataset from
the LBox-Open benchmark (Hwang et al., 2022),
which is originally formulated as a multi-label clas-
sification problem. We converted it into a binary
classification setting to align it with our reranking
step.

Table 7 shows the performance comparison be-
tween naive and LGNN reranker at the LBox-Open
dataset. Our LGNN reranker achieved F1 score
improvement of 2.5%p, and The results show the
effectiveness of the LGNN reranker in other Ko-
rean legal NLP tasks.

Reranker method F1 Acc. ROCAUC
Re2 reranker 78.8 91.6 94.2
LGNN reranker (Ours) | 81.3 934 95.3

Table 7: Performance (%) of LGNN reranker on the
statute_classification_plus task in the LBox-
Open benchmark. We use KLUE/RoBERTa-base as both
enc-cross and enc-bi. Since the original dataset contains
only positive (true) pairs, we generate negative (false)
pairs by using high BM25-scored articles. We utilize
10% of training pairs for training reranker.

A.8 Evaluation metrics

We evaluate retrieval performance using three
macro-averaged metrics at various cut-off levels
n: Recall@n, nDCG@n, and Retrieval F1 @n. Let
Q be the set of all queries (size Ng = |Q|), and
for each query a, € Q, let:

* Rel,, be the set of true (relevant) articles,

. Retg;) be the set of top-n retrieved articles.

Macro-Recall@n: For each query a4, the
Recall@n is

(k)
Recall@k(aq) = [Reta, O Rel,|
‘Relaq‘

Then, the macro-Recall @n is:

1
Macro-Recall@n = No %:QRecall@k(aq)
Aq

Macro-nDCG @n: Define the Discounted Cumu-
lative Gain (DCG) for query a4 at rank n as

n

DCG@n(aq) = Z

=1

2relaq7i _ 1
logy (i + 1)

where rel,; = 1 if the i-th retrieved item is rel-
evant, and 0 otherwise. Let IDCG@n/(a,) denote
the maximum possible DCG@n under an ideal
ranking. Then

DCG@n(aq)

nDCGQAn(aq) = IDCG@n(ay)

and the Macro-nDCG@n is:
1
Macro-nDCG@Qn = N, gg nDCG@n(ay)
Qg

Macro Retrieval F1@n: For each query a4, define

Ret") N Rel
P@an(aq) = —‘ 2 aq‘.
n

Then the per-query F1@k is

2 PQn(aq) Recall@n(ay)

F1 =
anlaq) Pan(aq) + Recall@n(ay)

and the macro-retrieval F1 @n is

1
N7Q Z Fl@n(aq)
qeQ

Macro-F1@Qn =

A.9 Significance test for the main results

To assess whether the observed improvements of
GReX over the baseline Re2 are statistically signif-
icant, we conduct paired Student’s t-tests for each
metric, following the procedure described in Ur-
bano et al. (2019). The null hypothesis H assumes
no performance difference between GReX and Re2,
while the alternative hypothesis [ assumes a dif-
ference exists. Formally, we define:

Hy : pua =0 (no difference)
Hy : pua # 0 (significant difference)

where A; = XORX _ XRe2 denotes the paired
per-query difference between the two systems.
For each metric, we use the
scipy.stats.ttest_rel function to per-
form a paired t-test. Table 8 shows p values for
each metric. From the results, for all metrics, the
two-tailed p-values are below the significance
threshold of 0.05. Therefore, we reject the null
hypothesis and conclude that GReX significantly
outperforms Re2 across all evaluation metrics.
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Metric GReX Re2 p

nDCG@5 2527+095 16.38+1.48 0.0332*
nDCG@10 3091 +1.51 20.38+1.97 0.0376*
nDCG@50 3779 +1.00 26.09+0.98 0.0138 *
Recall@5 3488 +1.35 24.00+1.65 0.0212*
Recall@10 50.34 +£2.83 35.15+3.64 0.0224 *
Recall@50 76.65+1.05 57.71+1.34 0.0078 *
Retrieval F1@5 16.82 +0.57 12.01 £0.81 0.0069 *
Retrieval F1@10 13.99+0.90 9.91+0.83 0.0295 *
Retrieval F1@50 5.13+0.07 3.67+0.09 0.0059 *

Table 8: Paired t-test results comparing GReX and Re?2.

Asterisks denote p < 0.05.
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