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Abstract

Legal interpretation frequently involves assess-
ing how a legal text, as understood by an ‘or-
dinary’ speaker of the language, applies to the
set of facts characterizing a legal dispute. Re-
cent scholarship has proposed that legal practi-
tioners add large language models (LLMs) to
their interpretive toolkit. This work offers an
empirical argument against LLLM-assisted inter-
pretation as recently practiced by legal scholars
and federal judges. Our investigation in En-
glish shows that models do not provide stable
interpretive judgments and are susceptible to
subtle variations in the prompt. While instruc-
tion tuning slightly improves model calibration
to human judgments, even the best-calibrated
LLMs remain weak predictors of human native
speakers’ judgments.
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