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Abstract

The rise of influencer marketing has blurred
boundaries between organic content and spon-
sored content, making the enforcement of le-
gal rules relating to transparency challenging.
Effective regulation requires applying legal
knowledge with a clear purpose and reason,
yet current detection methods of undisclosed
sponsored content generally lack legal ground-
ing or operate as opaque “black boxes.” Using
1,143 Instagram posts, we compare gpt-5-nano
and gemini-2.5-flash-lite under three prompting
strategies with controlled levels of legal knowl-
edge provided. Both models perform strongly
in classifying content as sponsored or not (F1
up to 0.93), though performance drops by over
10 points on ambiguous cases. We further de-
velop a taxonomy of reasoning errors, showing
frequent citation omissions (28.57%), unclear
references (20.71%), and hidden ads exhibit-
ing the highest miscue rate (28.57%). While
adding regulatory text to the prompt improves
explanation quality, it does not consistently im-
prove detection accuracy. The contribution of
this paper is threefold. First, it makes a novel
addition to regulatory compliance technology
by providing a taxonomy of common errors
in LLM-generated legal reasoning to evaluate
whether automated moderation is not only accu-
rate but also legally robust, thereby advancing
the transparent detection of influencer market-
ing content. Second, it features an original
dataset of LLM explanations annotated by two
students who were trained in influencer mar-
keting law. Third, it combines quantitative and
qualitative evaluation strategies for LLM ex-
planations and critically reflects on how these
findings can support advertising regulatory bod-
ies in automating moderation processes on a
solid legal foundation.

1 Introduction and background

The rapid rise of social media has made influencer
marketing a central strategy for brands seeking to

shape followers’ purchasing decisions through in-
fluencers’ reach and credibility (De Veirman et al.,
2017). While effective at enhancing trust and en-
gagement, this strategy is often opaque, as influ-
encers generally avoid disclosures to maintain au-
thenticity or protect follower engagement. Con-
sequently, sponsored content is frequently hidden
or inadequately disclosed (Ershov and Mitchell,
2020), limiting the consumers’ ability to recognise
advertising1 and making regulatory oversight diffi-
cult.

Distinguishing ads from organic posts can be
ambiguous (Figure 1); tagged brands may signal
sponsorship or merely personal preference. Even
with close scrutiny, regulators can misjudge cases,
risking unfair penalties for legitimate influencers
and causing complaints, as seen in (Code, 2023c)
before the Dutch self-regulatory body Stichting
Reclame Code (SRC)2, where an independent jury
justified its decision using legal reasoning.

The lack of transparency in influencer market-
ing is the largest issue consistently identified by
self-regulatory bodies (Code, 2025; Practice, 2025;
Almed, 2024). Self-regulators are industry organi-
sations that make private rules for businesses. The
main challenge for such bodies trying to measure
compliance with their own rules in practice is the
sheer amount of social media posts that can poten-
tially contain commercial content. The fact that
social media platforms do not allow anyone to thor-
oughly search their databases further complicates
the enforcement of transparency standards. For
practitioners, separating organic content from ads
is the first step in assessing the compliance of in-
fluencer marketing with advertising law and self-
regulatory codes. This is a laborious process that
requires experts to spend their time viewing social
media posts that might not contain any advertising.

1This paper uses the terms advertising, sponsored content
(posts), and ads interchangeably

2https://www.reclamecode.nl/over-de-src/over-de-src/
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Figure 1: Example of an Instagram post that may be
sponsored due to the presence of tagged brands.

Commercially available software platforms aid in
this process by using keyword filters3, which are
usually not accurate enough to eliminate all organic
posts from a sample.

In response to these challenges, computational
research has sought to automate the detection of
undisclosed ads (Zarei et al., 2020; Kim et al., 2021;
Martins et al., 2022; Mathur et al., 2018; Bertaglia
et al., 2023, 2024), but current methods face two
limitations: (1) they often lack a solid legal foun-
dation, exposing regulators to pushback in relation
to their decisions, and (2) they prioritise accuracy
over explanation (Rogers et al., 2023). Without a
reasoning process, detection systems risk crossing
boundaries that may conflict with free speech or
other protected interests (Huang, 2025).

Large Language Models (LLMs) may offer
promising ways to address both of these gaps. They
can be prompted to reference relevant legal rules
and provide explanations for their outputs, which
makes the results more transparent and easier to
interpret (Louis et al., 2024). At the same time,
LLMs are prone to errors (e.g. hallucinations,
weak grounding (Dahl et al., 2024; Bang et al.,
2025)). This paper explores the potential of LLMs
for detecting undisclosed influencer marketing by
examining how they identify hidden advertising
and evaluating the quality of their accompanying
legal reasoning. Our main contributions are (1) a
taxonomy of common errors in legal reasoning gen-
erated by LLM, extending previous research to a
complex domain-specific context, namely, the de-
tection of undisclosed advertisements on social net-
works, which also serves as a broader example of
automatic compliance monitoring; (2) an original
dataset of LLM explanations annotated by two stu-
dents who were trained in influencer marketing law;
(3) a demonstration of quantitative and qualitative
evaluation strategies for LLM explanations and crit-
ically reflects on how these findings can support
advertising regulatory bodies in automating mod-

3For example, https://www.influencermonitor.com/

eration processes on a solid legal foundation. In
general, our multidisciplinary approach, combining
legal expertise with computer science, advances re-
search on sponsored content detection and offers
practical insights directly applicable to the industry.
Finally, we make our material (data, code, annota-
tion results) available.4

2 Related Work

2.1 NLP and sponsored content detection

Recent advances in detecting hidden advertise-
ments on social media leverage both rule-based
and machine learning approaches (Gui et al., 2025;
Bertaglia et al., 2025). Rule-based methods detect
explicit cues such as coupon codes or campaign
hashtags like ‘#ad’ with high precision (Santos Ro-
drigues et al., 2021; Swart et al., 2020), but struggle
with implicit or unconventional disclosures. Ma-
chine learning methods, in contrast, capture com-
plex, context-dependent patterns from annotated
datasets. For example, Kim et al. (2021) combined
textual, visual, and social network features to im-
prove detection, Zarei et al. (2020) identified a
notable share of undisclosed Instagram promotions,
and Kok-Shun and Chan (2025) used GPT-4o to de-
tect sponsored YouTube segments with high accu-
racy. Despite these gains, a shared limitation is that
such models largely operate as black boxes, pro-
ducing accurate predictions without interpretable
reasoning.

2.2 LLM and legal texts

Parallel to advances in sponsored content detection,
research has explored the ability of LLMs to pro-
cess legal text across tasks such as legal question
answering (Yuan et al., 2024), judgment predic-
tion (Medvedeva and Mcbride, 2023; Chalkidis
et al., 2022), contract review (Hendrycks et al.,
2021), and legal reasoning (Guha et al., 2023), with
reviews summarising tasks, datasets, methods, and
challenges (Katz et al., 2023; Ariai and Demar-
tini, 2025). General-purpose LLMs like GPT-4 and
Claude perform well only after fine-tuning on le-
gal examples (Blair-Stanek et al., 2024), motivating
benchmarks that consolidate legal tasks into unified
evaluation frameworks (Guha et al., 2023; Fei et al.,
2024) or building more interpretable legal question
answering models using a Retrieval-Augmented
Generation (RAG) approach (Louis et al., 2024).

4https://github.com/HaoyangGui/Evaluating-LLM-
Generated-Legal-Explanations
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Related work has also examined LLM reasoning in
legal adjacent domains, where the study is not only
on the legal text but its application on real-world,
real-user data, such as policy interpretation (Pałka
et al., 2025; Palla et al., 2025) and content mod-
eration (Kolla et al., 2024), highlighting both the
potential and challenges of applying LLMs to spe-
cialised, rule-governed contexts similar to law.

2.3 Evaluating LLM output with legal
knowledge

Recent research has moved beyond measuring the
raw accuracy of LLMs in legal and policy-related
tasks to evaluating the trustworthiness and quality
of their explanations (Huang, 2025; Zhang et al.,
2024; Calderon et al., 2025). Across domains such
as legal reasoning (Kang et al., 2025; Mishra et al.,
2025), policy enforcement (Pałka et al., 2025), and
content moderation (Kolla et al., 2024), a key chal-
lenge is how to systematically assess LLM outputs
in relation to legal knowledge. Despite this growing
interest, progress is hindered by the lack of specific
datasets that provide legally-informed annotations,
which are critical for accurate benchmarking and
systematically assessing both classification perfor-
mance and the quality of generated legal reasoning.

Traditional evaluation metrics, such as accuracy,
F1 score, and correlation, provide a baseline to as-
sess classification performance (Bavaresco et al.,
2025; Ashktorab et al., 2025; Tan et al., 2025; Traut-
mann et al., 2024), but they fail to capture LLMs’
ability to understand context and nuance (Huang,
2025). Some studies incorporate lexical and seman-
tic similarity (Vats et al., 2023), while broader com-
putational metrics examine conflict rates among
LLM annotators (Wang et al., 2024), plausibil-
ity and faithfulness of explanations (Shailya et al.,
2025), groundedness (Trautmann et al., 2024), and
stability (Blair-Stanek and Durme, 2025), often
combined with statistical agreement with human
experts (Chiang and Lee, 2023; Calderon et al.,
2025).

Recognising that neither automated nor human
judgments are perfectly accurate, recent work em-
phasises transparency in LLM-generated output,
assessing qualities such as consistency, coherence,
and informational richness (Golovneva et al., 2023;
Prasad et al., 2023; Patel et al., 2024), alongside
manually identifying reasoning errors (Li et al.,
2023; Tyen et al., 2024; Mishra et al., 2025). For
instance, Mishra et al. (2025) develops an error
taxonomy for legal reasoning and methods to au-

tomate error detection. Collectively, these studies
highlight that while LLMs show promise for le-
gal and self-regulatory tasks, their out-of-the-box
performance is limited, and fine-tuning is often re-
quired. Crucially, prior research has not extended
these evaluation frameworks to complex, domain-
specific contexts, such as legal interpretation in
detecting undisclosed advertisements on social me-
dia, which is a key gap in compliance detection.

3 Study design and methodology

In this study, we evaluate how different LLMs clas-
sify influencer content and produce legal reasoning
to justify their identification of advertising in the
Dutch context. To this end, we created a dataset
consisting of three types of content: disclosed ad-
vertisements, hidden advertisements, and organic
posts (details are provided in the following section).
The dataset is first fed into three different LLMs
under three prompting strategies. Each model pro-
duces two outputs: (1) a binary classification in-
dicating whether the post constitutes an advertise-
ment, and (2) an accompanying explanation with
legal reasoning to justify the decision. Then, for all
posts and each type of content, we use two methods
to examine the outputs:

Quantitative evaluation: We assess advertise-
ment/organic content classification performance
using standard classification metrics. This enables
performance comparisons both within and across
categories, and allows us to select the two best-
performing models to proceed to the next step.
Limiting further evaluation to these top-performing
models helps avoid redundant comparisons and
streamlines the analysis process. As a baseline,
we use a TF-IDF (unigrams, bigrams) representa-
tion combined with logistic regression, employing
an 80:20 train-test split. We did not include other
deep learning models, such as BERT, as prior work
suggests that they perform even worse in this con-
text (Bertaglia et al., 2023).

Qualitative evaluation: We manually select bal-
anced representative cases from each content type.
Research assistants review the explanations by rat-
ing their helpfulness and annotating error types.
This reveals systematic patterns linking specific
errors to content types and prompting strategies.
We also provide a case analysis, where a senior
legal researcher reflects on the textual quality of a
selection of outputs.
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3.1 Dataset

The dataset used in this study originates from Gui
et al. (2024) and comprises 300,199 posts by in-
fluencers registered in the Dutch Video-Uploader
Registry 5. For the purposes of this research, we
focus exclusively on Instagram as the platform of
interest and restrict our analysis to posts written
in English. In line with the standards established
by Gui et al. (2024), we adopt the same criteria for
identifying sponsorship disclosures. Specifically,
we only include posts with so-called ‘green disclo-
sures’ (legally sufficient disclosed advertisement),
which meet the legal requirements set out in the
Dutch Advertising Code, resulting in 592 posts.

To construct a dataset for classification purposes,
we then randomly sample an equal number of posts
without green disclosures drawn from the same set
of influencers (15 or the maximum number of posts
by each), resulting in 551 posts. These posts may
contain either sponsored content or not; therefore,
three domain experts annotated these posts, dis-
tinguishing between hidden advertisements and or-
ganic content. The final labels are assigned through
a two-step process: two domain experts (ann1 and
ann2) must reach consensus, with any disagree-
ments or uncertain cases referred to the third do-
main expert (ann3). Excluding 10.34% uncertain
cases, annotators 1 and 2 achieve a 92.64% abso-
lute agreement rate and 0.74 Krippendorff’s Alpha,
indicating substantive agreement.

The final dataset includes 1,143 English-
language posts: 592 disclosed ads, 127 undisclosed
ads, and 424 organic posts. To evaluate the ability
of LLMs to detect hidden advertising, all explicit
disclosure cues (such as #ad, etc.) are removed
from the disclosed ads before model input. Table 1
provides a detailed description of the dataset, show-
ing that organic posts tend to be shorter and include
fewer hashtags and mentions. In contrast, spon-
sored posts are generally more similar to each other
than to organic content, which increases the chal-
lenge of accurately distinguishing between these
categories.

3.2 Models and prompts

We employ three prompting strategies, each with
identical task instructions but varying in the degree
of provided legal knowledge. By gradually reduc-
ing the amount of legal context, we aim to examine
the extent to which LLMs rely on and apply legal

5https://www.cvdm.nl/registers/

knowledge when identifying advertisements. In all
cases, each prompt instructs the LLM to determine
whether a post is advertising and to provide a legal
reasoning explanation. The three levels of legal
knowledge are defined as follows:

• Original codes with explanations: This
prompt incorporates the full regulatory text
issued by Stichting Reclame Code (SRC), a
Dutch self-regulatory organisation that pro-
motes responsible advertising in addition to
legislation. This prompt includes the origi-
nal regulation text and the corresponding ex-
planations from the General Section and the
special Advertising Code Social Media & In-
fluencer Marketing (RSM). This context is the
most comprehensive form of legal knowledge
based on text.

• Original codes without explanations: This
prompt contains the same full regulatory text
from the SRC as above, but omits the explana-
tory notes.

• Names of the advertising codes only: This
prompt merely references the titles of the two
codes (General Section and RSM), without
including the substantive legal texts.

To ensure comparability, we designed a single
base instruction prompt (shown in Appendix A),
which was adapted for each strategy. This base
prompt was validated and refined through manual
inspection of sample cases and iterative discussions
among the co-authors. Although this process re-
sulted in minor differences in wording across the
three strategies, the overall task structure and re-
quirements remained consistent.

We evaluated the three prompting strategies us-
ing three different LLMs: gemini-2.5-flash-lite, gpt-
4.1-nano, gpt-5-nano. We ran all experiments with
a temperature setting of 1 and used default values
for all remaining hyperparameters.

3.3 Explanation evaluation: error annotations

One of the objectives of this study is to examine the
extent to which LLMs can comprehend legal knowl-
edge and apply it to justify their decisions through
legal reasoning. To assess the quality of the expla-
nations produced by the models, we define seven
common error categories: (e1) Wrong interpreta-
tion of legal citations, (e2) No citation, (e3) Cita-
tion is not clear, (e4) Hallucinations on the legal
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Disclosed Organic Undisclosed

Posts 592 424 127
Tokens (mean ± std) 51.67 ± 47.93 26.45 ± 45.65 41.04 ± 56.97
Hashtags (mean ± std) 2.23 ± 3.53 2.91 ± 7.18 1.84 ± 4.11
Mentions (mean ± std) 1.36 ± 1.06 0.51 ± 2.38 1.90 ± 2.19
Posts with hashtag (%) 58.78 33.25 41.73
Posts with mention (%) 90.88 12.74 93.70

Table 1: Descriptive statistics for posts by category. Means and standard deviations (std) are reported for tokens,
hashtags, and mentions. Posts with hashtags/mentions (%) show the percentage of posts that have hashtags or
mentions.

Model Prompting strategy Precision Recall F1

logistic regression (TF-IDF) 0.85 0.91 0.88
gemini-2.5-flash-lite no_article 0.91 0.93 0.92
gemini-2.5-flash-lite article 0.92 0.93 0.93
gemini-2.5-flash-lite article_explanation 0.92 0.92 0.92
gpt-4.1-nano no_article 0.88 0.87 0.87
gpt-4.1-nano article 0.87 0.83 0.85
gpt-4.1-nano article_explanation 0.86 0.83 0.85
gpt-5-nano no_article 0.94 0.91 0.92
gpt-5-nano article 0.94 0.87 0.91
gpt-5-nano article_explanation 0.95 0.86 0.90

Table 2: Comparison of performance across models and prompting strategies for the whole dataset in the task of
advertisement identification.

citations, (e5) Hallucinations on the content, (e6)
Mistaken potential cues, and (e7) Reasoning re-
sults in opposite output. Detailed descriptions and
examples are provided in Table 4 (Appendix B).

Two research assistants with legal knowledge
(annA and annB) rated the helpfulness of a sub-
set of explanations and annotated the presence of
these errors. Since LLM outputs vary widely in
length and content, we only note whether an error
is present in an explanation (note that one explana-
tion might contain multiple errors). Before annota-
tion, the assistants received training from domain
experts and completed revisions after resolving any
ambiguities.

The evaluation sample includes 60 randomly se-
lected posts, evenly distributed across three types
of content: 20 disclosed ads, 20 hidden ads, and
20 organic posts. For hidden ads and organic posts,
we further divide the 20 examples into two groups
based on the earlier sponsorship annotation stage:
10 posts with consensus labels from annotators
ann1 and ann2, and 10 labelled solely by ann3
(no consensus reached by ann1 and ann2).

For the evaluation of the explanations, annota-
tors A and B labelled 10 overlapping posts (in ad-
dition to 25 distinct posts each), achieving 89.29%
absolute agreement and 0.37 Krippendorf’s Al-
pha. As we compare different LLMs (gpt-5-nano
and gemini-2.5-flash-lite) under three prompting
strategies, each annotator evaluates 210 explana-
tion units (35 posts × 2 models × 3 prompting
strategies). Using these annotations, we analyse
and discuss how explanation quality varies across
models, prompting strategies, and different types
of content.

3.4 Explanation evaluation: case analysis
We complement the evaluation of the explanations
with a qualitative, expert-driven evaluation of the
results. For this, one of the authors of this paper,
a senior legal scholar with expertise in Dutch ad-
vertising law, was assigned a random set of four
explanations pertaining to two posts from the ar-
ticle_explanation prompt, one of which involves
a disclosed advertisement and the other an undis-
closed advertisement. While these examples cannot
capture every factor present in the dataset, this case
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analysis provides insight into the recurring patterns
that characterise each experimental setting.

4 Results

We first evaluate the classification performance of
three LLMs under three prompting strategies across
the entire dataset in a zero-shot setup (i.e., with-
out fine-tuning). Based on these results, we se-
lect the two best-performing LLMs for subsequent
tasks, which include evaluating classification per-
formance on each type of content and examining
the quality of their explanations.

4.1 Classification results

Table 2 presents classification performance on the
full dataset of 1,143 posts across all experimental
settings. Overall, the results indicate that all models
achieve reasonable performance, but gpt-4.1-nano
consistently underperforms on every metric, even
worse than the baseline, with F1 scores ranging
from 0.85 to 0.87. To streamline further analy-
ses, we focus on gpt-5-nano (GPT) and gemini-2.5-
flash-lite (Gemini).

Examining model-level performance, GPT
achieves the highest precision (0.95 with the ar-
ticle_explanation prompt), while Gemini demon-
strates stronger recall (0.93) and generally higher
F1 scores (0.93). Interestingly, the prompting strat-
egy that incorporates the most legal knowledge
(article_explanation) does not always yield the best
overall classification performance. For GPT, al-
though article_explanation maximises precision, it
reduces recall, resulting in the lowest F1 (0.90).
Similarly, for Gemini, the highest recall (0.93)
is achieved without explanations (article prompt),
highlighting that more legal knowledge does not
automatically translate into better classification out-
comes. Differences across prompting strategies
are relatively small, but this pattern suggests that
LLMs’ ability to apply legal knowledge may rely
more on patterns learned during pretraining rather
than the provided legal text.

Next, we focused on 95 ambiguous posts where
annotators (ann1 and ann2) disagreed or expressed
uncertainty in the advertisement annotation pro-
cedure (section 3.1). As expected, overall perfor-
mance dropped significantly, with F1 scores falling
by over 10 percentage points compared to the full
dataset. The baseline model exhibited an even
steeper decline, exceeding a 30-point reduction.
GPT shows high precision (0.80 with no_article

prompt) but suffers from lower recall, whereas
Gemini maintains stronger recall and balanced F1
scores (0.80), consistent with its relative strengths
in the full dataset. Notably, no prompting strat-
egy equipped with explanations consistently out-
performs others, reinforcing the observation that
adding explicit legal text does not guarantee im-
proved performance, particularly on ambiguous or
borderline cases. Detailed results are provided in
Table 5 (Appendix B).

Zooming in on the results by types of con-
tent, Gemini performs better on disclosed and hid-
den ads (0.94 and 0.93), whereas GPT performs
better on organic content (0.92). GPT’s perfor-
mance on hidden ads remains notably weaker, even
weaker than the baseline model, suggesting that its
precision-oriented strengths do not extend to detect-
ing subtle or undisclosed advertising cues. Prompt-
ing strategies show no consistent pattern: for Gem-
ini, ‘article’ prompts perform best overall, while
‘no_article’ prompts slightly lead on disclosed and
hidden ads; for GPT, ‘no_article’ prompts domi-
nate on disclosed and hidden ads, whereas legal-
knowledge prompts are better for organic content.
A more granular breakdown of accuracy by content
type, model, and prompting strategy can be found
in Table 6 (Appendix B).

4.2 Evaluation of explanations

To assess the quality of LLM-generated legal ex-
planations, we consider two complementary dimen-
sions: (1) their perceived helpfulness to annotators,
and (2) the types and frequencies of errors they
contain.

Helpfulness and errors by models and prompt-
ing strategies We begin by analysing the errors
in the explanations as described above. The last
row in Table 3 shows the percentage of error types
observed in LLM-generated explanations across all
annotated posts. The most frequent error is e2 (No
citation, 28.57%), followed by e3 (Unclear cita-
tion, 20.71%), indicating that LLMs often attempt
but fail to provide explicit legal references. Less
common errors include e1 (Wrong interpretation,
8.57%), e6 (Mistaken cues, 7.38%), e4 (Halluci-
nated citations, 2.62%), and e5 (Hallucinated con-
tent, 2.38%), while e7 (Contradictory reasoning,
0.24%) is rare. These patterns raise a key ques-
tion: do models genuinely understand legal content
or simply produce superficially plausible explana-
tions?
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Model Variant Helpfulness score e1 (%) e2 (%) e3 (%) e4 (%) e5 (%) e6 (%) e7 (%)

0 gemini-2.5-flash-lite no_article 3.31 ± 0.84 17.14 81.43 25.71 5.71 2.86 10.00 0.00
1 gemini-2.5-flash-lite article 4.37 ± 0.89 5.71 5.71 7.14 0.00 7.14 12.86 1.43
2 gemini-2.5-flash-lite article_explanation 4.37 ± 0.75 7.14 2.86 4.29 0.00 1.43 10.00 0.00
3 gpt-5-nano no_article 3.29 ± 0.93 2.86 78.57 35.71 7.14 1.43 2.86 0.00
4 gpt-5-nano article 4.20 ± 1.10 11.43 1.43 20.00 1.43 1.43 4.29 0.00
5 gpt-5-nano article_explanation 4.13 ± 0.99 7.14 1.43 31.43 1.43 0.00 4.29 0.00
Total 8.57 28.57 20.71 2.62 2.38 7.38 0.24

Table 3: Helpfulness score and error rates across models and prompting strategies for all types of content. Error
types: (e1) Wrong interpretation of legal citations, (e2) No citation, (e3) Citation is not clear, (e4) Hallucinations
on the legal citations, (e5) Hallucinations on the content, (e6) Mistaken potential cues, and (e7) Reasoning results
in opposite output. For each error, the value shown is the proportion of posts containing the corresponding error.
The last row shows the percentage of each error across the whole dataset.

Table 3 also presents a detailed assessment of
LLM explanations in terms of both their perceived
helpfulness and the percentage of data that contains
corresponding types of errors across different mod-
els and prompting strategies. Helpfulness scores
(1–5 scale) show Gemini with article_explanation
performs best (4.37 ± 0.75), followed by GPT with
article prompts (4.20 ± 1.10). No_article variants
for both models achieve the lowest scores, indi-
cating that legal input, especially when combined
with explanations, improves perceived reasoning
quality.

Critical citation errors (e2, e3) dominate
no_article prompts: 81.43% and 25.71% for
Gemini, 78.57% and 35.71% for GPT. Even
with legal input, GPT still shows notable
e1/e3 rates (7.14%/31.43% for article_explanation,
11.43%/20% for article), whereas Gemini’s rates
are lower (7.14%/4.29% for article_explanation,
5.71%/7.14% for article). However, Gemini ex-
hibits higher e6 under article prompts (12.86%),
showing that legal text alone does not guarantee
accurate interpretation. In contrast, hallucinations
(e4, e5) remain rare but concerning. Nearly all e4
cases occur in no_article prompts (5.71% Gemini,
7.14% GPT), where models fabricate citations due
to missing legal context.

Errors by content type We also analyse errors
by content type. Disclosed ads show the lowest
rates for most errors, except for some e1–e3 cases
in no_article variants. With legal context, halluci-
nations (e4, e5) are virtually absent, indicating that
models rarely fabricate legal citations or misrepre-
sent content when sufficient context is given. De-
tailed results can be found in Table 7 (Appendix B).

Undisclosed ads exhibit the highest e6 rate
(28.57%) and notable e3 errors, with e4 and e5 ap-
pearing more often than in other categories. These

patterns reflect the difficulty of detecting subtle
promotions, where models must infer intent from
indirect cues and often misidentify which signals
indicate sponsorship.

Organic content shows comparatively higher e2
(No citation) and e3 (Unclear citation) errors, es-
pecially under no_article prompts, suggesting that
models sometimes false legal reasoning without a
real basis. Moderate e6 levels further indicate a
tendency to overfit and misread ordinary content as
promotional, highlighting the inherent ambiguity
of influencer posts.

Case analysis: examining legal reasoning
From a legal perspective, the task is simple, al-
beit domain-specific. Legal explanations follow
an innate structure, due to the relevance of logic
for legal argumentation (Bench-Capon et al., 2009;
Lind, 2014). The task at hand involves identify-
ing whether a post constitutes advertising. Our
case analysis reveals that neither model was able to
generate a cohesive, well-structured legal explana-
tion. The model outputs an amalgam of statements,
which is comparable to a rather poorly performing
first-year law student. To be considered a basic but
complete legal analysis, the output needed better
performance in terms of selecting relevant provi-
sions and in terms of structure.

In terms of provisions, according to the Dutch
Advertising Code, which is industry self-regulation
in the Netherlands, the starting point in determining
whether something is advertising is that it has to
fulfil all the conditions of Article 1 in Code (2023a)
and Article 2. (c, d, e) in Code (2023b). While
some dimensions of this definition cannot be anal-
ysed without additional facts (e.g., the relationship
between an advertiser and a third party), some very
concrete conditions should have been considered
in an explanation, such as whether a post on Insta-
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gram is public, whether the promotion of goods or
services is direct or indirect, or whether the post
consists in an idea, a good or a service. The four
explanations in our case analysis mention Article 1,
but there is generally a lack of systematic tackling
of the conditions. In addition, the models seem to
try to select and discuss many other articles, some-
times irrelevant (e.g., GPT mentioning Article 8.4).
In terms of structure, there is no acknowledgement
that a legal analysis is a demonstration that needs
to be built according to some form of structure.

Generally, such a structure will differ from coun-
try to country or across fields of legal theory and
practice; an inherent and easily detectable logic is
necessary. All four explanations seem to provide
some sort of conclusion, whether explicitly recog-
nised as such or not, but the conclusion sometimes
makes logical jumps, or it is a demonstration of
conditions which are not relevant. Based on these
factors, the explanations might seem, at first sight,
to have relevance and accuracy, but upon closer
examination, they are either chaotic, incomplete,
or simply inaccurate.

5 Discussion and conclusion

This study examined how large language models
(LLMs) can be applied to detect undisclosed ad-
vertising on social media while providing legal rea-
soning. Unlike prior research, which focused al-
most exclusively on classification accuracy, our
work systematically evaluates both the quality of
classification and the legal soundness of LLM ex-
planations. This dual lens highlights critical gaps
in current practice and suggests pathways toward
more transparent and accountable automated mod-
eration systems.

Starting from the classification task, both gpt-5-
nano and gemini-2.5-flash-lite achieve high over-
all accuracy in identifying advertising content, but
model choice strongly influences both classification
strength and error profile: Gemini is more effective
for recall-oriented tasks such as detecting hidden
ads, whereas GPT excels in precision. Notably,
LLMs are not always superior to simple baselines
in overall classification performance; however, they
perform better in challenging cases. Similar pat-
terns of strength appear in the 95 ambiguous posts,
where annotators (ann1 and ann2) disagreed or ex-
pressed uncertainty in the advertisement annota-
tion procedure (section 3.1). Examining the con-
tent further, these patterns of ambiguity align with

previous findings, which attribute annotator dis-
agreement to both data-related factors (e.g., various
language features, uncertainty in sentence mean-
ing), and annotator-related factors (e.g. various
language features, uncertainty in sentence mean-
ing) Jiang and de Marneffe (2022); Plank (2022-
12); Xu et al. (2023-12). These intrinsic complex-
ities pose challenges for LLMs, contributing to
lower performance in ambiguous contexts.

Moreover, increasing the amount of embedded
legal text does not consistently improve the classi-
fication outcomes. While prompts containing full
regulatory codes and explanations raise the per-
ceived helpfulness of LLM reasoning (e.g., Gemini
article_explanation reaching 4.37 ± 0.75 versus
4.20 ± 1.10 for GPT), they do not guarantee better
moderation outcomes. This indicates that current
LLMs do not simply “read and apply” legal norms;
instead, they rely heavily on internal heuristics and
contextual associations. In practice, this means that
LLMs are already capable of recognising different
forms of advertising because promotional language
and stylistic cues are strongly represented in their
training data. Cues indicating sponsorship, patterns
of product placement, or persuasive rhetorical de-
vices can often be detected without direct reference
to regulatory codes. In this sense, the models’ per-
formance may reflect an underlying competence in
identifying pragmatic markers of advertising, rather
than understanding and applying legal knowledge
as a content moderator.

The explanation analysis further reveals system-
atic weaknesses. Citation-related errors, missing
(e2, 28.57%), unclear (e3, 20.71%), or wrong in-
terpretations (e1, 8.57%), dominate across settings,
particularly when no legal text is provided. Even
when legal sources are available, models often se-
lect irrelevant provisions or fail to structure reason-
ing in a way consistent with basic legal methodol-
ogy. More severe hallucinations of legal citations
(e4, 2.62%) and content (e5, 2.38%) are rare but
concentrated in no_article prompts, where GPT and
Gemini fabricated legal references at 7.14% and
5.71%, respectively. These patterns suggest that
LLMs tend to approximate legal reasoning rather
than reliably apply normative rules, which essen-
tially means that they fail to ’read, understand, and
apply.’

A closer look by content type further illuminates
these limitations. Undisclosed ads produce the
highest rate of misidentified cues (e6, 28.57%),
showing that LLMs frequently mistake ordinary or
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ambiguous content for sponsored posts. In contrast,
disclosed ads show almost no hallucinations when
legal text is provided, indicating that straightfor-
ward content allows LLMs to stabilise their reason-
ing more reliably. Together with the case analysis
carried out, these findings confirm that although
LLMs can approximate legal reasoning, they are
far from delivering rigorous justifications akin to
an expert with domain-specific knowledge.

These findings have two broad implications for
moderation. First, they demonstrate that high clas-
sification accuracy does not ensure trustworthy en-
forcement. An LLM that labels a post correctly
but cites irrelevant or fabricated legal provisions
cannot satisfy procedural fairness standards. Sec-
ond, explanation quality varies systematically by
content type and prompting strategy, meaning that
moderation pipelines cannot rely on a one-size-fits-
all approach. Platforms using LLMs for detection
must pair performance metrics with legal-reasoning
audits to ensure that decisions are not only cor-
rect but also defensible. In practice, this means
building tools that flag cases with high-risk errors
(e.g., e4/e5 hallucinations) for human review and
calibrating models to reduce over-classification in
ambiguous contexts.

These findings also connect to broader debates
on moderation with LLMs. As Goanta et al. (2023)
argues, NLP research must be situated within reg-
ulatory studies to avoid regulatory capture and to
bridge the “pacing gap” between technological in-
novation and legal adaptation. Our results reflect
this concern: models that appear accurate can still
misapply or fabricate legal norms, undermining
the legitimacy of enforcement. Treating moder-
ation as a purely technical task risks obscuring
the regulatory standards it is supposed to serve; in-
stead, explanation quality and legal soundness must
be foregrounded alongside accuracy. At the same
time, our taxonomy of explanation errors resonates
with emerging moderation research that highlights
the concerns of LLMs as moderators. Yin et al.
(2025) demonstrates that binary safe/unsafe labels
miss important gradations of harm. Similarly, in
our research, not all explanation errors are equally
harmful: vague reasoning may be tolerable, but fab-
ricated citations or misapplied provisions threaten
procedural fairness. Integrating severity-sensitive
auditing into compliance monitoring would thus
allow regulators to triage high-risk cases while en-
suring that enforcement remains both effective and
legitimate.

The main contribution of this paper is to inte-
grate the quality of legal reasoning in the evalua-
tion of influencer marketing detection systems. By
developing a taxonomy of LLM explanation errors
and showing how these patterns vary by model,
prompting strategy, and content type, we provide
an actionable framework for regulators and plat-
form designers. Instead of treating LLM outputs as
opaque predictions, our study demonstrates how to
assess whether automated moderation is not only
accurate but also legitimate. This is particularly
valuable for self-regulatory bodies such as Stichting
Reclame Code (SRC), which must justify enforce-
ment decisions in legal terms rather than through
statistical metrics alone. More broadly, our mul-
tidisciplinary approach, combining computational
evaluation with legal analysis, offers a blueprint for
building moderation systems that are transparent,
explainable, and aligned with rule-of-law princi-
ples rather than black-box heuristics.

Limitations

Our dataset focuses solely on textual content, ex-
cluding visual or multimodal signals that frequently
convey sponsorship. Human annotation also en-
tails subjectivity, especially for borderline cases
where even experts disagree. Moreover, the study
relies on off-the-shelf LLMs without fine-tuning,
meaning performance could improve with domain-
specific adaptation.
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A Prompt template

# Identity
You are a legal expert, as well as a social media

content moderator who is responsible for keeping
monetised posts compliant with the advertisement
disclosure rules.

# Context
You are reviewing social media posts that are

likely to be undisclosed ads. Your goal is to de-
termine, under Dutch advertising law, whether the
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post is in fact an advertisement – regardless of
whether disclosure is present. Disclosed posts
should still be classified as ads if they meet the
criteria. The classification is based on the nature of
the post, not solely the presence/absence of disclo-
sure.

# Task
You’re given these social media posts. Based

on your legal knowledge of Dutch advertising law,
decide if this post is an advertisement. First, justify
your decision step-by-step using legal and contex-
tual reasoning, referring to the specific articles from
the regulations, and making a legal argument.

# Output format
Please provide the following outputs, in this or-

der, strictly adhering to the instructions and avoid-
ing verbosity:

<Justification> Output the detailed reasoning
that directed your result. This must be the chain-
of-thought style legal reasoning, grounded in the
Dutch Advertising Code and the Advertising Code
Social Media & Influencer Marketing.

<Is the post an advertisement> True (1)/False
(0). Output strictly as 1 or 0.

Always decide the label only after completing
the reasoning.

B Extra tables
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Error Type Description Example
Wrong interpretation of le-
gal citations

The LLM gives an argument based on certain
articles, but that is not what the article means

There is no disclosure or clear indication that this is a promotional
post or part of an advertising campaign (Articles 11 and 3 of Dutch
Advertising Code). Article 3: Advertising may not be contrary to
the general interest, public order, or morality.

No citation Explanations don’t include any legal citations —
Citation is not clear It cites multiple articles but didn’t clearly map

them out
There is no disclosure or clear indication that this is a promotional
post or part of an advertising campaign (Articles 11 and 3 of the
Dutch Advertising Code and RSM). It didn’t name specifically
which article is from which code.

Hallucinations on the legal
citations

When the answer includes legal information
that is not in the regulation

According to Article 7, but there is actually no Article 7. Accord-
ing to (Some random law that you can check on Google if it really
exists).

Hallucinations on the con-
tent

Besides legal content, the answer includes con-
tent that doesn’t exist, such as the brand name

The influencer cooperate with @Nike, but actually there is no
mentioning of Nike at all in the original post.

Mistaken potential cues Don’t/Wrongly identify a clue as advertise-
ments or advertisers

#fyp is not an ad cue, but LLM believe it is; @a friend, but
recognises that as an advertiser. Find the potential clues (#Nike),
but don’t take them as the evidence.

Reasoning ends up oppo-
site the output

The reasoning process is opposite to the final
conclusion. It means trying to reason it as an
ad, but the final conclusion said it is not

Is there a Relevant Relationship? – Yes, the post explicitly men-
tions collaboration with @thewoolmarkcompany, indicating a busi-
ness relationship. This relationship influences the content, as the
post promotes wool products, possibly as part of sponsored con-
tent. With explanations all like this, it still label the post as False
(non-ad).

Table 4: Types of errors in LLM responses regarding advertising identification.

Model Prompting strategy Precision Recall F1 Score

0 logistic regression (TF-IDF) 0.60 0.55 0.57
1 gemini-2.5-flash-lite no_article 0.72 0.84 0.77
2 gemini-2.5-flash-lite article 0.74 0.88 0.80
3 gemini-2.5-flash-lite article_explanation 0.75 0.86 0.80
4 gpt-5-nano no_article 0.80 0.79 0.80
5 gpt-5-nano article 0.75 0.70 0.73
6 gpt-5-nano article_explanation 0.76 0.61 0.68

Table 5: Comparison of performance across models and prompting strategies for the ambiguous cases in the task of
advertisement identification

Model Prompting strategy Category Accuracy Category Accuracy Category Accuracy

0 logistic regression (TF-IDF) Disclosed ads 0.92 Hidden ads 0.86 Organic 0.73
1 gemini-2.5-flash-lite no_article Disclosed ads 0.94 Hidden ads 0.91 Organic 0.86
2 gemini-2.5-flash-lite article Disclosed ads 0.94 Hidden ads 0.93 Organic 0.88
3 gemini-2.5-flash-lite article_explanation Disclosed ads 0.93 Hidden ads 0.91 Organic 0.88
4 gpt-5-nano no_article Disclosed ads 0.92 Hidden ads 0.87 Organic 0.90
5 gpt-5-nano article Disclosed ads 0.90 Hidden ads 0.79 Organic 0.92
6 gpt-5-nano article_explanation Disclosed ads 0.89 Hidden ads 0.76 Organic 0.92

Table 6: Accuracy by model, prompting strategy, and type of content.
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Model Variant Data Source e1 (%) e2 (%) e3 (%) e4 (%) e5 (%) e6 (%) e7 (%)

0 gemini-2.5-flash-lite article disclosed_ads 0.00 4.35 4.35 0.00 0.00 0.00 0.00
1 gemini-2.5-flash-lite article organic 3.85 7.69 11.54 0.00 7.69 11.54 0.00
2 gemini-2.5-flash-lite article undisclosed_ads 14.29 4.76 4.76 0.00 14.29 28.57 4.76
3 gemini-2.5-flash-lite article_explanation disclosed_ads 0.00 4.35 0.00 0.00 0.00 0.00 0.00
4 gemini-2.5-flash-lite article_explanation organic 11.54 0.00 7.69 0.00 3.85 19.23 0.00
5 gemini-2.5-flash-lite article_explanation undisclosed_ads 9.52 4.76 4.76 0.00 0.00 9.52 0.00
6 gemini-2.5-flash-lite no_article disclosed_ads 17.39 78.26 26.09 8.70 0.00 0.00 0.00
7 gemini-2.5-flash-lite no_article organic 3.85 92.31 23.08 0.00 3.85 15.38 0.00
8 gemini-2.5-flash-lite no_article undisclosed_ads 33.33 71.43 28.57 9.52 4.76 14.29 0.00
9 gpt-5-nano article disclosed_ads 13.04 4.35 39.13 0.00 0.00 0.00 0.00
10 gpt-5-nano article organic 7.69 0.00 3.85 0.00 0.00 7.69 0.00
11 gpt-5-nano article undisclosed_ads 14.29 0.00 19.05 4.76 4.76 4.76 0.00
12 gpt-5-nano article_explanation disclosed_ads 4.35 0.00 39.13 0.00 0.00 0.00 0.00
13 gpt-5-nano article_explanation organic 7.69 0.00 26.92 3.85 0.00 7.69 0.00
14 gpt-5-nano article_explanation undisclosed_ads 9.52 4.76 28.57 0.00 0.00 4.76 0.00
15 gpt-5-nano no_article disclosed_ads 0.00 95.65 26.09 4.35 0.00 0.00 0.00
16 gpt-5-nano no_article organic 3.85 76.92 42.31 7.69 0.00 7.69 0.00
17 gpt-5-nano no_article undisclosed_ads 4.76 61.90 38.10 9.52 4.76 0.00 0.00

Table 7: Error percentages by model, prompting strategy, and data source. Each value represents the proportion of
posts containing the corresponding error. (e1) Wrong interpretation of legal citations, (e2) No citation, (e3) Citation
is not clear, (e4) Hallucinations on the legal citations, (e5) Hallucinations on the content, (e6) Mistaken potential
cues, and (e7) Reasoning results in opposite output. Each value represents the proportion of posts exhibiting the
corresponding error.
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