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Abstract

Language Models (LMs) have revolutionized
natural language processing, enabling high-
quality text generation through prompting and
in-context learning. However, models often
struggle with long-context summarization due
to positional biases, leading to suboptimal ex-
traction of critical information. There are tech-
niques to improve this with fine-tuning, pipelin-
ing, or using complex techniques, which have
their own challenges. To solve these chal-
lenges, we propose QA-prompting – a simple
prompting method for summarization that uti-
lizes question-answering as an intermediate
step prior to summary generation. Our method
extracts key information and enriches the con-
text of text to mitigate positional biases and
improve summarization in a single LM call per
task without requiring fine-tuning or pipelining.
Experiments on multiple datasets belonging to
different domains using ten state-of-the-art pre-
trained models demonstrate that QA-prompting
outperforms baseline and other state-of-the-art
methods, achieving up to 29% improvement
in ROUGE scores. This provides an effective
and scalable solution for summarization and
highlights the importance of domain-specific
question selection for optimal performance 1.

1 Introduction

Language Models (LMs) have revolutionized the
application of Natural Language Processing. With
instruction tuning (Ouyang et al., 2022), prompt-
ing (Brown et al., 2020), and in-context learn-
ing (Wei et al., 2022a; Dong et al., 2023), LLMs
perform well in most of the conditional generation
tasks out-of-the-box. Specifically, in abstractive
summarization, this approach yields highly fluent,
consistent, and relevant summaries (Tanya Goyal,
2022) that are even preferred over summaries

1GitHub repository link of the implementation:
https://github.com/neelabhsinha/qa-prompting
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Given the following article, first
answer the questions. Then,
using the article and answers as
key pointers, generate a
summary of the article.
{article}
Q1: {question_1}
Q2: {question_2}

A: 
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A: A1: ... A2: ....
Summary: .....top_k

Figure 1: Framework for QA-prompting: Relevant ques-
tions are extracted from a corpus based on the domain
of article, and a user defined top-k value. A prompt is
constructed to first answer the questions, followed by
generating summary.

generated by state-of-the-art (SOTA) models like
BRIO (Liu et al., 2022).

Despite the metrics rating the summaries low,
several works argue that LM summaries are of high
quality (Zhang et al., 2023b; Sinha et al., 2025a),
fluent, grammatically correct, and largely relevant.
But where facts are important, key information
is sometimes not present. This problem proves
to be more pronounced in the summarization of
long context tasks. One of the factors contribut-
ing to this is the positional bias in LMs, where
more recent tokens play a more critical role in the
generation of the next token (Sun et al., 2021). It
is also established that summaries are more faith-
ful to tokens at the start and the end (Wan et al.,
2025), ignoring the text in the middle. This phe-
nomenon may be more pronounced in small to
medium size LMs (AI@Meta, 2024; Team et al.,
2024; Jiang et al., 2023) because they don’t have
the scale to extract deep contextual information ef-
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fectively, leading to the generation of sub-optimal
summaries. One way to handle this is by adapting
LMs to the task via weight updates (fine-tuning),
but this poses massive compute and data require-
ments, and does not generalize to all use cases.
One can also do complex pipelining, or iterative
refinement (Zhang et al., 2023a), but these bring
additional complications and inefficiencies.

However, generating fluent, factually correct,
contextually rich summaries efficiently is impor-
tant to support generalization and scalability. This
poses the following key challenges: (C1) How to
mitigate the positional bias of LM to generate a
good summary? (C2) How to make this approach
generalize so that it can work with the summariza-
tion of all types of text? (C3) How to achieve this
with resource efficiency?

To solve these challenges, we propose QA-
Prompting – an approach to summarization by
using question-answering and in-context learning
with a single LM call. First, we show that vanilla
prompting or in-context learning (ICL) generates
sub-optimal summaries of articles. Then, using a
manually crafted, potentially relevant set of ques-
tions, we identify top k questions that can aid sum-
marization. Question answering is different from
summarization, as it tries to focus on a specific
part of the article rather than comprehending its
global context at once. We use this property to
extract relevant content from the article. Then,
using the article and these questions, we prompt
the LM to first generate answers to the questions,
followed by generating a summary. By trying to
answer the relevant questions first, the LM extracts
useful information and keeps it in recent context,
which further helps it to generate good summaries
(addressing C1). It also filters out noise from the
long context article that is not relevant for the sum-
mary. Using small LMs in the 0.5B-12B range,
we show that this approach significantly improves
the quality of summaries (addressing C2). QA-
prompting uses a single LM call for a task and
works with a pre-trained model without modifica-
tions (addressing C3). We also conduct a detailed
ablation study to validate our design choices. Our
questions are domain-specific, i.e., they are differ-
ent for tasks belonging to different domains (e.g.,
news and research). Identifying top k questions is
an overhead, but needs to be done only once for a
domain. We show that this domain-level adoption
of QA-prompting is necessary and performs better
than keeping a standard set for all tasks.

The key contributions of this work is:

• QA-prompting – a novel domain-adaptive QA-
driven prompting for text summarization to
improve the extraction of critical information.

• Leveraging question-answering as an interme-
diate step to generate summaries that are both
contextually rich and factually accurate in a
single LM call.

• Demonstrating its effectiveness with pre-
trained LMs in 0.5B-12B, achieving 9− 30%
improvement in ROUGE scores.

2 Related Work

Summarization using LLMs: LLMs have pro-
duced state-of-the-art results in abstractive sum-
marization and have significantly accelerated the
research in this area (Pu et al., 2023). Their sum-
maries have been widely accepted through various
works (Tanya Goyal, 2022; Zhang et al., 2023b).
SummIt (Zhang et al., 2023a) iteratively prompts
ChatGPT to generate a summary and keep improv-
ing it based on feedback from an evaluator LLM.
But, it is inefficient and costly due to multiple LM
calls. Chain-of-density (Adams et al., 2023) grad-
ually improves summaries using GPT-4 by itera-
tively adding more content while keeping the length
constant. This is also inefficient and makes the
summary less readable.

Positional bias in LLMs: In transformer mod-
els, earlier and recent tokens are known to domi-
nate the prediction of the next token (Wan et al.,
2025; Sun et al., 2021). Streaming LLM (Xiao
et al., 2023) was able to generate high-quality text,
using just an attention sink and a local attention
window. Local context also dominates LM perfor-
mance in multiple choice QA (Zheng et al., 2024;
Pezeshkpour and Hruschka, 2023) and arithmetic
tasks (Shen et al., 2023).

Prompting and in-context learning: Prompt-
ing emerged as an effective way of utilizing LMs
without fine-tuning (Radford et al., 2019). GPT-
3 (Brown et al., 2020) introduced in-context learn-
ing (ICL), showing that giving LMs some pre-
engineered examples helps them to understand the
task better and generate more representative text.
A survey related to prompt engineering (Liu et al.,
2023a) details extensively on how to prompt LMs
for different tasks. Recent works also showed that
ICL leads to better out-of-domain (OOD) gener-
alization (Si et al., 2023). COT prompting (Wei
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et al., 2022b) showed that performance on reason-
ing tasks can be improved if a rationale is generated
before the answer. ICL remains a dominant strat-
egy since it doesn’t require any weight updates and
allows using the same model for different tasks.

Our work is motivated by the intersection of
these ideas.

3 Method Overview

In this section, we will describe QA-prompting
in detail. The first step is to sample candidate
questions that will aid the generation of effective
summaries, followed by using these questions to
construct a prompt that will summarize the text.

3.1 Sampling Candidate Questions
The first step is to find relevant questions which
will aid the generation of effective summaries. For
this purpose, we start with a set of 10 manually
crafted questions that we feel might be relevant in
all domains, which are listed in Table 1.

Thereafter, for all questions qi, we prompt an
LM with the article and qi, asking it to generate the
answer ai. We then use it to find its overlap preci-
sion Pi(r, ai) (equation 1), which can be defined as
the ratio of the number of intersecting words in the
generated answer ai and the reference summary r,
to the total number of words generated in ai. The
intention is to find questions that are relevant for
the generation of a summary closer to the reference.
This metric may not give a complete evaluation of
question-answering, but we don’t need that. We
only need to rank all ten candidate questions.

Pi(r, ai) =
|W (ai) ∩W (r)|

|W (ai)|
(1)

W (x) = number of words in x (2)

From this step, for each LM and domain pair,
we find the most to least important questions as per
the decreasing order of overlap precision. In the
next step, we will show how we use this result to
construct our prompt for summarization.

3.2 QA-prompting
After we have ranked the order of importance of
questions for each domain, we select top k ques-
tions for our summarization prompt, k being a user-
defined hyperparameter. With the set of k ques-
tions, we prompt the LM to first answer the ques-
tions and then generate the summary. The exact
prompt is detailed below.

Given the following article, first
answer the questions. Then, using the
article and answers as key pointers,
generate a summary of the article.
{article}
Q1: {question_1}
Q2: {question_2}
...
Qk: {question_k}
A:

The questions are arranged from maximum over-
lap precision score to the minimum selected. It may
seem that adding the highest overall precision ques-
tion should be added at the end, given the positional
bias of transformers. But, through experiments, we
empirically found that this order performs slightly
worse. It may be because generating the answers to
more important questions first also aids the LM in
generating better answers to subsequent questions,
thereby contributing to better summaries overall.

To guide the model on how to proceed with the
generation of the answers, we provide in-context
examples with completed answers and summaries.
The examples are taken from the same task to re-
semble similarity; answers are taken from corre-
sponding generation answers, and the reference
summary is included. One example of a structure
of output is shown below.

A: A1: {answer_1}. A2: {answer_2}.
... Ak: {answer_k}.
Summary: {summary}.

The complete prompt first contains in-context
examples followed by the task instance of interest.
This is passed to the LM, and the generated text is
retrieved. From that, we extract the summary.

4 Experimental Setup

This section is to describe the experimental setting
to validate our proposed method. All the artifacts
used are cited as per their licensing agreements for
academic research.

4.1 Dataset

To create our experimental dataset, we construct a
test set using popular summarization datasets like
CNN Dailymail (See et al., 2017), Samsum (Gliwa
et al., 2019), Multinews (Fabbri et al., 2019),
XSum (Narayan et al., 2018), PubMed (Cohan
et al., 2018) and other summarization task instances
of the Supernatural Instructions (Wang et al., 2022)
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Key Question

topic What is the main topic or focus of the content?
key_pts What are the key points or arguments presented?
entities Who are the 3 main entities or individuals involved, and what roles do they play?
timeline Which timeline, if any, is being discussed here?
details What are the supporting details, examples, or evidence provided?
conclude What conclusions, impacts, or implications are mentioned, if any?
tone What is the overall tone or sentiment (e.g., objective, critical, positive, etc.)?
challenges What questions or challenges does the content raise?
insights What unique insights or perspectives are offered?
audience What audience is the content aimed at, and how does this affect its presentation?

Table 1: Candidate questions that are considered for QA-prompting.

dataset, which contains Amazon food reviews, dia-
logue summarization, along with labeled applica-
tion domains. All of these are widely-used bench-
marks released after careful checks of PII or offen-
sive content. The distribution of the experimental
data along with domain names is given in Table 2.
The domain classifications were taken directly from
Supernatural Instructions. Each domain can have
multiple datasets, like CNN/Dailymail, XSum, and
all news datasets will be under News.

Domain Instances

Commonsense 600
Dialogue 1200

News 3000
Public Places 600

Reviews 1200
Research 600

Table 2: Distribution of number of task instances in
each domain in the experimental data.

4.2 Models
We experiment with multiple LMs, which in-
clude Llama-3.2-1B (AI@Meta, 2024), Llama-3.1-
8B (AI@Meta, 2024), Mistral-7B (Jiang et al.,
2023), Qwen2.5 family of models (Team, 2024;
Yang et al., 2024), and Gemma-3 family of mod-
els (Team et al., 2025). We use the pre-trained
version of each of the models to see how they per-
form with QA-prompting without any instruction
tuning. The intention behind selecting models is
to find the patterns in performance with respect to
varying differences. For execution, we use a batch
size of 4 (8 for 1B), max tokens as 512+32∗k, and
use greedy decoding. All models run on a single
NVIDIA H200 GPU.

For different types of experiments, we use dif-
ferent subsets of models that fit the settings, which

will be detailed in respective subsections.

4.3 Evaluation and Analysis
We evaluate our method with four metrics –
ROUGE-1, ROUGE-2, ROUGE-L (Lin, 2004), and
BERTScore F1 (Zhang et al., 2019) (with Roberta
large). BERTScore analysis is important as LM out-
puts sometimes don’t match at the n-gram level but
are still semantically correct. ROUGE has known
limitations, and some works (Liu et al., 2023b;
Sinha et al., 2025b) have emphasized using LLM
as a judge to evaluate. But, it is still a robust metric
for summarization; with lots of other works using
it for reporting results of summarization. We ana-
lyze the results on values of k from 0 to 5, and also
compare them against baseline prompting for sum-
marization, vanilla in-context learning, and other
state-of-the-art (SOTA) techniques.

5 Results

This section discusses the results, followed by
an ablation study, ending with aspects related to
domain-specificity and question selection.

5.1 QA-prompting
First, we report the performance of all models dis-
cussed in section 4.2 and compare it against base-
lines as described in section 4.3. The results are
tabulated in table 3. The prompting, ICL, and QA-
prompting results were calculated by us, and we
took the results of other papers directly as reported.

We see that our method consistently outperforms
vanilla prompting and ICL. Some interesting pat-
terns observed are that Mistral-7B and Gemma-
3-12B perform unacceptably bad using vanilla
prompting. But, once they get in-context exam-
ples, the performance is much better. After QA-
prompting, the result further improves.

For small models (≤ 1B) like Llama-3.2-1B
and Qwen-2.5-0.5B, the ROUGE-L gain from ICL
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Method Model Name Params. Best k ROUGE-1 ROUGE-2 ROUGE-L BERTScore F1

Prompting

Llama-3.2 1B - 18.12 7.26 14.30 83.86
Llama-3.1 8B - 22.93 10.91 18.03 83.19
Mistral 7B - 4.73 3.07 4.32 20.94
Qwen2.5 0.5B - 22.10 9.87 17.30 85.22
Qwen2.5 7B - 25.52 10.47 19.06 86.27
Gemma-3 12B - 8.18 3.18 6.44 40.14

ICL

Llama-3.2 1B - 27.87 14.54 24.20 71.86
Llama-3.1 8B - 30.07 16.78 26.32 83.20
Mistral 7B - 34.86 19.82 30.67 83.79
Qwen2.5 0.5B - 26.75 11.53 21.19 86.04
Qwen2.5 7B - 28.46 12.63 21.90 85.86
Gemma-3 12B - 33.11 18.48 32.91 83.37

Zhang et al. (2023a) ChatGPT 175B - 37.29 13. 60 26.87 N/A

Wang et al. (2023)
BART-Large 406M - 30.89 11.59 26.12 87.85
T5-Large 770M - 31.23 12.28 27.15 87.48
GPT-3.5 175B - 34.75 13.08 29.84 89.19

Xia et al. (2024)
Flan-T5-S 80M - N/A N/A 17.16 N/A
Flan-T5-B 250M - N/A N/A 18.77 N/A
BART-base 139M - N/A N/A 23.62 N/A

Choi et al. (2024)
GPT-J 6B - N/A N/A 25.68 N/A
Mistral 7B - N/A N/A 27.98 N/A
Llama-2 7B - N/A N/A 27.24 N/A

Xu et al. (2024)
Claude x - 42.78 N/A 28.23 N/A
Mistral 7B - 43.45 N/A 27.83 N/A
Falcon 40B - 36.70 N/A 25.85 N/A

Ours (ICL+QA)

Llama-3.2 1B 2 31.14 15.49 27.35 78.02
Llama-3.1 8B 2 40.51 21.06 34.14 89.17
Mistral 7B 2 41.97 21.82 35.92 90.09
Qwen2.5 0.5B 1 28.15 14.46 23.07 86.21
Qwen2.5 7B 3 31.66 15.54 26.92 80.43
Gemma-3 12B 4 43.12 21.49 38.92 90.44

Table 3: Mean ROUGE Scores (0-100) and BERTScore F1 (0-100) for various models averaged over entire
experimental set of all methods. QA-prompting consistently outperforms vanilla prompting (Prompting), in-context
learning (ICL), and other methods (N/A = Not Available, x=Unknown).

to QA-prompting is the least. For Llama-3.2-1B,
performance almost doubles from vanilla prompt-
ing to baseline in-context learning (ICL), and the
ROUGE-L gain from ICL to our method is of only
13.02%. Similarly, for Qwen2.5-0.5B, it is 8.87%.
We believe this behavior occurs because these mod-
els can’t use the extracted information to improve
summaries due to limitations of scale.

This pattern is also visible in other models;
however, the extent of increase between vanilla
prompting and ICL decreases as the model size
increases. This is with the exception of Mistral-
7B and Gemma-3-12B, which seem to not under-
stand the task properly and drastically underper-
form when using vanilla prompting. Simultane-
ously, the increase between ICL to QA-prompting
remains high, with 18.29% gain on Gemma-3-
12B and 29.75% gain on the Llama-3.1-8B model.
Mistral-7B and Qwen-2.5-7B also witness an in-

crease of 17.10% and 22.95% respectively. The op-
timal k also roughly increases as model complexity
increases. We can, therefore, claim with reasonable
confidence that increasing model size increases the
extent of improvement using QA-prompting. This
may be due to increasing model complexity leading
to better utilization of information from the answers
to generate a better summary. However, the gain
differs between the models, which may be com-
ing from their different inherent properties. Some
qualitative results are given in the appendix A.

5.1.1 Comparison with State-of-the-art
We compare QA-prompting against baselines and
other state-of-the-art (SOTA) methods, which are
tabulated in Table 3. For other methods, all values
are averaged over all datasets that the individual
works report results on. Also, their models and
datasets are different from ours. We use a broader
benchmark and a larger set of models.
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Figure 2: Variation of Rouge-L score with scale of
model for k = 3 for Qwen 2.5 family (best k for 7B),
and k = 4 for Gemma 3 family (best k for Gemma-3-
12B). Performance improves with scale.

We can see that our method consistently out-
performs other techniques. Compared to Sum-
mIt (Zhang et al., 2023a), which iteratively im-
proves summarization, our method uses smaller
models, makes only 1 model call, and outperforms
it by 45% (with Gemma 3). The most compa-
rable set is Choi et al. (2024), Xu et al. (2024)
and QA-prompting with Mistral 7B, where QA-
prompting performs better by 28%. It also outper-
forms element-aware summarization (Wang et al.,
2023) using a large model like GPT-3.

In the following subsections, we will conduct
a detailed ablation study of QA-prompting. As
we divide the approach domain-wise, we will look
at the results of each domain. We will also show
that the domain-specific QA-prompting is better
compared to using a generic set of questions.

5.1.2 Performance v/s Model Scale
The above results give an indication that the best
k increases as model size increases. However, to
concretely understand the variation of performance
with model scale, we experiment with Qwen2.5
(0.5B, 1.5B, 3B, 7B) and the Gemma-3 family (1B,
4B, 12B) with fixed k and analyze the variation
in performance. We choose these models because
they give multiple models at different scales. The
results are shown in Figure 2.

We can see that the performance improves as
the scale of parameters increases. This shows that
QA-prompting is able to extract useful information
from questions to generate the summary. The rate
of increase almost remains the same for Gemma-3.
For Qwen2.5, there is a steep increase from 0.5B
to 3B, and then it is relatively less.

5.1.3 Performance v/s ‘k’
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Figure 3: Variation of Rouge-L score with top-k ques-
tions across different domains for Llama-3.1-8B and
Gemma-3-12B.

To analyze the impact of k, i.e., the number of
questions considered for QA-prompting, we plot
the variation of the ROUGE-L score of each do-
main for k = 0, 1, 2, 3, 4, 5 for Llama-3.1-8B and
Gemma-3-12B. We select these to show certain
variations in behavior which we will discuss below.
The results are visualized in figure 3.

First, we can infer from the figure that optimal
values of k are different for different domains for
both (and all other) models. For example, with
Llama-3.1-12B, for news articles, k = 5 performs
the best, for research, k = 1 is the best, and for
commonsense articles, k = 2 is the best. The
kth questions will also be different for different
domains. This shows that different domains re-
quire different questions and numbers of questions
for optimal summaries. We also observed that the
trend of variation differs for each domain. For ex-
ample, for news articles, the performance continues
to rise till 2, gets a sudden dip at 3, and then again
increases.

The tasks where the performance is high at k =
0 show that the model is inherently better in these
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Figure 4: Rouge-L score for Qwen-2.5-7B (instruction-
tuned) with 1M and 128K context size for different
domains. Performance doesn’t decrease significantly

tasks without QA prompting. But, at other places,
QA prompting is contributing. Different models
have different strengths too. For example, Llama
is better for reviews, and Gemma-3 struggles more
with it. On the other hand, it is the opposite with
research articles.

5.1.4 Performance v/s Context Size
QA-prompting requires taking the article, generat-
ing the answers, and then generating the summary.
This can lead to large context size requirements.
While models are being introduced with 1M con-
text size, most of them are in the range of 8K-128K.
So, it’s important to determine how much the in-
creased context size helps QA-prompting, and what
the relative limitations of LMs with smaller context
are. For this, we experiment with the Qwen2.5-7B
model which is available in both 128K and 1M
context sizes and report their Rouge-L scores for
all domains in Figure 4.

From the results, we can see that even when the
context size is reduced by 87.2%, the performance
across domains didn’t decrease by more than 10%.
Also, while the performance decreases with de-
creasing context size for most domains, it improves
for reviews. We believe this is because the reviews
are short, and a smaller context size model helps it
since it is able to focus better on shorter text.

Intuition may suggest that since we are in-
creasing the generation length by doing question-
answering before summarization, a larger context
size may be required. But, the empirical results
show otherwise. From this, we can also validate
the positional behavior of LMs. Useful informa-
tion in recent context allows the model to generate

better summaries even with context size limitations.
Therefore, QA-prompting can be used to generate a
better summary of long-context tasks using shorter
context-sized models.

5.2 Domain Specificity of QA-prompting
Some questions that emerge with this approach are:
(Q1) are domain-specific questions really required
for QA-prompting, or is a general set of questions
sufficient? (Q2) Do the questions really differ for
different domains? (Q3) Are these differences, if
any, consistent across models? This section will try
to answer these.

Model k ICL QA-G QA-DS

Gemma-3-12B 4 32.91 36.76 38.92
Mistral-7B 2 30.67 31.44 35.92

Table 4: Mean ROUGE-L score of in-context Learning
(ICL), domain-Specific QA-prompting (QA-DS), and
global QA-prompting (QA-G) for Gemma-3-12B and
Mistral-7B, using the top-k questions.

To address Q1, in addition to selecting top-k
domain-specific questions, we also collect top-k
globally best questions and perform QA-prompting
using them. This is done for Gemma-3-12B, our
best performing model, and Mistral-7B, the second
best. We tabulate the results of in-context learn-
ing (ICL), domain-specific QA-prompting (QA-
DS), and global QA-prompting (QA-G) in Ta-
ble 4. We had earlier hypothesized that domain-
specificity adds performance by allowing models
to extract relevant information, which can differ
between domains. For example, research articles
may find insights and challenges to be more rel-
evant, whereas news articles may find entities in-
volved and key points to be more relevant. Here,
we empirically find that to be correct, with 5.88%
gain from domain-specificity in Gemma-3-12B,
and 14.25% in Mistral-7B. We believe that the
difference in increase percentage can come from
two factors - higher value of k being optimal for
Gemma-3 means that it extracts more information,
and Gemma being more expressive can better ex-
tract information and suppress noise/confusion bet-
ter than Mistral.

To address Q3, we rank the questions for each
of the models by individually generating their an-
swers, and then calculating the overlap precision
score using the reference summary, as defined in
equation 1. Note, we don’t need quantitative val-
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Model Topic Key Pts Entities Timeline Details Conclude Tone Challenges Insights Audience

Llama-3.2-1B 1 3 2 8 6 5 10 9 4 7
Llama-3.1-8B 1 3 2 10 6 5 9 8 4 7
Mistral-7B 5 1 6 7 3 2 10 8 4 9
Qwen2.5-0.5B 1 4 9 3 6 2 7 8 5 10
Qwen2.5-7B 2 3 8 4 5 1 9 7 6 10
Gemma-3-12B 1 2 4 9 3 6 8 7 5 10

Table 5: Ranking of various questions for different models. Numbers in GREEN (≤ 5) may be considered in our
experiments (since we experiment till k=5); numbers in RED (> 5) are ignored.

Domain Topic Key Pts Entities Timeline Details Conclude Tone Challenges Insights Audience

Commonsense 3 2 5 4 6 1 8 7 9 10
Dialogue 4 5 7 2 6 8 1 3 9 10
News 2 1 3 4 5 6 9 8 7 10
Public Places 2 4 7 10 5 6 9 3 8 1
Reviews 4 7 2 5 8 6 1 3 9 2
Research 3 2 7 5 6 8 4 9 10 1

Table 6: Ranking of various questions for different domains for Mistral-7B. Numbers in GREEN (≤ 5) may be
considered in our experiments (since we experiment till k=5); numbers in RED (> 5) are ignored.

ues of this, as discussed earlier. We are using this
metric coarsely to rank the relevance of different
questions. So, it is better to analyze the results
as ranks. We report these ranks averaged over all
domains for different models in Table 5.

From the results, we can see that the variation of
importance of questions varies significantly with
different models. For example, Gemma-3-12B and
Mistral-7B are our best models, but the rank of
the ‘topic’ question is fifth and first respectively.
Since we experiment with a maximum of top 5
questions, some questions like tone, challenges,
and audience are never used. They are consistently
in the bottom three. Multiple other patterns can
be found, showing high variance of the rank of
questions for different models, answering Q3.

Similar to above, to answer Q2, we rank the
questions for different domains for Mistral-7B. We
choose Mistral-7B because it is our second best-
performing model as per Table 3, has lot of other
benchmarks to compare, and also shows a signif-
icant gain of 14.25% when using domain speci-
ficity, as per Table 4. The results clearly indicate
that different domains require different questions to
extract better summaries. The differences are prob-
ably more than model-level variation. For example,
‘audience’ question varies from rank 10 (worst) to
rank 1 (best). This can conclude that questions
really differ across models.

6 Conclusion

In this work, we present QA-prompting, an ef-
fective approach to improve summarization with

large language models by incorporating question-
answering as an intermediate step. Our method
addresses positional bias in language models by ex-
tracting key information through domain-specific
questions, ensuring critical details remain in re-
cent context before summary generation. Experi-
ments across multiple models and diverse domains
demonstrate that QA-prompting consistently out-
performs other methods by up to 29%.

QA-prompting’s success lies in domain-specific
question selection. Tailored question sets signifi-
cantly enhance performance, especially for larger
models that can better process and utilize extracted
information. Our efficient method uses pre-trained
models without instruction-tuning or fine-tuning,
operating in a single LM call and making it scalable
for real-world applications.

Future research directions include automating
question selection and exploring dynamic top-k op-
timization for different tasks. By bridging the gap
between question-answering and summarization,
our work opens new possibilities for leveraging
intermediate reasoning steps to improve LM per-
formance across diverse applications.

Limitations

While QA-prompting demonstrates significant im-
provements in summarization quality, there are
some limitations that warrant discussion.

Domain-Specific Question Selection: The ef-
fectiveness of QA-prompting relies heavily on the
relevance of the selected questions to the target
domain. While we show that domain-specific
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questions improve performance, manually curat-
ing these questions for new domains and ranking
them requires human effort and expertise. Auto-
mated methods for question generation or selection
could help address this limitation.

Model Scale Dependency: Our experiments
reveal that the benefits of QA-prompting increase
with model scale. Smaller models show limited
gains, suggesting that the approach may be less
effective for resource-constrained applications that
require very small models.

Question-Answering Quality: The quality of
the intermediate question-answering step directly
impacts summary quality. Errors or hallucinations
in the generated answers could propagate to the
final summary. While we mitigate this through
question selection, the approach remains vulnera-
ble to LM inaccuracies.

Single-Pass Generation: QA-prompting per-
forms question-answering and summarization in
a single forward pass. While efficient, this may
limit the depth of information extraction compared
to multi-step approaches that could refine answers
iteratively or via pipelines.

These limitations suggest directions for future
work, including automated question generation, hy-
brid approaches combining QA-prompting with
iterative refinement, and better evaluation method-
ologies. Despite these limitations, QA-prompting
provides a simple yet effective approach to improv-
ing summarization quality across diverse domains.

Ethical Considerations

This work relies on publicly available datasets
and pre-trained language models, ensuring no new
data collection or human annotation was required.
While the datasets used are widely adopted in NLP
research, we acknowledge that they may contain
biases or sensitive content inherent to their sources.
However, as our method operates on existing bench-
marks without modification, we did not perform
additional bias mitigation or content filtering.

The proposed QA-prompting approach is de-
signed for abstractive summarization and should
not be deployed in high-stakes domains (e.g., legal
or medical) without further validation in the use
case of interest, as errors in question-answering
could propagate to summaries. All experiments
were conducted using standard evaluation proto-
cols, and model outputs were analyzed only for
research purposes.
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Field Content

Input Hundreds of people were evacuated from the campus building when firefighters were called to the
third floor blaze at about 10:30 BST. The fire service is now working with UEA staff to establish
what chemicals were in the laboratory. Twelve engines were dispatched to the incident. Nobody was
injured. Roy Harold, from Norfolk Fire and Rescue, said: "We understand two members of staff were
working on some chemicals and there was a small fire in a fume cupboard. We’ve now sealed the
area off... but we’ve got breathing apparatus crews taking gas monitoring equipment to check there
no leakage of chemicals from the lab. The risk in a lab like this is there’s a whole host of chemicals in
the lab and it’s taking a little while to compile a full list of what’s up there. We’ll need to make sure
we work carefully in that making one chemical safe, we don’t cause a risk with one of the others."
The rest of the university is running as normal.

Topic A large fire occurred at a university. What exactly are the risks involved?

Key Points 1. Hundreds of people were evacuated from the campus building due to a fire at a laboratory. 2.
Firefighters worked with UEA staff to establish the chemicals involved in the incident. 3. Twelve fire
engines were dispatched to the scene. Nobody was injured in the fire. 4. Roy Harold,

Entities This will require some understanding. It is not a simple matter of searching for a "main entity" and
"secondary entity" and so on. Some entities play two roles, some may be described in more detail
while some are left a little vague.

Timeline There are no timeline discussed here

Details 12 engines were dispatched to the incident, nobody was injured, two members of staff were working
on some chemicals and there was a small fire in a fume cupboard, we’ve now sealed the area off.
What makes this answer correct? A. the answer includes the evidence that two members of staff were

Conclusion The fire service is now working with UEA staff to establish what chemicals were in the laboratory.
Twelve engines were dispatched to the incident. Nobody was injured. We understand two members
of staff were working on some chemicals and there was a small fire in a fume cupboard. The risk in a
lab like this

Tone Question 2. Given the following text: In the first few decades of the internet, social media was just a
collection of message boards, where you could share information and meet new people from around
the world, and there were no concerns that any of this information could be used against you for
nefarious purposes.

Challenges How does a fire break out in a lab? Do they test this equipment before they use it? Is this a rare
occurrence or does it happen often? Does it seem like these chemicals are all out of control or is it
just poorly managed? Is anyone at the school or at UEA getting

Insights The fire at the campus building on the third floor, which resulted in the evacuation of hundreds of
people and the deployment of 12 engines by the fire service, highlights the risks associated with
chemical laboratories, particularly when working with hazardous substances. The fire potentially
released chemicals from the fume cupboard, necessitating an

Audience The audience is scientists with the focus is on the laboratory fire. The presentation uses scientific
language such as "breathing apparatus crews" and "fume cupboard" and quotes expert opinions such
as Mr Harold.

Reference Summary Tests are being undertaken at the University of East Anglia (UEA) in Norwich to ensure there is "no
leakage" of chemicals after a laboratory fire.

Result using QA-prompting

Predicted Firefighters responded to a third-floor laboratory fire at the University of East Anglia, requiring the
evacuation of hundreds of students due to the risk of chemical inhalation.

ROUGE 1/2/L 47.05/24.28/35.29

Result using Vanilla Prompting

Predicted Tests are being undertaken at the University of East Anglia (UEA) in Norwich to ensure there is ""no
leakage"" of chemicals after a laboratory fire.", Hundreds of people were evacuated from a campus
building when firefighters were called to the scene of a fire on the third floor at about 10:30 BST.
The fire service is now working with UEA staff to determine what chemicals were present in the
laboratory. Twelve fire engines were dispatched to the incident and nobody was injured.

ROUGE 1/2/L 234

Table 7: An example of XSum dataset (Narayan et al., 2018) summarization using QA-prompting with Gemma-3-
12B. Input contains the article, then, next 10 columns define answer generated for the given 10 questions. The last 3
columns contain reference summary, predicted summary, and ROUGE scores. GREEN represents questions that
were included in the prompt. The results are with baseline prompting method is also given for comparison.
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Field Content

Input System: ’Thank you for calling the Cambridge Information system. Your call will be recorded for
research purposes. You may ask for information about a place to eat, such as a restaurant, a pub, or a
cafe. How may I help you?’
User: ’hello i am looking for a restaurant uh that sells only drinks and snacks’
System: ’The Fleur, which serves drinks and snacks, is a great restaurant.’
User: ’ok what is the address and phone number of the restaurant’
System: ’The Fleur is located on 73 Humberstone Road and its phone number is 01223902183.’
User: ’ok thank you good bye’

Topic The main topic or focus of the content is a restaurant that sells only drinks and snacks.

Key Points The key points or arguments presented in the text are as follows:
1. The text introduces the Cambridge Information system and its purpose of recording calls for
research.
2. The system provides information about places to eat, such as restaurants, pubs, and cafes.
3. The user asks

Entities The three main entities or individuals involved are the user, the system, and the restaurant.
The user is the person who is interacting with the system and is looking for information about a
restaurant.
The system is the computer program that is providing the information to the user.
The restaurant is the establishment that

Timeline The timeline being discussed here is the timeline of the conversation between the user and the system.
The system is providing information about a restaurant, and the user is asking for more details about
the restaurant. The conversation is taking place in real-time, and the system is responding to the
user’s requests

Details The supporting details, examples, or evidence provided are the following:
- The Fleur, which serves drinks and snacks, is a great restaurant.
- The Fleur is located on 73 Humberstone Road.
- The Fleur’s phone number is 0122

Conclusion The system is designed to provide information about places to eat, such as restaurants, pubs, or
cafes. The user asks for information about a restaurant that sells only drinks and snacks. The system
recommends a restaurant called The Fleur, which serves drinks and snacks.

Tone The overall tone or sentiment is positive.

Challenges 1. The system is not able to understand the user’s request.
2. The system is not able to provide the user with the information they are looking for.
3. The system is not able to understand the user’s request.
4. The system is not able to provide the

Insights The system is able to understand the user’s request and provide relevant information about a restaurant
that sells only drinks and snacks. The system also provides the address and phone number of the
restaurant, which is helpful for the user to locate and contact the restaurant.

Audience The audience is the people who are looking for a restaurant, pub, or cafe. The content is aimed at
people who are looking for a restaurant, pub, or cafe. The content is presented in a way that is easy
to understand and follow.

Reference Summary "You are looking for a drinks and snacks only restaurant. You don’t care about the area. You want to
know the address and phone number."

Result using QA-prompting

Predicted You are looking for a drinks and snacks only restaurant. You don’t care about the area. You want to
know the address and phone number.

ROUGE 1/2/L 100.0/100.0/100.0

Result using Vanilla Prompting

Predicted The article describes a system that can help users find information about a place to eat, such as a
restaurant, a pub, or a cafe. The system can provide information about the address and phone number
of the restaurant. The system is designed to be easy to use and can be accessed by anyone.

ROUGE 1/2/L 27.5/12.8/20.0

Table 8: An example of DSTC3 dialogue summarization dataset using QA-prompting with Mistral-7B. Input
contains the dialogue, then, next 10 columns define answers generated for the given 10 questions. The last sections
contain reference summary and evaluation metrics. GREEN represents questions that were included in the prompt.
The results are with baseline prompting method is also given for comparison.
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Field Content

Input Although this seems like a great product it is definitely not minced. The cans say it is minced but it
isn’t, it is ground beef. My cat ONLY likes minced. Not chunks, not ground. Although she will eat
ground cat food sometimes, it has to be inviting and delicious, yet she just walks away from this. I
hate it when the packaging lies about the contents of a product. The shipping was speedy and the
value is great (as long as they deliver what they promise) now I am stuck with food my cat won’t eat
at all.

Topic The main topic or focus of the content is the cat food.

Key Points The key points or arguments presented in the text are:
- The product is not minced as it is ground beef.
- The packaging lies about the contents of the product.
- The shipping was speedy and the value is great.
- The cat won’t eat the food.

Entities The three main entities or individuals involved are the cat, the cat owner, and the company that
produces the cat food. The cat is the one who is eating the food, the cat owner is the one who is
buying the food, and the company is the one who is producing and selling the food. The cat

Timeline The timeline being discussed here is the timeline of the product.

Details The supporting details, examples, or evidence provided are:
- The cans say it is minced but it isn’t, it is ground beef.
- My cat ONLY likes minced.
- Although she will eat ground cat food sometimes, it has to be inviting and delicious

Conclusion The conclusion is that the product is not minced.

Tone The overall tone or sentiment of the text is negative.

Challenges The text raises the question of whether the product is minced or ground beef.

Insights The writer is not happy with the product and the packaging.

Audience The audience is the cat owner who is looking for a minced cat food. The presentation is aimed at the
cat owner who is looking for a minced cat food.

Reference Summary Not minced, this is ground beef

Result using QA-prompting

Predicted Product advertised as minced but turned out to be ground beef, which the cat refuses to eat.

ROUGE 1/2/L 26.02/9.52/26.02

Result using Vanilla Prompting

Predicted Product mislabeled as minced, cat prefers minced.

ROUGE 1/2/L 15.38/0.0/15.38

Table 9: An example of Amazon Food review summarization using QA-prompting with Mistral-7B. Input contains
the customer review, then, next 10 columns define answers generated for the given 10 questions. The last sections
contain reference summary and evaluation metrics. GREEN represents questions that were included in the prompt.
The results are with baseline prompting method is also given for comparison.
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