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Abstract

Culturally grounded commonsense reasoning
is underexplored in low-resource languages due
to scarce data and costly native annotation. We
test whether large language models (LLMs)
can generate culturally nuanced narratives for
such settings. Focusing on Javanese and Sun-
danese, we compare three data creation strate-
gies: (1) LLM-assisted stories prompted with
cultural cues, (2) machine translation from In-
donesian benchmarks, and (3) native-written
stories. Human evaluation finds LLM stories
match natives on cultural fidelity but lag in co-
herence and correctness. We fine-tune mod-
els on each dataset and evaluate on a human-
authored test set for classification and genera-
tion. LLM-generated data yields higher down-
stream performance than machine-translated
and Indonesian human-authored training data.
We release a high-quality benchmark of cultur-
ally grounded commonsense stories in Javanese
and Sundanese to support future work.!

1 Introduction

Reasoning, the ability to draw conclusions, make
inferences, and relate concepts, is a core evaluation
target in recent LLM work (Dubey et al., 2024;
OpenAl et al., 2024; Hurst et al., 2024; Almazrouei
et al., 2023). Yet widely used English benchmarks
such as StoryCloze (Mostafazadeh et al., 2016,
2017), WinoGrande (Sakaguchi et al., 2021), and
HellaSwag (Zellers et al., 2019) encode Western
norms. Because reasoning is culturally shaped, re-
lying on machine-translated English datasets (Ponti
et al., 2020; Lin et al., 2022; Hershcovich et al.,
2022) risks erasing local context.

Recent datasets for medium-resource languages
(e.g., Indonesian (Koto et al., 2024) and Arabic
(Sadallah et al., 2025)) add cultural grounding but

“Equal contribution

'The dataset can be accessed at https://huggingface.
co/datasets/rifoag/javanese_sundanese_story_
cloze

mainly target sentence-level classification. Story-
level commonsense, how people interpret events
across narratives, remains underexplored in low-
resource languages due to limited speaker access,
high annotation costs, and scarce culturally relevant
materials.

We address story comprehension in two under-
represented languages, Javanese and Sundanese,
spoken by roughly 80M and 32M people respec-
tively (Badan Pusat Statistik, 2025; Eberhard et al.,
2025). Beyond sheer scale, both carry rich so-
ciolinguistic systems: Sundanese encodes polite-
ness and hierarchy phonologically, while Javanese
employs elaborate speech levels (Wolff and Poed-
josoedarmo, 1982). We adopt a StoryCloze-style
setup (Mostafazadeh et al., 2016, 2017): given a
four-sentence story, models either generate a plausi-
ble fifth sentence (generation) or choose the correct
continuation from two options (classification).

We compare three dataset creation strategies
for culturally grounded story comprehension: (1)
LLM-assisted generation with culturally informed
prompts, (2) machine translation from Indonesian
benchmarks, and (3) native-authored stories. Each
has distinct benefits, scalability, resource reuse, and
authenticity, respectively. Human evaluation shows
LLM outputs are culturally plausible and compara-
ble to native-written stories.

To assess cultural reasoning on narratives, we
use the native-authored set as a zero-shot testbed.
As in Figure 1, Indonesian/SEA-centric models,
though covering the target languages, often pro-
duce culturally inappropriate endings, showing
that language support alone is insufficient. We
then fine-tune on synthetic data and find that
LLM-generated training yields stronger results than
machine-translated data for both classification and
generation.

Our contributions are as follows:

* We release the first benchmark for cultur-

ally grounded commonsense reasoning in
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Sundanese

Premise

sahiji rangkaian nu dinanti-

)

Abi nuju di nikahan rerencangan\ Saweran dilakukeun ku para tamu kalawan gembira, ngajantenkeun suasana resepsi jadi
abi. Rangkaian resepsi tos Gemma 2 leuwih meriah.
hampir rengse. Ayeuna salah

Storc./ comple‘tion

Guests participated in saweran with joy, making the atmosphere of the reception
wore festive.

nanti. Nyaeta bagean saweran.

Sahabat AL Ayeu, abi nuju di resepsi, tapi abi nuju di rumah.
I'm at a friend's wedding right now. .

The reception is almost over. We're

Right now, I'm at a reception, but I'm also at home.

getting to one of the most awaited = S dipasrahkeun ku para tamu ngagambarkeun rasa syukur jeun
9 g to & SEA- (o) aweran nu dip u u p u ngag ul yukur jeung
moments. The saweran tradition. / A-LION harapan pikeun kaharmonisan jangka panjang pasangan

Premise

Saweran given by the guests represents gratitude and hope for the couple's long

term harmony.

Storl./ completion

)

ulai saka nggosok badhan, ngasir, ngompol, ngasir utawa ngasir,

X X<

~ W
Padusan iku salah sijine kegiatan kang . ; : ; ; .
ngasir, ngasir, ngasir, ngasir, ngasir, ngasir, ...
dilakoni sedurung Tdul Fitri. Tujuane Gemma 2 >\ + "9 + "9 + "9 + "9 + "9 '
kanggo nyuceni awak sedurung sholat Ied. Starting with scrubbing the body, rinsing, urinating, rinsing again of rinsing, rinsing,

Padusan iku ana langkah-langkah kang kudu
dilakoni. Padusan iku nduweni donga khusus

rinsing, rinsing, rinsing, rinsing,...

sedurung ditindakke.

Padusan iku dilakoni sedurung Idul Fitri kanggo nyuceni awak sedurung
ﬁ‘ Sahabat AT b—}gholat Ted.

&

Padusan is done before Eid al-Fitr to cleanse the body before performing the Eid prayer

—%[ SEA-LION

Padusan iku kudu dilakoni kanthi nggunakake banyu suci lan ngucapake
doa kanggo nambah kebersihan lan kesucian sadurunge sholat Ied.
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Padusan must be performed using pure water and by reciting a praver to enhance

cleanliness and purity before the Eid prayer.

Figure 1: Examples of human-written stories in Sundanese and Javanese. English translations in gray color are
provided for reference. A cross (X) indicates a culturally irrelevant ending, generated by LLMs

Javanese and Sundanese, comprising 3.3K
high-quality stories. This includes 1.12K
human-written samples, 1K human-reviewed
machine-translated texts, and 1.22K filtered
LLM-generated samples.

* We conduct extensive human evaluation of
multiple dataset creation strategies, includ-
ing (i) LLM-assisted generation, (ii) direct
machine translation, (iii) culturally localized
translation, and (iv) native-authored stories.

* We evaluate model performance through zero-
shot inference and supervised fine-tuning in
both classification and generation settings to
assess their cultural reasoning capabilities.

2 Related Works

2.1 Commonsense Reasoning in English Story
Comprehension

Story comprehension in NLP involves reasoning
over causal, temporal, and commonsense relations
within narratives. The StoryCloze test, introduced
by Mostafazadeh et al. (2016, 2017) is a land-
mark benchmark, requiring models to select the
most plausible ending for a short four-sentence
story. Many commonsense reasoning datasets,
however, focus on sentence-level challenges in-
clude WinoGrande (Sakaguchi et al., 2021) for pro-
noun resolution, COPA (Gordon et al., 2012) for

causal reasoning, and HellaSwag (Zellers et al.,
2019) for adversarial sentence completion. While
effective for probing localized reasoning, these do
not capture broader discourse coherence or charac-
ter motivations.

Recent work has shifted toward narrative-level
reasoning with longer contexts and richer event
dynamics. NarrativeQA (Kocisky et al., 2018)
covers full books and movie scripts, CosmosQA
(Huang et al., 2019) infers implicit causes and in-
tentions, and TellMeWhy (Lal et al., 2021) targets
causal and motivational “why” questions. Yet these
remain English-centric and question-answering-
oriented. Our work instead addresses narrative
completion in low-resource languages, particularly
in Javanese and Sundanese, providing a cultur-
ally grounded alternative to high-resource, English-
dominant benchmarks.

2.2 Commonsense Reasoning in Languages
Beyond English

Early multilingual commonsense benchmarks often
extended English datasets via translation. XCOPA
(Ponti et al., 2020) translated COPA into 11 ty-
pologically diverse languages, including Indone-
sian, while X-CSQA (Lin et al., 2021) adapted
CommonSenseQA across languages. Although use-
ful for cross-lingual evaluation, such resources in-
herit Anglocentric biases, as progress in English
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does not always transfer culturally or linguistically
(Lin et al., 2022; Shwartz et al., 2020). Direct
translations risk embedding English social contexts
rather than local commonsense (Lin et al., 2021).
Story comprehension tasks like StoryCloze
(Mostafazadeh et al., 2016) have been similarly ex-
tended. One such extension is XStoryCloze (Lin
et al., 2022), by translating English narratives into
multiple languages. Yet such approaches still strug-
gle to capture culture-specific narrative norms.
For Indonesian, culturally grounded datasets
such as COPAL-ID (Wibowo et al., 2024) and
IndoCulture (Koto et al., 2024) model regional
practices and norms across 11 provinces, advanc-
ing evaluation in a medium-resource language.
However, they primarily focus on short-form,
sentence-level reasoning such as multiple-choice
or cloze-style questions, rather than full-narrative
comprehension. Beyond Indonesia, CultureBank
(Shi et al., 2024) compiles large-scale cultural
knowledge from community narratives to sup-
port culturally aware language technologies, while
CulturelLLM (Li et al., 2025) incorporates cultural
differences into LLMs via semantic data augmen-
tation. However, these resources primarily fo-
cus on short-form, structured tasks rather than
full-narrative comprehension. Our work fills this
gap by introducing the first benchmark for story-
level commonsense reasoning in low-resource lan-
guages, specifically Javanese and Sundanese, two
of Indonesia’s most widely spoken local languages.

2.3 LLM-Generated Data Creation

One possible solution to tackle data scarcity in NLP
is applying data augmentation (Feng et al., 2021;
Ding et al., 2020; Ahmed and Buys, 2024; Liu et al.,
2024; Yong et al., 2024; Guo and Chen, 2024; Liu
et al., 2022), with LLMs increasingly used to pro-
duce high-quality synthetic data that complements
or substitutes manual annotation. Most prior work
targets classification tasks. For example, WANLI
(Liu et al., 2022) used GPT-3 (Brown et al., 2020)
to generate synthetic English natural language infer-
ence data (Bowman et al., 2015) refined by humans,
while Yong et al. (2024) generated English senti-
ment and topic classification data before translating
it into low-resource languages using bilingual lexi-
cons.

For low-resource languages, Putri et al. (2024)
employed GPT-4 (OpenAl et al., 2024) to create
question-answering datasets, showing LLLM poten-
tial in under-resourced settings. However, such

efforts often overlook cultural reasoning and narra-
tive coherence. Our work instead focuses on cultur-
ally nuanced story generation in Javanese and Sun-
danese, targeting story-level commonsense reason-
ing. We compare multiple data creation strategies,
including LL.M-assisted generation with open- and
closed-weight models, machine translation from
Indonesian, and native-authored stories.

3 Dataset Construction

As in Figure 2, we build two parallel streams: train-
ing and test. For training, the IndoCloze (Koto
et al., 2022) train split serves both as seeds for
LLM-guided generation and as sources for ma-
chine translation into Javanese and Sundanese. For
testing, we translate the IndoCloze test split and
human-verify it for linguistic quality and cultural
relevance, and we add a fully new set of native-
authored stories from predefined topics. Each
instance follows the StoryCloze format: a four-
sentence premise with one correct and one incor-
rect ending.

Indonesian is chosen as the seed language for its
national status and cultural proximity to Javanese
and Sundanese. To ensure authenticity, native
speakers authored and validated stories, embedding
local names, places, foods, and customs. Following
Mostafazadeh et al. (2016); Koto et al. (2022), the
dataset targets everyday commonsense reasoning
grounded in local culture

3.1 Training Data

We construct our training set using three strate-
gies: (1) LLM-assisted data generation, (2) direct
machine translation, and (3) machine translation
followed by cultural localization using an LLM.

3.1.1 LLM-Assisted Data Generation

We synthesize training data with three open
models: Gemma2-27B-it (Riviere et al.,
2024), Llama3.1-70B (Dubey et al., 2024),
Mixtral-8x7B-Instruct (Jiang et al., 2024), and
three closed models: GPT-40 (Hurst et al., 2024,
OpenAl et al., 2024), Cohere Command-R-Plus
(Cohere, 2024), Claude-3-Opus (Anthropic,
2024).

For each language and LLM, we supply seed
examples and topics. We manually translate 50
IndoCloze train samples into Javanese and Sun-
danese with cultural localization (e.g., foods like
Gudeg and rituals like Sawéran). Topics are de-
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Figure 2: Overall pipeline of dataset creation.

rived from IndoCulture (Koto et al., 2024). The
full prompt appears in Figure 4.

Each LLM produces 2,000 stories (1,000 per
language), yielding six training sets. Per call, five
random seeds guide generation at temperature 0.7;
we repeat until each model reaches 1,000 valid
samples per language (=~ 166 per topic on average).

To filter quality, we train an XLM-R binary clas-
sifier on 600 human-rated outputs (Section 4.2)%.
Applied to all 12,000 generations, it retains 1.2K
high-quality stories (592 Sundanese, 628 Javanese).
Roughly half of Claude and GPT-40 outputs pass,
while far fewer from other LLMs, especially Mix-
tral, survive (Appendix B).

3.1.2 Machine Translation (MT;ain)

We translate 1,000 IndoCulture training instances
into Javanese and Sundanese (1,000 each) using
Google Translate® (see Appendix F for quality). As
a training resource, this set is not human-validated.
We refer to it as MTrain-

3.1.3 Machine Translation + Localization
(MTr0in+GPT4o0)

We prompt GPT-40 to culturally localize the MT
outputs, following the same guidelines given to
human annotators. The model adapts names,

268.33% accuracy on the dev split (20% of train); setup in
Appendix A.

3https://translate.google.com/, accessed Septem-
ber 2024.

events, foods, settings, and social norms to Ja-
vanese/Sundanese contexts. This probes whether
LLMs can align literal translations with local cul-
tural values to produce more authentic, context-
appropriate narratives.

3.2 Test Set

We carefully construct the test set using two strate-
gies: (1) machine translation with human verifi-
cation, resulting in 500 Javanese and 500 Sun-
danese instances, and (2) manual writing by native
speakers based on pre-defined topics, producing
roughly 529 Javanese instances and 595 Sundanese
instanecs. Each strategy undergoes rigorous quality
control to ensure accuracy and reliability. In total,
we create a high-quality test set of 2,124 instances
across both languages.

To ensure the authenticity and quality of the
dataset, we recruited 4 expert workers (2 per lan-
guage) who are not only native Indonesian speakers
but also fluent in Javanese and Sundanese. Each
expert worker has a deep understanding of their
respective language, culture, and customs. They
have at least 10 years of experience speaking Ja-
vanese or Sundanese and possess strong linguistic
and cultural expertise. The recruited workers, aged
between 21 and 35 years, hold bachelor’s degrees
and were carefully selected for their proficiency in
both language and cultural knowledge.
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Dataset Sundanese Javanese
Coherence Fluency Correctness Cultural Rel. Coherence Fluency Correctness Cultural Rel.
Human Written (HW) 5.0 5.0 100 96 5.0 5.0 100 66
LLM Generated Data
GPT-40 4.7 42 80 96 49 4.5 97 91
Claude 4.7 4.4 86 92 49 4.3 96 93
Cohere 34 3.0 28 46 4.6 4.1 80 65
Llama3.1 3.7 34 56 70 4.5 42 65 50
Gemma2 39 3.1 42 78 4.8 3.6 83 81
Mixtral 2.0 L.5 0 4 2.0 1.9 3 22
Translated
MTuain 3.24 4.36 80 20 4.36 4.46 98 12
Translated Data + Localization

MT wain + GPT40 4.36 4.68 86 80 4.6 4.64 98 76
MTest + Human 5.0 5.0 100 14 5.0 5.0 100 18

Table 1: Quality analysis of models on Sundanese and Javanese. Higher scores indicate better performance in each

category.
Dataset Sundanese Javanese
#data #vocab LW (%)) MATTRT #data #vocab LW (%)| MATTRT
Human Written (HW) 594 4693 0 0.84 529 3497 0 0.80
LLM Generated Data
GPT-40 1000 3444 0 0.82 1000 3073 0 0.80
Claude 1000 3898 0 0.80 1000 3104 0 0.79
Cohere 1000 2654 3 0.65 1000 2254 3 0.68
Llama3.1 1000 3126 0 0.69 1000 2836 2 0.69
Gemma2 1000 3758 5 0.72 1000 3334 4 0.71
Mixtral 1000 4584 16 0.71 1000 4215 13 0.67
Translated Data
MT rain 1000 5272 0 0.83 1000 5007 1 0.81
Translated Data + Localization
MTwain + GPT40 1000 4985 1 0.82 1000 4692 1 0.81
MTiest + Human 500 3877 0 0.82 500 3620 3 0.81

Table 2: Lexical diversity analysis of different models on Sundanese and Javanese. “LW” denotes the percentage of

loanword.

3.2.1 Machine translation with human

verification (MT.sc+Human)

As shown in Figure 2, we translate 500 randomly
selected samples from the IndoCloze test set into
Javanese and Sundanese using Google Translate.*
To ensure accuracy and naturalness of the machine-
translation, we employ two native speakers for each
language and implement a two-stage quality con-
trol process (Winata et al., 2023). In Stage 1, the
first worker manually corrects translation errors
and localizes content by replacing entities (e.g.,
names, buildings, food) with culturally relevant al-
ternatives.’ In Stage 2, a second worker validates
the revised text and directly corrects any remaining
errors from the first stage. From this point forward,
we refer to this data as M Tyt +Human.

*Google Translate was accessed in September 2024

5Note that while we applied cultural localization, not all
examples could be fully adapted to Javanese or Sundanese
contexts, as some stories reflect general Indonesian cultural
elements that are not specific to either group.

3.2.2 Human-written Dataset (HW)

Each expert worker in Sundanese and Javanese is
tasked with writing 600 short stories following the
IndoCloze format: a four-sentence premise, a cor-
rect fifth sentence, and an incorrect fifth sentence.
Stories are written based on 12 predefined topics,
adhering to the same topic taxonomy used for train-
ing (see Section 3.2).See Appendix E for further
details on the writing guidelines.

To ensure quality, each expert worker reviewed
their peer’s written stories. The reviewing worker
was presented with a premise and two randomized
alternate endings from another worker’s story and
was asked to identify the correct one. Instances in-
correctly identified by the second worker were dis-
carded, as they likely contained incorrect endings
or exhibited ambiguity. After quality control, 529
Javanese and 595 Sundanese instances remained
from the original 600 per language. From this point
forward, we refer to this human-written dataset as
HW.
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4 Data Analysis

4.1 Overall Statistics

For LLM-assisted dataset creation, GPT-40 and
Claude demonstrated the highest efficiency, gen-
erating nearly 1,000 clean samples with minimal
discarded output, while Mixtral was the least effi-
cient, requiring significantly more samples to reach
the same threshold. The LLM-generated data does
not have a uniform topic distribution due to varia-
tions in broken samples.

In total, the LLM-generated datasets contain
72K sentences and approximately 557K words.
The word distribution across sentence positions
remains consistent across the six LLMs, with word
counts per position relatively uniform and a me-
dian sentence length ranging from 5 to 10 words.
MTe-+Human (both with and without localization)
and HW datasets exhibit a similar word distribution
pattern to the LLM-generated datasets. MT con-
tains around 6K sentences with 44,5K words, while
HW has 6,7K sentences with 58,2K words. Despite
the slight difference in word count, both datasets
maintain a consistent distribution, with a median
sentence length ranging from 4 to 11 words.

4.2 Quality Analysis based on Human
Evaluation

We evaluate the quality of all the constructed
dataset based on four key criteria: coherence, flu-
ency, correctness, and cultural relevance. Specif-
ically, we randomly select 50 samples (5—-10% of
the total dataset) for both Sundanese and Javanese
and engage two native speakers for evaluation. Co-
herence and fluency are rated on a Likert scale
from O to 5, while correctness and cultural rele-
vance are assessed using binary annotation and
reported as percentages. More details on the an-
notation guideline can be found in Appendix D.
Table 1 summarizes the results of human evalua-
tion, with scores for coherence and fluency being
averaged between the annotators. Meanwhile, for
correctness and cultural relevance, we count the
percentage of data perceived as correct or cultur-
ally relevant by both annotators. Inter-annotator
agreement scores ranges from 0.4 to 0.7, as shown
in Appendix C.

We observe that among the evaluated LLMs,
both GPT-40 and Claude consistently demonstrate
strong performance across all metrics. Notably,
their cultural relevance scores are comparable to
those of human-written texts. Applying localiza-

tion to the machine-translated data using GPT-4o0
(MT0in+GPT-40) improves coherence and cultural
relevance. Finally, while human post-editing en-
sures near-perfect scores in coherence, fluency, and
correctness, achieving full cultural localization re-
mains challenging, as not all content can be natu-
rally adapted without compromising narrative plau-
sibility.

4.3 Lexical Diversity

We analyze the lexical diversity of LLM-generated
data for Sundanese and Javanese using key met-
rics such as vocabulary size, moving-average type-
token ratio (MATTR) (Covington and McFall,
2010), and the proportion of loanwords. To mea-
sure loanword presence, we manually review the
top 100 most frequent words for each model.

As shown in Table 2, GPT-40 achieves a high
MATTR score, making it highly comparable to
human-written data. Among the LLM-generated
datasets, Mixtral has the largest vocabulary size
but also introduced the highest proportion of loan-
words, with 16% in Sundanese and 13% in Ja-
vanese, suggesting a significant reliance on non-
native terms. In contrast, GPT-40 and Claude gen-
erate text entirely in Sundanese and Javanese with-
out incorporating foreign words, highlighting their
ability to produce better datasets.

Upon manual inspection, we find that LLMs fre-
quently generate common Javanese names such
as Ayu, Dwi, Bayu, Eko, and Sari. For Sun-
danese, commonly produced names include Lia,
Budi, Dewi, and Rina. While these names are
widely used across Indonesia, the variation in hon-
orific terms is limited across all models, only Pak
and Bu, along with their formal variants Bapak
and Ibu, appear consistently. This suggests that, al-
though some models demonstrate surface-level lex-
ical diversity, deeper sociolinguistic features such
as honorific variation remain underrepresented.

5 Experiments and Analysis

5.1 Classification
5.1.1 Setup

We adopt the classification accuracy metric, as pro-
posed in both Mostafazadeh et al. (2016) and Koto
et al. (2022), defined as the ratio of correctly pre-
dicted instances to the total number of test cases.
For our experiments, we fine-tune several models:
Qwen 2.5 7B (Qwen et al., 2025), Llama 3.1
8B (Grattafiori et al., 2024), Gemma 2 9B (Riviere
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Model Javanese Sundanese
0-shot MTrrain  MTrain+GPT-40 Al LLM  LLM_Filt 0-shot MTrain  MTrmain+tGPT-40 Al LLM  LLM_Filt

XLM-R NA 69.00 67.67 80.72 81.47 NA 75.42 50.34 75.93 72.73
Qwen 2.5 76.94 85.44 84.31 84.88 87.71 64.48 74.75 72.22 80.64 79.63
Llama 3.1 75.24 90.17 86.96 91.68 92.44 48.32 79.97 71.55 81.14 78.62
Gemma 2 85.07 93.95 95.46 95.46 95.27 51.52 86.20 89.23 87.88 85.02
SahabatAlI Llama 77.13 95.46 94.14 97.16 97.73 34.51 87.88 87.21 91.25 92.42
SEA-LION Llama  69.19 96.60 94.71 93.76 95.27 25.93 88.55 83.67 82.15 77.44

Table 3: Accuracy of models on the human-written test set in Javanese and Sundanese across training sets.

Model Javanese Sundanese
0-shot MTrwain  MTrain+tGPT-40  AIlLLLM  LLM_Filt 0-shot MTrain  MTrin+tGPT-40  AllLLLM  LLM_Filt

XLM-R NA 69.40 70.20 66.80 62.60 NA 56.60 73.00 67.60 66.00
Qwen 2.5 68.00 80.00 75.00 75.830 75.80 63.60 78.80 74.20 76.60 77.60
Llama 3.1 47.60 86.00 70.40 77.40 73.40 48.60 83.40 74.00 75.00 76.00
Gemma 2 63.00 91.80 92.80 83.60 83.40 57.60 90.00 91.80 80.80 83.40
SahabatAl Llama 34.80 90.00 87.60 84.20 88.40 30.80 87.40 86.60 83.60 87.60
SEA-LION Llama  32.20 92.60 87.40 76.20 72.20 29.80 92.20 88.80 77.60 71.20

Table 4: Accuracy of models on the machine-translated test set in Javanese and Sundanese across training sets.

et al., 2024), SahabatAI Llama 8B (GoToCom-
pany, 2024), SEA-LION Llama 8B (Ngetal., 2025),
and XLM-R (Conneau et al., 2019). For LLMs, we
conduct instruction fine-tuning with a multiple-
choice question framework using a LoRA adapter
(Hu et al., 2022) on the combined Javanese and
Sundanese training set. Full training details are
provided in Appendix A. To ensure robustness, re-
sults are averaged over three runs. For comparison,
we also report the zero-shot performance of each
model prior to fine-tuning.

In addition to the zero-shot setting, we ex-
periment with the following training data varia-
tions: (1) MTy,in (machine-translated data), (ii)
MT ;.in+GPT-40 (machine-translated data localized
using GPT-40), (iii) All LLM (the full set of LLM-
generated samples), and (iv) LLM_Filt (a filtered
subset comprising the top 10% of All LLM based
on human evaluation). We evaluate each model
on two test sets: (i) a human-written set and (ii) a
machine-translated set.

5.1.2 Overall Performance

Table 3 and Table 4 present the classification ac-
curacies of all models trained on different training
sets, evaluated on the human-written and machine-
translated test sets, respectively. In the zero-shot
setting, model performance ranges from approxi-
mately 34% to 70% across both Javanese and Sun-
danese, underscoring the inherent challenges of cul-
tural commonsense reasoning in these languages.
Fine-tuning consistently improves model perfor-
mance over the zero-shot baseline, with LLMs
showing particularly strong gains. Notably, XLM-
R underperforms relative to the LLMs, suggesting
that large generative models are more effective at

capturing cultural nuances.

We observe that models trained on LLM-
generated data perform best when evaluated on
the human-written test set (Table 3), while those
trained on machine-translated data tend to perform
better on the machine-translated test set (Table 4),
indicating some sensitivity to data distribution
alignment. Interestingly, localizing the machine-
translated training data (MT,jn+GPT-40) does not
consistently lead to improved model performance
compared to using the original machine-translated
data (MTtrain)-

5.1.3 Performance Across Different Topics

Figure 3 presents the topic-wise performance of
SahabatAI on the human-written test set. The
chart shows that models fine-tuned on both MTip.in
and LLMFEjjereq consistently achieve higher accu-
racy across most categories compared to the zero-
shot baseline. Interestingly, the zero-shot setting
performs relatively well on the Art category. Fine-
tuning on LLMgjjereq yields notable improvements
in culturally rich topics such as Wedding, Preg-
nancy, and Art, outperforming models trained on
MTain-

5.2 Generation
5.2.1 Setup

Using the same set of LLMs from the classification
experiments, we fine-tune the models to perform
story continuation: given a four-sentence premise,
the model is trained to generate a coherent fifth
sentence in either Javanese or Sundanese. We ap-
ply supervised fine-tuning using QLoRA (Dettmers
et al., 2023), with training details provided in Ap-
pendix A. To evaluate generation quality, we use
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Model Javanese Sundanese

0-shot MT MT1in+GPT-40 Al LLM  LLM_Filt 0-shot MT 1vain MT1in+GPT-40 Al LLM  LLM_Filt
Qwen 2.5 725/21.8 71.7/19.2 72.0/19.5 724/21.7 719/195 69.2/154 703/15.6 70.3/16.5 70.5/16.7 69.2/14.6
Llama 3.1 624/83 72.7/215 7241/21.1 72.7/229 72.7/222 594/56 70.0/16.1 70.3/16.23 70.6/17.9 68.9/15.5
Gemma 2 70.9/17.7 73.2/24.0 73.1/23.1 72.8/229 72.6/222 682/132 70.3/18.1 70.2/17.9 70.8/17.9 70.2/17.1
SahabatAl Llama  63.1/153 71.8/20.1 59.7/9.2 62.6/13.6 67.2/166 57.7/89 69.2/16.2 59.1/7.5 62.4/11.7 70.6/17.6
SEA-LION Llama  72.7/23.0 72.4/20.9 72.5/21.5 72.8/239 72.6/225 689/16.7 70.1/16.3 70.3/17.0 71.0/183 71.3/18.6

Table 5: BERTScore / ROUGE-L F1 of models on the human-written test set in Javanese and Sundanese across

training sets.

Model Javanese Sundanese

0-shot MT 1rain MT1ain+GPT-40 Al LLM  LLM_Filt 0-shot MT 1rain MTr1in+GPT-40 Al LLM  LLM_Filt
Qwen 2.5 70.5/15.6 70.7/18.3 71.0/18.1 71.6/18.8 70.6/154 69.9/14.0 70.9/17.8 70.9/18.1 71.3/16.7 70.2/13.7
Llama 3.1 59.7/44  72.1/214 72.0/20.7 71.8/204 713/188 593/42 71.4/19.2 71.2/18.6 71.3/17.7 68.8/15.7
Gemma 2 69.7/145 72.3/225 72.1/21.5 71.9/209 7147197 69.4/141 72.4/21.3 72.1/20.7 71.9/19.0 704/173
SahabatAl Llama 59.2/93 72.1/222 60.2/8.9 625/124 64.6/12.8 58.1/79 71.5/20.5 59.9/8.0 62.7/10.9 70.4/16.6
SEA-LION Llama 69.7/16.9 72.4/21.3 72.0/20.5 71.9/20.7 71.6/19.6 69.7/154 72.1/19.5 71.5/18.0 71.5/180 71.1/18.5

Table 6: BERTScore / ROUGE-L F1 of models on the machine-translated test set in Javanese and Sundanese across

training sets.

Language Model Coherence Fluency Correctness Cultural Rel.

3 Gemma 2 4.92 4.94 76 92
AVANEeSe  SEA-LION Llama  4.98 4.98 84 92

Sund Gemma 2 4.22 4.74 74 86
UnGanese  SEA-LION Llama  4.40 4.92 78 94

Table 7: Human evaluation results for Javanese and
Sundanese.

two automatic metrics: ROUGE-L (Lin, 2004) for
lexical overlap and BERTScore (Zhang et al., 2020)
for semantic similarity.

5.2.2 Overall Performance

Table 5 and Table 6 presents the automated evalua-
tion metrics for different training sets across Sun-
danese and Javanese on both human-written and
machine-translated test sets. Finetuning consis-
tently improves performance over the 0-shot. No-
tably, on the human-written data that contains more
cultural nuanced story, model fine-tuned with LLM-
generated data gives higher improvement compared
to others.

Among the models, SEA-LION Llama achieves
the highest score across most test, then followed
closely by Gemma 2. The LLM_Filt data often
matches or outperforms the All_LLM settings that
uses more samples. Similar to classification, in
human-written test set, LLM-generated-training
data tends to be better than in machine-translated
test set.

5.2.3 Human Evaluation

We conducted a human evaluation to compare mod-
els between SEA-LION Llama and Gemma 2 fine-
tuned on All LLM-generated data, the two models
that showed strong performance in both classifica-
tion and generation tasks (see Table 3, 4, 5, and 6).

Using the human-written test set, annotators were
presented with a story premise and the generated
ending sentence. They were asked to rate the out-
puts based on coherence, fluency, correctness, and
cultural relevance, following the same guidelines
as in the earlier manual evaluation. As shown in
Table 7, both models perform well in Javanese and
Sundanese, with SEA-LION Llama slightly outper-
forming Gemma 2 across most human evaluation
criteria. However, this advantage is less evident
when measured using automatic metrics.

6 Conclusion

We explored the potential and limitations of LLM-
generated data for commonsense reasoning and
story generation in Javanese and Sundanese, intro-
ducing the first cloze dataset for these languages
with high-quality test sets. Our preliminary analy-
sis in classification and generation settings shows
that GPT-40 and Claude-3 Opus demonstrate strong
capabilities in generating plausible short stories but
face challenges in fluency and cultural accuracy.
Despite these limitations, our findings suggest that
LLM-assisted data generation is a practical and
effective approach for constructing datasets in low-
resource languages.

7 Limitations

This study acknowledges several limitations in
terms of cultural nuance, language scope, and di-
alectal representation. While we carefully curated
data across 12 cultural topics, our focus was limited
to only two local languages—Javanese and Sun-
danese. Although these are the most widely spoken
regional languages in Indonesia, they do not cap-
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Sundanese

—— Zero-shot
Finetune MT-Train
—— Finetune LLM Filter

Death

Family relatign

Fisheries and tratie

Pregnancy and kids edding

Socio-religious aspects of life

Javanese

—— Zero-shot
Finetune MT-Train
—— Finetune LLM Filter

Death

Family relatignstr

Fisheries ang

Pregnancy aid vvedding

Religious haliday

Socio-religious aspects of life

Figure 3: Topic-wise accuracy of SahabatAl (an
Indonesian-centric LLM) on the human-written test set
for Javanese and Sundanese, comparing zero-shot, and
fine-tuning on M Ty, fine-tuned, and LLMyereq-

ture the full linguistic and cultural diversity present
in the world. Moreover, our predefined topics and
data sources may not comprehensively reflect the
rich variation of cultural practices, dialects, and
regional expressions within these languages.

Additionally, due to resource constraints and the
primary focus on exploring the potential of LLM-
generated data for commonsense reasoning and
story generation, this research explored a limited
range of LLM prompts and hyperparameter config-
urations. Future research could investigate a wider
language scope, prompt variation, and other set-
tings to identify configurations that maximize the
performance of LLMs in generating culturally nu-
anced common sense reasoning in Javanese and
Sundanese.

8 [Ethical Considerations

All human-written datasets have been manually val-
idated to ensure that harmful or offensive questions
are not present in the dataset. We paid our ex-
pert workers fairly, based on the monthly minimum
wage in Indonesia®. All workers were informed
that their stories submitted would be used and dis-
tributed for research. Furthermore, no sensitive or
personal information about the workers would be
disclosed.
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A Training Configurations

For classification, we set the maximum token
length for the pre-trained language model to 450
for the premise and 50 for the ending sentence. The
model was trained over 20 epochs with early stop-
ping (patience set to 5), using a batch size of 40,
Adam optimizer, an initial learning rate of 5e-6 for
XLM-R, and a warm-up phase comprising 10% of
the total training steps.

For training the text generation models, we use
4-bit quantization with a LoRA rank of 64 and a
LoRA alpha of 128. The models are trained with
a batch size of 8, gradient accumulation of 8, a
learning rate of 2e-4, and for a single epoch. We
employ the Unsloth.ai framework for efficient
fine-tuning (Daniel Han and team, 2023).

For training the classifier for data filtering, we
fine-tune the XLM-R model with a maximum token
length of 1024 for the premise and 128 for the
ending sentence. The model was trained over 26
epochs, using a batch size of 16, Adam optimizer,

an initial learning rate of le-5 for XLM-R, and a
warm-up phase comprising 5% of the total training
steps.

Figure 4 shows the prompt template used for in-
context learning, guiding the LLM to generate new
Javanese and Sundanese.

B Distribution of Filtered
LLM-Generated Training Data

Initially, training data was generated using six dif-
ferent LLMs, with each model contributing approx-
imately 16.67% of the total 10K samples (around
2K samples per model). However, after filtering
the bad examples, the final dataset composition
shifted. The data consist of 1,220 samples, the
distribution is as follows: Claude (37.7%), GPT-
40 (29.0%), LLama (8.6%), Cohere (4.3%), and
Gemma-2 (1.7%).

Your task is to write several triplets of story premises consisting of four sentences,
wrong ending, and correct ending in {language}. Include {language} cultural values
in the story with the topic {topic}. Here are some examples of the story format:
Story: {premise_1}

Correct Ending: {correct_ending_1}
Incorrect Ending: {incorrect_ending_1}

in-context
samples

Story: {premise_5}

Correct Ending: {correct_ending_5}

Incorrect Ending: {incorrect_ending_5}

Please generate several triplets, strictly following the format in the examples, do not

add bullets or any additional response.

Figure 4: Prompt template instructing LLM to generate
a new example for Javanese and Sundanese.

C Agreement Score

We measure the fluency and coherency agreement
scores using Pearson’s correlation and computed
the correctness and cultural relevance scores using
Cohen’s kappa. They are summarized in Table 8.

Metric Javanese Sundanese
Fluency 0.73 0.76
Coherency 0.77 0.71
Correctness 0.74 0.50
Cultural Relevance 0.75 0.49

Table 8: Agreement Scores for Javanese and Sundanese

D Workers Scoring Guidelines

* Fluency (0-5): Each sentence should be
grammatically correct and fluent.

— 5: All sentences are grammatically cor-
rect and fluent.

— 0: Sentences are grammatically incorrect
and lack fluency.
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* Coherency (0-5): The story should be coher-
ent, with all sentences logically connected.

— 5: Story is highly coherent, with clear
and logical flow between sentences.

— 0: Sentences are disconnected and lack
a logical sequence.

* Correctness (Binary): The correct story clo-
sure should be valid, while the incorrect clo-
sure should clearly be wrong.

— 1: The correct ending is indeed correct,
and the incorrect ending is clearly wrong.

— 0: Either the correct ending is not valid,
or the incorrect ending is not clearly
wrong.

¢ Cultural Relevance (Binary): The story
should reflect appropriate cultural norms, val-
ues, or symbols relevant to the language.

— 1: The story contains relevant cultural
norms, values, symbols for the corre-
sponding language.

— 0: The story lacks cultural relevance or
includes irrelevant cultural aspects.

Scoring Guidelines:

* Coherency: Ranges from 0 to 5, where 5
means each sentence is strongly connected
and flows well with the previous and next sen-
tence.

Fluency: Ranges from 0 to 5, where 5 indi-
cates all sentences are grammatically sound
and highly fluent.

Correctness: A binary score of 0 or 1 to en-
sure that the correct ending is truly valid and
the incorrect ending is clearly wrong.

Cultural Relevance: A binary score of 0 or 1
to ensure the whole story contains appropriate
and relevant cultural symbols and norms for
the language being used.

E Topic and Story-Writing Guidelines

We create a total of 300 native-authored stories as
part of the Javanese and Sundanese Cloze Project.
These stories are evenly distributed across 12 pre-
defined topic categories, with 25 stories per topic.
Each story must reflect traditional Javanese and
Sundanese values and customs, with attention to

detail and coherence in the narrative. The topic
categories and their subcategories follows IndoCul-
ture (Koto et al., 2024). Each story must consist
of 4 sentences and two endings: one correct and
one incorrect. Ensure that all stories adhere to the
topics and categories outlined in the taxonomy and
reflect traditional values and cultural relevance.

F Machine Translation Evaluation

Sundanese
0.09/0.35/42.8
0.12/0.33/43.8

Javanese
0.11/0.41/45.2
0.18/0.30/53.1

Google Translate
NLLB-200-3.3B

Table 9: BLEU F1 / METEOR / ChrF comparison of
Google Translate and NLLB Dense Transformers Trans-
lation Model (Costa-Jussa et al., 2022) for Indonesian
to Javanese / Sundanese translation on NusaX dataset
(Winata et al., 2023)
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