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Abstract

We propose an unsupervised method to dis-
entangle sentence embeddings from multilin-
gual sentence encoders into language-specific
and language-agnostic representations.! Such
language-agnostic representations distilled by
our method can estimate cross-lingual semantic
sentence similarity by cosine similarity. Previ-
ous studies have trained individual extractors to
distill each language-specific and -agnostic rep-
resentation. This approach suffers from miss-
ing information resulting in the original sen-
tence embedding not being fully reconstructed
from both language-specific and -agnostic rep-
resentations; this leads to performance degrada-
tion in estimating cross-lingual sentence simi-
larity. We only train the extractor for language-
agnostic representations and treat language-
specific representations as differences from the
original sentence embedding; in this way, there
is no missing information. Experimental results
for both tasks, quality estimation of machine
translation and cross-lingual sentence similar-
ity estimation, show that our proposed method
outperforms existing unsupervised methods.

1 Introduction

Estimating semantic textual similarity (STS) (Cer
et al., 2017) is one of the fundamental techniques
in natural language processing (NLP). This tech-
nology has many potential applications, including
information retrieval (Bajaj et al., 2016) and auto-
matic evaluation of NLP-generated sentences (Shi-
manaka et al., 2018). In recent years, this task
has commonly been based on Transformer-based
sentence encoders (Reimers and Gurevych, 2019;
Wang et al., 2022) that are pre-trained in objec-
tives such as masked language modeling (Devlin
et al., 2019) and contrastive learning (Gao et al.,
2021). These techniques are generalized across
languages (K et al., 2020), and multilingual sen-
tence encoders (Reimers and Gurevych, 2020; Feng
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Figure 1: Visualization of embeddings in QE task by
principal component analysis. Two colors represent the
source and target languages, and two markers repre-
sent meaning and language embeddings. Our proposed
method forms one cluster of language-agnostic mean-
ing embeddings on the left side and two clusters of
language-specific embeddings on the right side.

et al., 2022; Wang et al., 2024) pre-trained in var-
ious languages are also being actively developed
for applications such as quality estimation (QE)
of machine translation (Specia et al., 2018) and
cross-lingual information retrieval (Nie, 2010).
However, since sentence embeddings from mul-
tilingual sentence encoders are dominated by lan-
guage rather than meaning (Tiyajamorn et al.,
2021), they suffer from accurate estimation of
cross-lingual sentence similarity. Previous stud-
ies (Tiyajamorn et al., 2021; Kuroda et al., 2022;
Ki et al., 2024) have disentangled sentence embed-
dings from multilingual sentence encoders into em-
beddings that represent language-specific informa-
tion (language embedding) and language-agnostic
information (meaning embedding), and used the
latter meaning embeddings for cross-lingual sen-
tence similarity estimation. They have disentangled
sentence embeddings using both extractors for lan-
guage embeddings and for meaning embeddings,
however, this approach may result in information
missing during the disentanglement process.
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Figure 2: Distilling meaning embeddings from multilingual sentence embeddings. The four MLPs share weights.

To address this issue, we train only an extractor
for meaning embeddings and treat language embed-
dings as the difference between original sentence
embeddings and meaning embeddings. Since miss-
ing information cannot happen in this architecture,
we expect to more accurately distill meaning em-
beddings from multilingual sentence encoders. Ex-
perimental results on QE in WMT?20 (Specia et al.,
2020) and cross-lingual STS in SemEval-2017 (Cer
et al., 2017) show that the proposed method outper-
forms previous unsupervised methods (Tiyajamorn
et al., 2021; Kuroda et al., 2022) and more accu-
rately distills language-agnostic embeddings.

2 Proposed Method

Our proposed method disentangles sentence em-
beddings e € R? from a multilingual sentence
encoder into language embeddings representing
language-specific information and meaning embed-
dings representing language-agnostic information
using a multi-layer perceptron (MLP). Note that d
is the dimension of sentence embeddings.

Previous studies (Tiyajamorn et al., 2021;
Kuroda et al., 2022) used two MLPs (MLPj,
and MLP ) to distill meaning embeddings é,; =
MLP,;(e) and language embeddings é; =
MLP/ (e) independently. MLPs are trained by
adding these embeddings together to reconstruct
the original sentence embeddings, however, com-
plete reconstruction from independently extracted
embeddings is difficult, and some information is
lost. In contrast, the proposed method treats lan-
guage embeddings as the difference between origi-
nal sentence embeddings and meaning embeddings,
allowing the addition of language and meaning em-
beddings to reconstruct the original sentence em-
beddings completely. We use only one MLP to

extract meaning embeddings, as follows.

MLP(e) (1)

e—éy (@)

éyny =

ér =

As shown in Figure 2, our extractor for mean-
ing embeddings is trained in a multi-task learning
manner based on the following three loss functions.

L=Ly+Lr+L¢c 3)

We train the MLP with bilingual parallel corpora.
Figure 2 shows how the MLP is trained by com-
bining loss functions based on cosine similarity
between embeddings. Meaning embedding 5,/,
language embedding 3, and others are disentan-
gled from the sentence embeddings s and ¢ from
the multilingual sentence encoder for bilingual sen-
tences consisting of a sentence in the source lan-
guage s and a sentence in the target language ¢. As
in previous study (Tiyajamorn et al., 2021), sen-
tences s’ and ¢/, randomly selected from the source
and target languages, respectively, are also used for
training supplementally.

2.1 Loss for Language-agnostic Embeddings

Between bilingual sentences (s, t), the meaning
embeddings ), and tys should be similar, and
between randomly selected sentences (s, s’) and
(t,t'), they should be dissimilar. To train them, we
define the following loss functions.

Ly =2 (1 —cos(8ar,tnr))
+ max(0, cos(8nr, 84)) 4)

+ max(0, cos(tar, 1))

Note that the first term is weighted to balance the
positive and negative terms.
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Model en-de en-zh ro-en et-en ne-en si-en Avg.
Baseline 0.003 0.074 0.674 0.443 0.486 0.463 0.357
Mean Centering 0.079 0.141 0.729 0.445 0.544 0.507 0.408
mE5-base DREAM 0.120 0.213 0.738 0.499 0.527 0.515 0435
MEAT 0.119 0.209 0.735 0.500 0.533 0.514 0.435
Ours 0.116 0.190 0.741 0.513 0.543 0.525 0.438
Baseline 0.020 0.100 0.734 0.556 0.538 0.493 0.407
Mean Centering 0.151 0.184 0.779 0.583 0.592 0.544 0.472
mE5-large DREAM 0.172 0.257 0.783 0.629 0.584 0.541 0.494
MEAT 0.117 0.186 0.751 0.610 0.541 0499 0451
Ours 0.175 0.249 0.782 0.636 0.591 0.544 0.496
Baseline 0.143 0.203 0.767 0.590 0.549 0422 0.446
Mean Centering 0.212 0.261 0.766 0.576 0.589 0.505 0.485
mES-large-instruct DREAM 0.212 0.290 0.765 0.595 0.585 0.499 0.491
MEAT 0.215 0.283 0.757 0.607 0.563 0476 0.484
Ours 0.215 0.284 0.762 0.611 0.598 0.515 0.498
Table 1: Pearson correlation coefficients evaluated on WMT20 QE task.
2.2 Loss for Language-specific Embeddings QE STS
Language embeddings (S, i 1) should be similar en-de, en-zh 1,000k en-it, en-tr 500 k
for (s, s’) and (¢,t’) within the same language. To ro-en, et-en 200k en-de, en-es, en-fr 200 k
train them, we define the following loss functions. ne-en, si-en 50k en-ar, en-nl 30k

Ly = (1 —cos(51,8%)) + (1 —cos(tr, 7)) (5)

2.3 Loss for Both Language-specific and
Language-agnostic Embeddings

Since the purpose of this method is to disentangle
original sentence embeddings into meaning and
language embeddings, it is desirable that these em-
beddings are not similar. In addition, the original
sentence embedding should be reconstructed by
adding meaning and language embeddings. There-
fore, when language embeddings are swapped be-
tween (s, ') and (¢,t’) within the same language,
or when meaning embeddings are swapped be-
tween (s,t) in the bilingual sentence, we want
to reconstruct the original sentence embedding by
adding meaning and language embeddings. To
train them, we define the following loss functions.

Lc = max(0, cos(8x7,81)) + max(0, cos(Ear, 1))

+2 —cos(8, 8 + 87) — cos(E, tar + )
+ 2 — cos(8,ty + 1) — cos(t, 5y + 1)

(6)

3 Evaluation

We evaluate the performance of the proposed
method on the QE task in WMT20 (Specia

Table 2: Number of sentence pairs for each language
pair in the training dataset. From each of these, 10% of
the sentence pairs are used for validation.

QE STS
LaBSE 0.396 0.734
LaBSE + Ours 0.482 0.753
mES5 0.446 0.826
mES5 + Ours 0.498 0.832

Table 3: Summary of experimental results.

et al., 2020) and on the cross-lingual ST'S task in
SemEval-2017 (Cer et al., 2017). Both tasks esti-
mate the similarity between sentences, the former
between an input sentence in the source language
and a machine-translated sentence in the target lan-
guage, and the latter between two sentences in dif-
ferent languages. Following the official evaluation
metrics, we used Pearson correlation.

3.1 Setting

Data The WMT20 QE task includes six lan-
guage pairs. English to German (en-de), English
to Chinese (en-zh), Romanian to English (ro-en),
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Model en-ar en-de en-tr en-es en-fr en-it en-nl Avg.
Baseline 0.726 0.809 0.687 0.772 0.802 0.811 0.799 0.772
Mean Centering 0.688 0.788 0.652 0.730 0.764 0.797 0.777 0.742
mE5-base DREAM 0.727 0.741 0.707 0.731 0.763 0.787 0.763 0.746
MEAT 0.693 0.773 0.698 0.727 0.781 0.790 0.787 0.750
Ours 0.749 0.786 0.724 0.754 0.793 0.810 0.795 0.773
Baseline 0.774 0.846 0.783 0.806 0.834 0.836 0.835 0.816
Mean Centering 0.757 0.830 0.759 0.790 0.831 0.826 0.821 0.802
mE5-large DREAM 0.803 0.839 0.796 0.798 0.826 0.840 0.841 0.820
MEAT 0.773 0.849 0.772 0.784 0.831 0.838 0.855 0.815
Ours 0.797 0.854 0.800 0.801 0.835 0.847 0.853 0.827
Baseline 0.788 0.847 0.782 0.840 0.835 0.846 0.842 0.826
Mean Centering 0.760 0.824 0.759 0.827 0.806 0.804 0.809 0.798
mES5-large-instruct DREAM 0.823 0.834 0.789 0.818 0.824 0.839 0.836 0.823
MEAT 0.813 0.839 0.776 0.800 0.830 0.843 0.838 0.820
Ours 0.825 0.846 0.795 0.827 0.835 0.851 0.845 0.832

Table 4: Pearson correlation coefficient evaluated on SemEval-2017 cross-lingual STS task.

Estonian to English (et-en), Nepali to English
(ne-en), and Sinhalese to English (si-en), respec-
tively, and for each language pair, 1,000 sentence
pairs of machine translation input/output and hu-
man evaluation scores are available for evalua-
tion. The target machine translation model is a
Transformer (Vaswani et al., 2017) trained with the
fairseq toolkit (Ott et al., 2019).

The SemEval-2017 cross-lingual STS task in-
cludes seven language pairs in English and other
languages. They are Arabic (en-ar), German (en-
de), Turkish (en-tr), Spanish (en-es), French (en-fr),
Italian (en-it), and Dutch (en-nl), respectively, with
250 sentence pairs and human evaluation scores
available for each language pair.

Model Our MLP is a single-layer feed-forward
neural network. LaBSE? (Feng et al., 2022) and
three types of multilingual ES (mES)? (Wang et al.,
2024) were used for multilingual sentence encoders.
Only MLP is trained on bilingual corpora, and mul-
tilingual sentence encoders are frozen.

We used a batch size of 512, Adam (Kingma
and Ba, 2015) optimizer with a learning rate of
10~%. We employed early stopping for training
with a patience of 5 epochs using a validation loss
of Equation (3). As in previous studies (Tiyajamorn
et al., 2021; Kuroda et al., 2022), we used part of

2https://huggingface.co/sentence-transformers/
LaBSE

3https://huggingface.co/intfloat/
multilingual-e5-{base, large, large-instruct}

Ly L;p Lo Pearson
v v 0.493
v v 0.487
v v 0.451
v v oo v 0.498

Table 5: Ablation on QE task. All loss functions are
useful, and losing any of them degrades performance.

the bilingual corpus available in WMT20* for the
QE task and Tatoeba’ for the STS task, respectively,
for training. Table 2 shows our training data sizes.

Comparison We compare the proposed method
with DREAM (Tiyajamorn et al., 2021) and
MEAT (Kuroda et al., 2022), previous studies that
disentangle sentence embeddings into meaning and
language embeddings. There are two baselines,
one using sentence embeddings from the multilin-
gual sentence encoder as is. The other is a simple
disentangling method; the average embedding for
the target language in the training corpus is sub-
tracted from the embedding of each sentence to
obtain the meaning embedding. The Cosine sim-
ilarity of these sentence or meaning embeddings
estimates translation quality or semantic similarity.

4https://www.statmt.org/
Shttps://tatoeba.org/
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3.2 Result

Table 3 provides a summary of the experimental
results. For both multilingual encoders, LaBSE
and mES (large-instruct), the proposed method im-
proved the performance of both QE and STS tasks.
For the mES5, which achieved higher performance,
Tables 1 and 5 show detailed results for each task.

Experimental results for QE in Table 1 and STS
in Table 4 show that the proposed method consis-
tently achieves the best average performance for
all multilingual sentence encoders. Figure 1 also
reveals that disentangling sentence embeddings has
been successful.

4 Conclusion

We disentangled sentence embeddings from mul-
tilingual sentence encoders into language-specific
and language-agnostic embeddings, and applied
the latter to cross-lingual sentence similarity esti-
mation. The model architecture of our method has
the advantage that there is no missing information
during disentangling embeddings. Experimental
results on QE and cross-lingual STS tasks in an
unsupervised manner revealed the effectiveness of
the proposed method for both state-of-the-art mul-
tilingual sentence encoders, LaBSE and mES5.

Limitations

Our method is based on pre-trained multilin-
gual sentence encoders and is not applicable to
languages not covered by the original encoders.
Nonetheless, for example, LaBSE is available in as
many as 109 languages.

Our model needs training on GPUs. However,
the computation time is not very long: about 12
minutes per epoch on a single GPU of TITAN RTX,
and about 5 to 9 hour for the entire training.
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