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Abstract

Multilingual Retrieval-Augmented Generation
(mRAG) often retrieves English documents and
translates them into the query language for low-
resource settings. However, poor translation
quality degrades response generation perfor-
mance. Existing approaches either assume suf-
ficient translation quality or utilize the rewrit-
ing method, which introduces factual distortion
and hallucinations. To mitigate these problems,
we propose Quality-Aware Translation Tagging
in mRAG (QTT-RAG), which explicitly evalu-
ates translation quality along three dimensions-
semantic equivalence, grammatical accuracy,
and naturalness & fluency-and attaches these
scores as metadata without altering the origi-
nal content. We evaluate QTT-RAG against
CrossRAG and DKM-RAG as baselines in
two open-domain QA benchmarks (XORQA,
MKQA) using six instruction-tuned LLMs
ranging from 2.4B to 14B parameters, cover-
ing two low-resource languages (Korean and
Finnish) and one high-resource language (Chi-
nese). QTT-RAG outperforms the baselines
by preserving factual integrity while enabling
generator models to make informed decisions
based on translation reliability. This approach
allows for effective usage of cross-lingual doc-
uments in low-resource settings with limited
native language documents, offering a prac-
tical and robust solution across multilingual
domains. Code available at https://github.
com/HoyeonM/QTT-RAG.

1 Introduction

Retrieval-augmented generation (RAG) has be-
come a standard approach for large language mod-
els (LLMs) for open-domain question answering
tasks by accessing external sources of knowledge
(Lewis et al., 2020). One core challenge in mul-
tilingual RAG (mRAG) is retrieving relevant doc-
uments in a different language that would not de-
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Figure 1: This figure illustrates a failure case of the pre-
vious approach (DKM-RAG). Hallucination arises when
the LLM rewrites the translated documents, causing the
generator to eventually produce an incorrect answer.

grade the quality of the generation. This difficulty
is exacerbated by a data imbalance: high-resource
languages such as English dominate web-scale cor-
pora, while medium- and low-resource languages
(e.g., Korean, Finnish) remain underrepresented.
This imbalance leads to inconsistent performance
quality across languages in LLMs, even in safety
and reliability issues (Shen et al., 2024a).

When queries and retrieved documents are in
different languages, retrievers fail to identify rele-
vant passages, and generators tend to produce code-
switched or inaccurate responses (Park and Lee,
2025). The same study also shows that perfor-
mance improves substantially when the retrieved
passages match the query language, highlighting
a strong preference for the query language. This
mismatch problem leads to a strong language pref-
erence bias, whereby generation performance im-
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Figure 2: Overview of QTT-RAG System. After retrieving and reranking the top-5 most relevant documents,
documents originally written in the query language (KO) are passed directly to the generator, whereas documents in
foreign languages (EN) are translated and automatically scored along three dimensions: semantic equivalence (E),
grammatical accuracy (G), and naturalness & fluency (N). These passages are then re-inserted with the corresponding
quality tags. The generator receives this quality-aware, tagged input, enabling it to produce factually grounded and

translation-sensitive responses.

proves when retrieved passages match the query
language. Wang et al. (2024) shows that LLM per-
formance drops when input and output languages
are mismatched, often leading to repetition and
incoherence in multilingual generation and transla-
tion.

To address the language mismatch problem, two
primary approaches have been explored: 1) Trans-
lating queries into English to match the dominant
language of document collections, 2) Translating
documents into the query language. Research in
Cross-Lingual Information Retrieval (CLIR) has
shown that document translation outperforms query
translation (McCarley, 1999; Saleh and Pecina,
2020; Valentini et al., 2025; Yang et al., 2024).
Recent work in mRAG has reinforced these find-
ings, which shows that translating documents into
the query language maintains cultural knowledge
and word sense boundaries more accurately (Park
and Lee, 2025).

DKM-RAG (Park and Lee, 2025) introduces a
document-centric approach that translates retrieved
English passages into the query language and re-
fines them using an LLM-based rewriting module.
Its refining method removes redundant sentences,

ensures natural connections with the original text,
and produces smooth query language writing. How-
ever, DKM-RAG has a key limitation: its refine-
ment process can invoke hallucinations by inadver-
tently altering factual content, making irrelevant
passages appear artificially relevant to the query, as
shown in Figure 1. It even refines the retrieved doc-
uments that are already in query language, unnec-
essarily modifying their contents and potentially
distorting the original information. Beyond these
content-level issues, recent studies have revealed
deeper limitations of LL.Ms in multilingual con-
texts, such as cultural commonsense understand-
ing (Shen et al., 2024b), as well as barriers in trans-
ferring knowledge across languages (Chua et al.,
2025).

To address such problems, we propose Quality-
Aware Translation Tagging in Multilingual RAG
(QTT-RAG). Our approach employs explicit qual-
ity assessment instead of implicit quality control
mechanisms. Specifically, we translate only those
documents that are not already in the query lan-
guage into the target language, and then employ an
LLM to assess the translation quality based on three
criteria: semantic equivalence, grammatical accu-
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racy, and naturalness & fluency. Unlike implicit
quality control approaches such as CrossRAG and
DKM-RAG, which either assume adequate transla-
tion quality (CrossRAG) or rely on rewriting pas-
sages to improve fluency (DKM-RAG), our quality
assessment method preserves factual integrity by
providing detailed quality scores as metadata. This
allows the generation model to make informed de-
cisions without altering the original semantic con-
tent.
Our key contributions are as follows:

* LLM-based Translation Quality Assess-
ment: We propose an LLM-driven evaluation
module that scores translation quality based
on semantic equivalence, grammatical correct-
ness, and linguistic naturalness.

¢ QTT-RAG Architecture: We introduce QTT-
RAG, a multilingual RAG pipeline that at-
taches translation quality scores as metadata,
enabling the generator to weigh information
sources more reliably and thereby reducing
factual distortion.

* Empirical Validation: Experiments across
multilingual benchmarks show that QTT-RAG
consistently improves 3-gram recall and ro-
bustness to translation errors compared to ex-
isting baselines such as CrossRAG and DKM-
RAG.

2 Background
2.1 Multilingual RAG

Traditional Retrieval-Augmented Generation
(RAG) systems primarily rely on English doc-
uments, retrieving and generating responses
using dense passage encoders. Recent works
have extended RAG to multilingual settings
by integrating multilingual retrievers such as
LaBSE (Feng et al., 2022) and BGE-M3, often in
combination with cross-lingual LLMs. However,
Chirkova et al. (2024) demonstrate persistent
language preference bias in multilingual RAG
systems: generators achieve better performance
when retrieved passages are in the same language
as the query language but degrade when the
context contains mixed or mismatched languages.

Two main strategies have been proposed to ad-
dress the language mismatch: (i) query translation
(tRAG), which translates the user query into En-
glish before retrieval, and (ii) document transla-

tion (CrossRAG), which translates all retrieved pas-
sages into a single language (Ranaldi et al., 2025).
Query translation approaches suffer from infor-
mation loss when relevant documents exist only
in the original language, while document transla-
tion approaches may introduce translation noise
that affects the generation stage. To improve doc-
ument translation quality, DKM-RAG (Park and
Lee, 2025) applies an LLM-based rewriting step to
translated passages, enhancing fluency but at the
risk of factual distortion.

Despite these advances and their notable con-
tributions to mRAG, existing methods still cannot
reliably prevent translation-induced hallucinations.
In contrast, our proposed QTT-RAG introduces
an explicit quality evaluation framework that pre-
serves the benefits of document translation while
mitigating the risk of factual distortion. Rather than
modifying content, QTT-RAG leverages quality as-
sessments as metadata to better guide the genera-
tion process.

3 Methodology

We address a cross-lingual retrieval scenario where
user queries ¢ are posed in medium or low-resource
languages L, (e.g., Korean, Finnish), while the tar-
get document collection D predominantly contains
documents in high-resource languages Ly, (e.g., En-
glish).

Our proposed pipeline, shown in Figure 2 con-
sists of five sequential modules designed to handle
cross-lingual retrieval and generation: (1) retrieval,
(2) reranking, (3) language detection & translation,
(4) quality tagging, and (5) generation.

3.1 Document Retrieval and Reranking

Given a user query q in language L, we first re-
trieve the top-k candidate documents Dy, from the
document collection D.

For this initial retrieval step, we use BGE-M3, a
state-of-the-art multilingual dense retrieval model
that maps both queries and documents into a shared
cross-lingual embedding space through a dual-
encoder architecture.

The retrieved candidate list Dy, is then reranked
using BGE-M3 as the reranking model, produc-
ing a reordered set of documents D,.c;.qnkeq- This
reranking step computes more precise relevance
scores for each query-document pair, enabling im-
proved ranking of the initially retrieved candidates
based on deeper semantic understanding.
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3.2 Cross-lingual Document Translation

For each document d € D¢ qnked, We first per-
form automatic language detection to identify its
source language L.

Documents already in the query language (Lg =
L,) bypass the translation process and are pre-
served in its original form, thereby avoiding unnec-
essary translation artifacts. For documents in other
languages (Lq # L), we employ neural machine
translation using NLLB-200-600M, a multilingual
translation model supporting over 200 languages.
The model translates each document d from its
source language L4 into the query language L,
producing the translated document Dy,.qpsiated-

3.3 Quality-Aware Translation Tagging

We use an LLM-based agent to evaluate the trans-
lation quality of documents in Dy,qpsiqteq With the
structured prompt shown in Table 8 of Appendix A.
The agent assesses each translated document across
three criteria:

* Semantic Equivalence: Verifies that the trans-
lation faithfully preserves the original mean-
ing and factual content.

¢ Grammatical Accuracy: Evaluates syntactic,
morphological, and structural correctness in
the target language.

¢ Naturalness and Fluency: Assesses whether
the translation reads smoothly and idiomati-
cally to native speakers.

Each criterion is scored based on the ELO rating
system from 0.0 to 5.0. We attach these quality
scores as tags to each translated document, creating
the quality-tagged document Dyqg4¢04. Examples of
the tagged documents can be found in Table 12 and
Table 13 in Appendix B, where Table 12 represents
low-quality translation cases and Table 13 shows
high-quality translation cases for Korean, Finnish,
and Chinese. If a document is originally written in
the query language, no quality score is added. This
tagging approach preserves and fully utilizes all
translated documents while providing the quality
information to guide the generation model.

3.4 Response Generation

The generator LLM receives the user query ¢ con-
catenated with the quality-tagged document set
through a structured prompt template detailed in

Table 9 of Appendix A. Rather than employing ad-
ditional fine-tuning, we leverage in-context learn-
ing by explicitly exposing the quality scores within
the input prompt.

The template instructs the LLM to prioritize
passages with higher quality scores, enabling re-
sponses to rely more heavily on high-quality trans-
lations while down-weighting or cautiously han-
dling lower-quality passages.

4 Experiments and Results

In this section, we describe the datasets used in our
experiments, the experimental setup, evaluation
metrics, and results, followed by ablation studies
to analyze the contribution of each component.

As baselines, we compare our method against
three approaches: (i) Base, a retrieval-only system
without translation, which relies solely on reranked
retrieved documents; (i1) CrossRAG, which trans-
lates all retrieved passages into the query language;
and (iii) DKM-RAG, which refines translated pas-
sages using an LLM-based rewriting step.

4.1 Dataset

We conduct experiments on two multilingual
open-domain QA benchmarks: MKQA: Multilin-
gual Knowledge Questions & Answers (Longpre
et al., 2021) and XOR-TyDi: Cross-lingual Open-
Retrieval Question Answering (Asai et al., 2021)
datasets for multilingual open-domain question
answering tasks. MKQA consists of 10,000 ex-
amples from the Natural Questions (NQ) bench-
mark (Kwiatkowski et al., 2019), translated into
26 languages, creating parallel multilingual QA
pairs grounded in English Wikipedia. However,
MKQA does not provide document-level annota-
tions. For consistency with prior benchmarks that
include gold document labels, we therefore adopt a
subset of 2,827 MKQA samples that overlap with
KILT-NQ (Knowledge Intensive Language Tasks
Natural Questions).

XOR-TyDi QA extends the TyDi QA (Clark
et al., 2020) benchmark by introducing cross-
lingual open retrieval challenges, where questions
are written in typologically diverse languages and
paired with English Wikipedia articles.

In our experiments, we use the Korean, Finnish,
and Chinese splits of MKQA. For XOR-TyDi QA,
we evaluate on the Korean and Finnish splits, com-
prising 371 and 615 questions respectively.
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4.2 Experimental Setup

We implement our QTT-RAG framework using
Bergen (Rau et al., 2024) as the experimental frame-
work and conduct baseline comparisons on Korean,
Finnish, and Chinese language settings.

Knowledge Base We construct our document
index from Wikipedia, comprising 25M English,
1.6M Korean, 1.5M Finnish, and 11M Chinese ex-
amples. Wikipedia is selected for two main reasons:
(i) both XOR-TyDi QA and MKQA are curated
against Wikipedia pages, ensuring high answer
coverage; (ii) it offers broad multilingual cover-
age with consistent article quality and structured
formatting across languages.

Retrieval & Reranking = We adopt a two-stage
retrieval pipeline: (i) an initial dense retriever to
maximize recall over a large index, (ii) followed
by a reranker that re-scores the top-K candidates
through query—passage interactions to improve pre-
cision at early ranks. This is crucial because only a
limited number of passages can be provided to the
LLM. Reranking ensures that answer-bearing pas-
sages are prioritized while topical but non-answer
passages and near duplicates are suppressed.

We choose BGE-M3 (Xiao et al., 2024) as both
retriever and reranker for three practical reasons:
(i) it provides a single multilingual checkpoint
with strong cross-lingual retrieval across 100+ lan-
guages; (ii) it has been adopted in prior work
such as DKM-RAG and CrossRAG, enabling direct
comparability; and (iii) it offers publicly available
weights and a built-in reranker, facilitating repro-
ducibility.

Translation Documents that are retrieved in
languages other than the query language are
translated by NLLB-200-distilled-600M (NLLB)
(Costa-jussa et al., 2022), a multilingual neural ma-
chine translation model supporting more than 200
languages. NLLB achieves BLEU scores in the
30—40 range for many low-resource language pairs,
making it a strong baseline for translation quality.
While NLLB offers credible and scalable transla-
tion capabilities, relying solely on translated con-
tent can still introduce errors or stylistic inconsis-
tencies. This limitation motivates our design choice
to incorporate translation quality assessment, allow-
ing the generator to dynamically weigh the relia-
bility of translated passages rather than treating all
translations equally.

Translation Quality Assessment We adapt
Llama-3.1-8B-Instruct (Dubey et al., 2024) as our
quality assessment agent to evaluate translation
quality across three criteria (semantic equivalence,
grammatical accuracy, and naturalness & fluency)
as described in Section 3.3. For each query lan-
guage, we design the assessment prompt in the
same language. The exact prompts are provided in
Table 9 of Appendix A.

Response Generation  We evaluate our frame-
work with six pretrained, instruction-tuned lan-
guage models of varying scales: Exaone-3.5-
2.4B-Instruct, Exaone-3.5-7.8B-Instruct (Yoo et al.,
2024), Qwen2.5-7B-Instruct (Hui et al., 2024),
Llama-3.1-8B-Instruct (Dubey et al., 2024), Aya-
Expanse-8B (Dac et al., 2024), and Phi-4 (14b)
(Abdin et al., 2024). This diverse set of models
enables us to assess the generalization ability of
our approach across different model architectures
and capabilities.

Evaluation Metric =~ We use character 3-gram re-
call as the evaluation metric (Chirkova et al., 2024).
Given a gold answer, character 3-gram recall first
extracts all overlapping three-character sequences
(trigrams) from the entire gold string. The score is
then calculated as the proportion of these gold tri-
grams that appear anywhere in the model’s predic-
tion. Character 3-gram recall is well-suited for mul-
tilingual QA as it tolerates orthographic variations
while still penalizing hallucinations and missing
content. Unlike word-level metrics, this character-
level approach is language-agnostic and requires no
language-specific processing, making it well-suited
for cross-lingual evaluation.

4.3 Failure Cases of DKM-RAG and
CrossRAG

DKM-RAG improves translation quality by rewrit-
ing retrieved passages conditioned on the query.
Although this process can mitigate noisy transla-
tions, it often results in knowledge drift, where
the rewritten passages introduce query terms or
assert relations unsupported by the original docu-
ments. To validate this, we manually analyze 1,855
retrieved documents for 371 questions from XOR-
TyDi—ko. In 214 cases (11.5%), entities in the
query (e.g. names, places, and dates) that were ab-
sent from the original documents are added during
rewriting. This rate of entity hallucination indicates
a notable limitation of rewriting-based approaches.
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Table 1 illustrates how rewriting can change the
factual content. In Case 1, the retrieved passage
describes an unrelated person named “Rumer God-
den”. However the rewritten output asserts a death
date for “Gwisil Boksin,” bridging the query to
irrelevant evidence and fabricating a fact that the
source does not contain. The downstream genera-
tor then treats the rewritten passage as authoritative
and produces the fabricated answer.

Table 2 presents a failure case of translation in
the CrossRAG method. In this case, the original
retrieved passage is incorrectly translated, omitting
an important part of the original content.

Case 1

Query AAEN AR IS A A2
(When did Gwisil Boksin die?)

Retrieved Rumer Godden died on 8 November
1998, aged 90, following a stroke...

Refined F AR AL 1998 114
8 ¢l Ut} (Gwisil Boksin’s date of
death is November 8, 1998.)

LLM Output o] FHuto 2 &= 1998 11¥

80l Ag Y@ g u gk
(Based on the given information, Novem-
ber 8, 1998 is the most likely answer.)

Table 1: Case study of factual distortion in DKM-RAG
for a Korean query.

Case 2

Query 24 w2y Frhe 2/]A7bR?
(How many Nordic countries are there in
Northern Europe?)

Retrieved "Scandinavia" is sometimes used as a syn-
onym for the Nordic countries, although
within the Nordic countries the terms are
considered distinct.

Translated 6% =715 o] 4 270t] o}

St foj7t PAHE Ao (Y
t}. (Within the Nordic countries, the term
Scandinavia is regarded as distinct.)

Table 2: Case study of incorrect translation in Cross-
RAG for a Korean query.

4.4 Quality-Aware Translation Tagging

Our QTT-RAG explicitly tags translation quality as
metadata using an LLM without rewriting retrieved
content. Unlike refinement-based methods, which
risk distorting original information into inaccurate
content, our approach preserves the original trans-
lations and supplements them with quality scores
as metadata. This non-destructive design enables
the generation model to prioritize higher-quality
sources while maintaining access to potentially

Character 3-gram Recall (%)

Model Base Cross DKM QTT
XOR-TyDi-ko
Exaone-3.5-2.4B-Instruct  37.0 37.3 35.1 413
Qwen2.5-7B-Instruct 343 365 342 369
Exaone-3.5-7.8B-Instruct  40.7 42.0 39.7 43.8
Aya-Expanse-8B 382 397 370 428
Llama-3.1-8B-Instruct 337 342 337 372
Phi-4 (14B) 406 410 357 425
MKQA-ko
Exaone-3.5-2.4B-Instruct 29.2 30.1 320 36.0
Qwen2.5-7B-Instruct 286 285 306 333
Exaone-3.5-7.8B-Instruct 334 334 364 40.0
Aya-Expanse-8B 326 338 355 39.0
Llama-3.1-8B-Instruct 285 275 283 334
Phi-4 (14B) 33.8 334 358 377

Table 3: Character 3-gram recall (%) on the XOR-TYDI
and MKQA benchmarks (Korean subset). Six LLMs
are evaluated under four retrieval pipelines: Base, Cross
= CrossRAG, DKM = DKM-RAG, and QTT = QTT-
RAG.

useful information from lower-quality translations.
We validate this advantage through experiments
across three languages—Korean, Finnish, and Chi-
nese—where QTT-RAG consistently outperforms
baseline methods.

Korean Korean is considered a low-resource
language (Jang et al., 2024). As shown in Ta-
ble 3, QTT-RAG consistently outperforms all base-
lines on XOR-TyDI-ko and MKQA-ko across six
LLMs. In Korean, performance gains range from
0.4% to 6.8% over the baselines. Among the eval-
uated models, Exaone-3.5-7.8B-Instruct achieves
the highest score, which is expected given its train-
ing on a collection of instruction-tuned bilingual
(English—Korean) generative models.

Finnish Finnish is also considered a low-
resource language like Korean (Ouzerrout, 2025).
Our method achieves comparable performance on
the XOR-TyDi Finnish dataset except for one LLM.
The results are shown in Table 4.

Chinese Chinese is a high-resource lan-
guage (Jang et al., 2024), which most of the top-
ranked passages are already in Chinese. As a result,
opportunities for cross-lingual translation are lim-
ited, leaving less headroom for further gains. In
the MKQA-zh experiment results (Table 5), Cross-
RAG achieves better performance with Exaone-
3.5-2.4B-Instruct, Exaone-3.5-7.8B-Instruct, and
Llama-3.1-8B-Instruct.
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| Character 3-gram Recall (%)

| XOR-TyDi-ko | MKQA-ko

Model | Base Cross DKM QTT Model | Hard QTT | Hard QTT
XOR-TyDi-fi Exaone-3.5-2.4B-Instruct | 40.3 41.3 32.1  36.0
Exaone-3.5-2.4B-Instruct | 45.0 456 504 50.4 Qwen2.5-7B-Instruct 366 369 | 306 333
Exaone-3.5-7.8B-Instruct | 43.2 43.8 342  40.0
Qwen2.5-7B-Instruct 559 567 557 58.6
Aya-Expanse-8B 404 428 357 39.0
Exaone-3.5-7.8B-Instruct | 56.0 55.6 56.1 59.3
Llama-3.1-8B-Instruct 350 37.2 28.7 334
Aya-Expanse-8B 576 60.1 583 554 Phi-4 (14B) 402 425 337 377
Llama-3.1-8B-Instruct 549 549 527 60.0
Phi-4 (14B) 64.0 635 60.1 66.8

Table 4: Character 3-gram recall (%) on the XOR-TYD1
benchmarks (Finnish subset). Six LLMs are evaluated
under four retrieval pipelines: Base, Cross = CrossRAG,
DKM = DKM-RAG, and QTT = QTT-RAG.

\ Character 3-gram Recall (%)

Model | Base Cross DKM QTT
MKQA-zh
Exaone-3.5-2.4B-Instruct | 19.0 252 239 244
Qwen2.5-7B-Instruct 27.7 30.0 28.7 319
Exaone-3.5-7.8B-Instruct | 22.2 26.2 26.1 25.8
Aya-Expanse-8B 263 328 332 339
Llama-3.1-8B-Instruct 252 301 28.8 293
Phi-4 (14B) 309 33.8 33.0 345

Table 5: Character 3-gram recall (%) on the MKQA
benchmark (Chinese subset). Six LLMs are evaluated
under four retrieval pipelines: Base, Cross = CrossRAG,
DKM = DKM-RAG, and QTT = QTT-RAG.

However, when a non-Chinese document ap-
pears, QTT-RAG’s explicit, non-rewriting quality
cues benefit models that reliably follow metadata,
resulting clear improvements with Aya-Expanse-
8B, Qwen2.5-7B-Instruct, and Phi-4 (14B).

4.5 Leveraging Translation Quality

To examine our design choice of quality tagging,
we conduct an ablation study comparing two strate-
gies: (1) Hard filtering, which excludes docu-
ments that are below all specified quality thresh-
olds; and (2) QTT-RAG, which is our proposed
method utilizing quality scores as metadata.

For Hard filtering, we use the same prompt em-
ployed for translation quality evaluation (Table 8)
to obtain scores along three criteria: Semantic
Equivalence, Grammatical Accuracy, and Natural-
ness & Fluency. Based on these scores, we exclude
documents if they fall below a threshold of 3.5 on
all criteria.

Table 6 and Table 7 show the comparison be-
tween Hard filtering and QTT-RAG. In Korean (Ta-
ble 6), QTT-RAG consistently outperforms Hard fil-
tering on all models, with average relative gains of

Table 6: Ablation on filtering strategy. Hard = Hard
filtering; QTT = QTT-RAG. Values are Character 3-
gram Recall (%).

| XOR-TyDifi | MKQA—zh

Model | Hard QTT | Hard QTT
Exaone-3.5-2.4B-Instruct | 51.3 504 254 244
Qwen2.5-7B-Instruct 58.7 58.6 30.1 319
Exaone-3.5-7.8B-Instruct | 58.7 59.3 26.8 25.8
Aya-Expanse-8B 61.0 554 33.0 339
Llama-3.1-8B-Instruct 60.0 60.0 299 293
Phi-4 (14B) 66.8 66.8 337 345

Table 7: Ablation on filtering strategy. Hard = Hard
filtering; QTT = QTT-RAG. Values are Character 3-
gram Recall (%).

3.8% on XOR-TyDi—ko and 12.6% on MKQA-ko.
In XOR-TyDi-fi (Table 7, left), the results are gen-
erally comparable across methods. Notably, Hard
filtering achieves the best score on Aya-8B, outper-
forming QTT-RAG as well as all other baselines
(Base, CrossRAG, and DKM-RAG). In MKQA—-
zh (Table 7, right), Hard filtering surpasses both
QTT-RAG and CrossRAG on Exaone-3.5-2.4B-
Instruct and Exaone-3.5-7.8B-Instruct. QTT-RAG
remains the best on Aya-Expanse-8B, Phi-4 (14B),
and Qwen2.5-7B-Instruct, while CrossRAG leads
with Llama-3.1-8B-Instruct by a small performance
difference.

With these additional experiments, we observe
that effectiveness varies across languages and
setups—such as resource level, the proportion of
cross-lingual passages, retriever and MT quality,
filtering thresholds, retained ratio, and the genera-
tor backbone—so no single strategy dominates uni-
versally.

Hard filtering simplifies the generator input and
can be effective in certain regimes, particularly
when in-language evidence is already abundant,
and removing a small set of low-scored trans-
lated passages leaves most relevant evidence in-
tact. However, it risks discarding rare but critical
information and is sensitive to choice of threshold
and language. In contrast, QTT-RAG avoids brittle
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thresholds and preserves coverage, which is cru-
cial when high-quality translations are sparse or
unevenly distributed.

Together, these findings suggest that while Hard
filtering may offer gains under favorable conditions,
quality tagging delivers more consistent improve-
ments across languages and models.

5 Discussion

We analyze cases where QTT-RAG delivers smaller
gains in Chinese compared to Korean and Finnish.
To formalize this observation, we denote the cross-
lingual share by

N translated

Hang N input

where Niransiated denotes the number of trans-
lated documents and Vi, denotes the total num-
ber of retrieved documents.

In our experiments, the MKQA-zh split has a
relatively low cross-lingual share (riang = 5.0%),
whereas the MKQA—ko split shows a much higher
cross-lingual share (rjang = 22.7%). This disparity
helps explain why QTT-RAG’s improvements tend
to be smaller in Chinese than in Korean: there are
simply fewer instances where translated evidence is
involved. More broadly, overall effectiveness also
depends on retriever and MT quality, generator
backbone, the distribution of retrieved languages,
and the evaluation setting.

For future work, we aim to expand our evalu-
ation to a wider set of languages to further test
the scalability of our approach. We also plan to
explore hybrid retrieval strategies, such as deliber-
ately inducing cross-lingual usage via English-only
retrieval for non-English queries.

6 Conclusion

We propose QTT-RAG, a novel multilingual RAG
framework that introduces translation quality tag-
ging as an explicit mechanism to mitigate factual
distortions and translation-induced errors. Unlike
prior approaches such as CrossRAG, which as-
sumes adequate translation quality, or DKM-RAG,
which relies on rewriting and risk semantic drift,
our method preserves the original translated con-
tent and supplements it with fine-grained quality
scores as metadata. Through extensive experiments
on two multilingual QA benchmarks (XOR-TyDi
QA and MKQA) across three typologically diverse
languages—Korean, Finnish, and Chinese—and

six instruction-tuned LLMs ranging from 2.4B to
14B parameters, we demonstrate that QTT-RAG
consistently improves character 3-gram recall over
strong baselines particularly in low-resource set-
tings (Korean and Finnish). Ablation studies fur-
ther reveal that quality tagging offers a more re-
liable default than Hard filtering, while still leav-
ing room for filtering-based strategies in specific
regimes with abundant in-language evidence.

Limitations

QTT-RAG is most effective when a substantial por-
tion of retrieved documents is in a different lan-
guage from the query and translation quality is
heterogeneous. In other words, when the major-
ity of retrieved passages already match the query
language, opportunities for translation and tagging
diminish, and gains naturally become smaller.

One other limitation is that the generator must re-
liably interpret and utilize the structured metadata;
models with weaker instruction-following capabili-
ties or shorter effective context windows may fail
to fully exploit these quality cues.

We also acknowledge that the experiments are
limited to only few languages—Korean, Finnish
and Chinese—which may be insufficient to gen-
eralize the effectiveness of our method. Further
experiments on a more diverse set of languages are
required to validate its broader applicability.
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A Prompt Templates

Table 8 presents the template used for the LLM
to assign translation quality scores for each trans-
lated document. It evaluates scores across three
dimensions: Semantic Equivalence, Grammatical
Accuracy, and Naturalness & Fluency.

Table 9 shows the generation prompt template,
which contains both System and User messages in
three languages. This template instructs the LLM
to prioritize passages with higher quality scores
across all three dimensions, enabling generator to
output quality-aware answer leveraging the most
reliable translated contents first.

B Translation Quality Assessment Cases

Tables 12 and 13 present case studies of our trans-
lation quality assessment process, demonstrating
low- and high-quality translations.

The cases in Table 12 show a translation with
relatively low scores in all criteria. In Case 1: Ko-
rean, it shows semantic distortions (e.g., "would
not trigger a localized ice age" incorrectly trans-
lated as "would not occur"), grammatical errors
including awkward sentence structures, and unnat-
ural expressions that compromise fluency. In case
2: Finnish, it shows a translation with relatively
low scores across all criteria (e.g., a quantity shift
“to 10,000 Nazi war criminals” rendered as “over
10,000” and omissions of the El-Kurru and Nuri
subsections) producing semantic distortions, gram-
matical issues, and reduced fluency. In Case 3: Chi-
nese, it likewise shows low scores across all criteria
(e.g., the title “Who Framed Roger Rabbit?”’ mis-
translated as “Who fell into Roger’s trap”, “sense
of humor” shifted to “original intention” and the
proper name Dolores dropped to just “girlfriend”
with duplicated tokens) leading to semantic drift,
grammatical errors, and poor fluency.

The cases in Table 13 demonstrate high-quality
translations across all three languages. In Case 1
(Korean), the output uses natural expressions and
appropriate terminology (e.g., “5 " for “states’
rights”), accurately conveying complex political
notions while maintaining readability. In Case
2 (Finnish), the translation preserves chronology
and factual detail (e.g., correct date inflection “25.
huhtikuuta 1945 and idiomatic phrasing such
as “Kolmen valtakunnan rajapyykilld”), yielding
strong grammatical accuracy and fluency. In Case
3 (Chinese), named entities and quantitative de-
tails are rendered precisely (e.g., “% Hi& A E
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Y~ “AIZ4N8,000 7~ “TF20175F4 H B 4
LA A i B L I 2 B
I H7), resulting in consistently high scores for
semantic equivalence, grammatical accuracy, and
fluency.

These cases illustrate how our quality assess-
ment framework effectively captures the nuances of
translation quality and provides meaningful meta-
data for the generation process.

C More cases of DKM-RAG and
CrossRAG

In Table 10 and 11, they show more failure cases in
Finnish and Chinese queries. In DKM-RAG, dur-
ing the refinement process, LLM tends to alter the
content of the retrieved passage into query-related
content, which distorts the actual meaning of the
original retrieved passages. In CrossRAG, certain
words are incorrectly translated by NLLB, which
eventually leads the generator to rely on wrong
passages. In both cases, these limitations result in
failure to generate the correct answer.
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Translation Quality Assessment Prompt (Korean / Finnish / Chinese)
Korean:

o] Y& {original english passage}

=+ o] M & {translated korean passage}

2 o] AR FTo] WMARY EWS A X AU EH AN, U A F A,
A 22w 7)ol thsll 2442 0.0 o A 5.08 Aol o] A AR AE|7HA o] A '
B7FlFA L. thE AT §lo] ISON Aoz vtk S sl A4 2.

A Al:"Qju] 2 A XA 5.0,"BHA FEA" 2.5, "AA2H 2T FHA" 4.3

o~

Finnish:

Alkuperiinen teksti (englanti): {original english passage}

Kédnnos (suomi): {translated finnish passage}

Arvioi kddnnoksen laatu englanninkielisen alkuperiistekstin ja suomenkielisen kddnnoksen vililld
kolmen kriteerin perusteella: semanttinen johdonmukaisuus, kieliopillinen tarkkuus ja luontevuus
ja syjuvuus. Anna pisteet jokaiselle kriteerille vililld 0.0-5.0 yhdelld desimaalilla. Vastaa vain
JSON-muodossa ilman mitédin lisdselityksid tai kommentteja.

Esimerkki: "Semanttinen johdonmukaisuus": 5.0, "Kieliopillinen tarkkuus": 2.5, "Luontevuus ja
sujuvuus'": 4.3

Chinese:

JE3C(Fe30): {original english passage}

FHIE(H 30): {translated chinese passage}

TEARTE LU = D PREVE A 2 SO SCS He P ORI 22 (R ORI B & 3 S — 30 - AR
M DUGES W BRGE - §hEDIRETT 2, 2EGEED10.0815.0, RE—0/NE-
AT LISONE NS, ANERINE RSN 2 ¥ L -

s B 5.0, EVATERATE " 2.5, "TE ST 4.3

English Version:

Original Passage: {original english passage}

Translated Passage: {translated {query language} passage}

Please evaluate the quality of the following English-to-{query language} translation using the three
criteria: Semantic Equivalence, Grammatical Accuracy and Naturalness & Fluency from 0.0 to 5.0.
Respond strictly in JSON format, without additional explanations.

Example: "Semantic Equivalence": 5.0, "Grammatical Accuracy": 2.5, "Naturalness & Fluency":
43

Table 8: The prompt used for evaluating translated passages based on three dimensions of translation quality. An
example (few-shot) output format is also provided for better generation. Quality scores are then attached as metadata
to each translated document.
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Generation Prompt (Korean / Finnish / Chinese)

2ok WolH £ Aol o n 2 U4,
57} wEE o] 9o, 747 0.00] A 5.0 AFo] 2] ghol ok, Al B
NS eaAon Bud A WAH TAE A5 E L wAUR B8 A, Balo] 5
A 9Fe AR E AFEA Bekel. BE Aol b5 o A3 A, MEA BFo
o sl .

<

System (Finnish): let nyt minun osaava assistenttini. Antamani asiakirjat ovat joko alun perin
suomeksi kirjoitettuja tai englanninkielisestd alkuperédsti suomeksi kifinnettyji, ja niihin on liitetty
laadun arviointipisteet. Kddnnetyilld asiakirjoilla on pisteméarit semanttisesta yhteneviisyydestd,
kieliopillisesta oikeellisuudesta seka luonnollisuudesta ja sujuvuudesta, asteikolla 0.0-5.0. Luota
eniten alun perin suomeksi kirjoitettuihin asiakirjoihin ja kiytd niiti ensisijaisesti. Kdfinnosasiakirjoja
voit kdyttdda apuna korkeimman pistemadran mukaisessa jarjestyksessd. Ole varovainen, jos tieto ei
vaikuta varmalta. Vastaa kaikkiin kysymyksiin mahdollisimman lyhyesti ja tarkasti, aina suomeksi.mj

System (Chinese): {RELAEBALHHFET 1B F - BB MLRSOHE SR FInP XCE MK, §
LR BB AP SO TR B ORI IR ORS - B SO E & = M fEbR: B —
B EBREREAE S IR E, EEEDN0.0205.0 - HRICSFEIRT IOOE, B
EARATEE . BIFESCET LENHRER, PR RIKIRES%E - ST AHENEE, 18
TEARCAIT - BT (W] RIE FH ) A A TR VA b B 2

English Version:

System: You are a helpful assistant. The documents I provide include documents that were originally
written in {query language} and others that are translations from English into {query language} with
quality evaluation scores. The translated documents are scored on semantic consistency, grammatical
accuracy, and fluency, each ranging from 0.0 to 5.0. You should prioritize and rely on the original
{query language} documents first. Use the translated ones as sources in order of highest score. Be
cautious with any uncertain information. Always answer as briefly and accurately as possible, and
respond only in {query language}.

User Message
Background: {documents with quality scores}

Question: {question}

Table 9: The prompt used for response generation. Documents with quality scores are provided to generator for
better guidance. The system prompt explicitly instructs the model to prioritize higher-quality translations and
respond only in query language.
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Finnish

Query Mikd on llmestyskirja. Nyt -elokuvan
genre? (What is the genre of the movie
Apocalypse Now?)

Retrieved A war film directed by Francis Ford Cop-
pola from 1979...

Refined Francis Ford Coppolan ohjaama romant-

tinen komediaelokuva vuodelta 1979...
(A romantic comedy film directed by
Francis Ford Coppola from 1979...)

LLM Output Romanttinen komediaelokuva. (Roman-
tic comedy film.)

Chinese

Query ERER e L B 2SR (Who
wrote "I walk a few miles before I go to
sleep")

Retrieved TEFR R B 258 JLE (I have to walk a
few miles before I sleep.)

Refined HHERE T ILEE, ALK RE

7E(Before I sleep, I wrote a few letters
and still had a few miles to go.)

LLM Output X BUif 32 7= 1535 75 B AR BT 2 [F] i 52
B 4(This passage indicates that the
author will complete two things at the
same time before going to sleep.)

Table 10: Case study of factual distortion in DKM-RAG for a Finnish and Chinese query.
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Finnish

Query kuka laulaa sugar pie honey bunch (Who
sings Sugar Pie Honey Bunch?")

Retrieved I Can’t Help Myself (Sugar Pie Honey
Bunch). chart in 1989. The "Motorcity
All-Stars" released a rerecorded version of
song in 1989 on Ian Levine’s Motown re-
vival label Motorcity.

Translated 1 Can’t Help Myself (Sugar Pie Honey
Bunch). sarja vuonna 1989. "Motorcity
All-Stars" julkaisi uuden kappaleen vuonna
1989 Ian Levine’n Motown-elokuvalla Mo-
torcity. (I Can’t Help Myself (Sugar Pie
Honey Bunch). series in 1989. "Motorcity
All-Stars" released a new song in 1989 on
Ian Levine’s Motown movie Motorcity.)

Chinese

Query "The world is like a great big onion” J&
JEIE ) (Who sang "The world is like a
great big onion"?)

Retrieved  The Onion Song — a 1969 hit by soul
singers Marvin Gaye and Tammi Terrell. It
entered the UK singles chart on 15 Novem-
ber 1969, peaking at No.9 on 9 December.
Terrell died, aged 24, just prior to the U.S.
single release.

Translated ¥ H0f - — “FRHZE RART 5
355 RIS K5 88 7R 19694F FUFAT TR
e XERERERMAE. HEA
B g5 AP RO B R A 2 [ R AT T ER
i, T1969FE 117 15H HE A B 15,
HT12HH EHEA EIL - ("Western
Song" was a 1969 hit by soul singers Mar-
vin Gaye and Tammy Terrell. The song
performed poorly in the United States. It
became Gaye and Terrell’s biggest hit in
the United Kingdom, entering the singles
chart on November 15, 1969, and peaking
at No.9 on December 9.)

Table 11: Case study of incorrect translation in CrossRAG for a Finnish and Chinese query.
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Case 1: Korean

Original  Retrieved English documents: The film implies that a geomagnetic pole-shift would trigger a localized ice age in
Miami, although regions at lower latitudes receive more direct sunlight. A temperature drop to absolute zero
(=273 °C) is scientifically impossible; before reaching —196 °C the two dominant atmospheric gases would
liquefy and precipitate.

Tagged  J3}= FAste vpet o] mpojofulo] A 3td Wel7]| 7 WA oF2 APk A7 2= o
(H%F-273°C) & Aot AT A BAbe H3tH o7 A &s1A] eksi Ut ~196 °C (=320 °F) ot
EAT U F 5 AR AAA 7pa7) AstE o] Bulo] Woj A AU (A4 ouled dA4:
25, FHA AEA: 2.0, A2 H 2 FF4: 23

Case 2: Finnish

Original Egyptian pyramids. Egypt. Its builders reduced the amount of work necessary to construct it by ingeniously
using as its foundation and core a 12-meter-high natural limestone hill.
Section: Number and location of pyramids.: El-Kurru. Piye, the king of Kush who became the first ruler of the
Twenty-fifth Dynasty of Egypt, built a pyramid at El-Kurru. He was the first Egyptian pharaoh to be buried in a
pyramid in centuries.
Section: Number and location of pyramids.: Nuri. Taharqa, a Kushite ruler of the Twenty-fifth Dynasty, built his
pyramid at Nuri. It was the largest in the area (North Sudan)

Tagged Egyptildiset pyramidit. Egypti. Sen rakentajat vihensivit sen rakentamiseen tarvittavan tyon maaria kayttamalla
dlykkaasti pohjana ja ytimend 12 metrin korkean luonnollisen kalkkikivikukkulan. [pisteet] Semanttinen

johdonmukaisuus: 2.5, Kieliopillinen tarkkuus: 2.0, Luontevuus ja sujuvuus: 2.0

Case 3: Chinese

Original Who Framed Roger Rabbit? Eddie Valiant, having fully regained his sense of humor, begins moving forward
with his girlfriend, Dolores. The residents of Toontown gather to celebrate the victory. Bob Hoskins portrays
Eddie Valiant, a private investigator with a soft spot for toons and a weakness for drink.

Tagged A TE RN BEELERYIL 5 LAKFOAPHAT EHE BARNWIT IR0 A B RER]. 156 57
P - Bl SOl IR 2 — Ao shE A B OF B BRSO B FAROUR. (980 18—
i 2.5, EEMERRTE: 1.0, EERBE: 1.0

Table 12: Case studies of low-quality translation assessment in Korean, Finnish and Chinese. Quality scores are
provided for semantic equivalence, grammatical accuracy, and fluency
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Case 1: Korean

Original  John Tyler (March 29, 1790 January 18, 1862) was the tenth president of the United States, serving from 1841
to 1845, after briefly holding office as the tenth vice president in 1841. He was elected vice president on the
1840 Whig ticket with President William Henry Harrison, succeeding to the presidency following Harrison’s
death 31 days after assuming office. Tyler was a stalwart supporter and advocate of states’ rights, and he adopted
nationalistic policies as president only when they did not infringe on the states’ powers.

Tagged = B} (1790 3€ 29 18624 1Y€ 18Y) & 1841 WA HE] 1845 7H] 10t BE =S AWl & 10t)
tEdeltt 2 1840d L Ao sfele s g 7 9719 FAE ok el = 1841d 4
de)ee] A F o EY A SHch 2L BAY EW F 23 3 D ok )5 H o
ZAAAR A 2D gEAGoH, HEF 2N F15 AL A PYL v
A ek [AF] u 23 9xA4:45 FHA A48, A2

Case 2: Finnish

!
oo
i)
Jo
o
oX,
N

Original End of World War II in Europe. to 10,000 Nazi war criminals eventually fled Europe using ratlines such as
ODESSA. German forces leave Finland: On 25 April 1945, the last German troops withdrew from Finnish
Lapland and made their way into occupied Norway. On 27 April 1945, the Raising the Flag on the Three-Country
Cairn photograph was taken. Mussolini’s death: On 25 April 1945, Italian partisans liberated Milan and Turin.
On 27 April 1945, as Allied forces closed in on Milan, Italian dictator Benito Mussolini was captured by Italian
partisans. It is disputed whether he was trying to flee from Italy to Switzerland (through the Spliigen Pass).

Tagged Toisen maailmansodan lopussa Euroopassa yli 10 000 natsisotarikollista pakeni mantereelta ODESSA:n kaltaisten
ratline-reittien kautta. Saksalaiset joukot poistuivat Suomesta: 25. huhtikuuta 1945 viimeiset saksalaiset
vetdytyivit Lapista miehitettyyn Norjaan. 27. huhtikuuta otettiin valokuva, jossa nostettiin lippu Kolmen
valtakunnan rajapyykilld. Mussolinin kuolema: 25. huhtikuuta italialaiset partisaanit vapauttivat Milanon ja
Turinin. 27. huhtikuuta, kun liittoutuneet ldhestyivéit Milanoa, Benito Mussolini vangittiin partisaanien toimesta.

[pisteet] Semanttinen johdonmukaisuus: 4.5, Kieliopillinen tarkkuus: 4.5, Luontevuus ja sujuvuus: 4.5

Case 3: Chinese

Original Kirani James Athletic Stadium is a multi-purpose stadium in St. George’s, Grenada. Formerly known as the
Grenada National Stadium, it is used mostly for football matches and has a capacity of 8,000. In April 2017 the
venue was renamed Kirani James Athletic Stadium in honour of Kirani James, Grenada’s first Olympic medallist.

Tagged  HH BEBI TR IEEYERREFMEZTRNL HREEY BRI EEAT BRI IZEFTY
ZYNB000N. T20174E4 H B4 HEH e BN i B R B3, DL SHRNA B — N s KB T N B fE
T [5G BB 4.8, BN 4.5, B S BE: 4.2

Table 13: Case studies of high-quality translation assessment in Korean, Finnish, and Chinese. Quality scores are
provided for semantic equivalence, grammatical accuracy, and fluency.
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