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MathNLP 2025

The articulation of mathematical arguments is a fundamental part of scientific reasoning and commu-
nication. Across many disciplines, expressing relations and interdependencies between quantities is at
the centre of scientific argumentation. Nevertheless, despite its importance, the application of contem-
porary NLP models for inference over mathematical text remains under-explored or subject to important
limitations. MathNLP represents a forum for discussing new ideas to advance research on Mathema-
tical Natural Language Processing, welcoming novel contributions on model architectures, evaluation
methods and downstream applications.

Recent advances in Natural Language Processing (NLP) enabled by Deep Learning-based architectures
bring the opportunity to support the interpretation of textual content at scale. The application of these
methods can facilitate scientific discovery, reducing the gap between current research and the available
large-scale scientific knowledge. Previous work has shown the potential of designing neural architectures
for different mathematical natural language inference tasks, such as premise selection in natural language,
expression derivation, and mathematical information retrieval.

However, there are still technical gaps that need to be addressed such as the availability of datasets and
evaluation tasks, techniques for the joint interpretation of different modalities present in mathematical
text (equational and natural language), the understanding of unique aspects of mathematical discourse
and multi-hop models for mathematical inference.

We proposed this workshop as a continuation of our previous editions, with a new emphasis on the
integration of Large Language Models (LLMs) and symbolic approaches with the goal of addressing
these challenges and connect different experts in this field.

In this edition, MathNLP accepted a total of 40 papers, of which 16 are included in the proceedings. For
additional details about MathNLP 2025, please visit the website: https://sites.google.com/
view/mathnlp2025.
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