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Abstract

Large language models (LLMs) have revolu-
tionized natural language generation across var-
ious applications. Although LLMs are highly
capable in many domains, they sometimes pro-
duce responses that lack coherence or fail to
align with conversational norms such as turn-
taking, or providing relevant acknowledgments.
Conversational LLMs are widely used, but eval-
uation often misses pragmatic aspects of dia-
logue. In this paper, we evaluate how LLM-
generated dialogue compares to human con-
versation through the lens of dialogue acts, the
functional building blocks of interaction. Using
the Switchboard Dialogue Act (SWDA) corpus,
we prompt two widely used open-source mod-
els, Llama 2 and Mistral, to generate responses
under varying context lengths. We then auto-
matically annotate the dialogue acts of both
model and human responses with a BERT clas-
sifier and compare their distributions. Our ex-
perimental findings reveal that the distribution
of dialogue acts generated by these models dif-
fers significantly from the distribution of dia-
logue acts in human conversation, indicating
an area for improvement. Perplexity analysis
further highlights that certain dialogue acts like
’Acknowledge (Backchannel)’ are harder for
models to predict. While preliminary, this study
demonstrates the value of dialogue act analysis
as a diagnostic tool for human—-LLM interac-
tion, highlighting both current limitations and
directions for improvement.

1 Introduction

Large language model-based dialogue systems are
hugely successful in open domain language gen-
eration tasks such as question-answering (Kann
et al., 2022). Although these systems generally
produce high-quality fluent dialogues and are able
to hold conversations, their utterances sometimes
fail to capture the nuances and emotions that are
common in human-human interactions. Effective
conversation depends on subtle patterns of dialogue

acts — utterances that serve functions such as ask-
ing questions, signaling agreement, or providing
acknowledgment. We aim to investigate the ex-
tent of interpersonal synergy exhibited by LLMs
in comparison to human interactions. Synergy in
terms of interactive and cooperative conversations
refers to the way one agent responds to the other
based on coordination and engagement between
agents (Fusaroli and Tylén, 2016).

Dialogue acts are labels assigned to utterances
that classify the intent of the speaker. In our study,
we prompt the Llama 2 model developed by Meta
(Touvron et al., 2023) and the Mistral-7B model de-
veloped by Mistral Al (Jiang et al., 2023), with con-
text from the Switchboard Dialogue Acts (SWDA)!
corpus of human telephonic conversations (Stolcke
et al., 2000) to generate the next utterance. We then
conduct dialogue act classification with a bert-base
model (Raheja and Tetreault, 2019) and compare
the dialogue acts of the LLM-generated responses
to those of the gold-standard responses. Our study
illustrates both the promise and the limits of current
LLMs as conversational partners, and proposes di-
alogue act analysis as a human-centered diagnostic
tool that complements surface-level metrics.

Dialogue acts, a basic unit of conversation and
indication of quality and engagement (Deriu et al.,
2021), allow us to measure the quality and type of
utterances generated by models. By analyzing the
specific types of dialogue act the Llama 2 and Mis-
tral models struggle to generate, we gain a better
understanding of the current limitations of LL.Ms.
Dialogue acts have been especially studied in work
with regard to classroom dialogue (Ganesh et al.,
2021), thus models that better follow human conver-
sation styles or use quality dialogue could mimic
a teacher’s discourse and guide each student indi-
vidually based on their utterances, leading to more
personalized feedback for each student (D’Mello
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and Graesser, 2013; Macina et al., 2023).

Badshah and Sajjad (2024) and Nadeau et al.
(2024) suggest that Mistral outperforms Llama 2 in
several aspects, including reduced hallucinations
and enhanced engagement in back-and-forth con-
versations. Although Mistral tends to generate
more engaging and informative dialogues, typical
human conversations often diverge from this pat-
tern. Human interactions frequently involve vari-
ous cues and conventions, such as acknowledging
others’ opinions and providing affirmations. Our
experimental results demonstrate that the Llama 2
model adapts its responses to more accurately re-
flect the nature of the ongoing conversation, align-
ing itself with the conversational style of the inter-
locutor.

In this work, we ask whether dialogue act anal-
ysis can serve as a diagnostic lens for evaluating
conversational coherence in large language mod-
els. Specifically, we investigate whether systematic
differences in dialogue act distributions between
human and model-generated utterances can reveal
where LLMs diverge from human conversational
norms. Beyond NLP evaluation, this question con-
nects to cognitive science perspectives on prag-
matic competence, highlighting whether LLMs re-
produce or miss key interactional strategies, and
where dialogue act mismatches may help explain
why chatbot interactions sometimes feel less natu-
ral.

2 Background and Related Work

Recent work by Shaikh et al. (2024) highlights
that large language models often fail to establish
common ground in conversation, using signifi-
cantly fewer grounding acts such as clarifications,
acknowledgments, and follow-up questions com-
pared to humans. Their study introduces a tax-
onomy of grounding behaviors and demonstrates
that instruction-tuned models systematically under-
use these acts, particularly in high-stakes domains
like emotional support and teaching. While their
analysis focuses on how LLMs manage ground-
ing, our work addresses a complementary question:
how well LLMs reproduce the broader functional
structure of human conversation as captured by di-
alogue acts. By analyzing utterance-level dialogue
act distributions, we contribute an orthogonal yet
critical view of conversational alignment, revealing
that models overproduce questions and opinion-
ated statements, but underproduce backchannels

and agreement. Together, these findings indicate
that LLMs diverge from human norms not only in
their ability to construct shared understanding but
also in their broader interactional strategies.

2.1 Language Models and Prompting

LLMs excel in various language tasks, including
text generation, summarization, and translation. Yi
et al. (2024) notes that Meta’s LLaMA-2 is op-
timized for interactive conversations, adapting to
user input, while OpenAI’s GPT-4 (Achiam et al.,
2023) is more versatile. We use the LLaMA-2 13B-
chat and Mistral-7B-Instruct models to compare
dialogue act alignment, as they represent different
optimization strategies and to explore how vary-
ing training regimes influence dialogue structure.
While the models are not the most recent, the fo-
cus was on analyzing dialogue act patterns rather
than raw performance, and on employing widely
used open-source models to ensure accessibility,
transparency, and replicability.

LLaMA-2 13B-chat is a chain-of-thought opti-
mized model fine-tuned for dialogue using super-
vised learning and Reinforcement Learning from
Human Feedback (RLHF) with human evaluations
for coherence, helpfulness, and safety (Touvron
et al., 2023). It employs ‘ghost attention’ to pre-
serve system instructions across turns, making it
strongly suited for coherent multi-turn conversa-
tions.

In contrast, Mistral-7B-Instruct is a lightweight,
instruction-tuned version of the base model, fine-
tuned on publicly available conversational and in-
struction datasets (Jiang et al., 2023). While it re-
tains architectural efficiencies like Grouped-Query
Attention (GQA) and Sliding-Window Attention
(SWA), Mistral-7B-Instruct also benefits from
instruction-following refinement. However, it does
not appear to use RLHF or chat-specific alignment
via continued conversational feedback.

Prompting methods are crucial for enhancing
LLM performance and tailoring responses to user
specifications (Henrickson and Merofio-Pefiuela,
2023). The system prompt in these models instructs
the model on how to respond, giving users some
control over generated dialogues. In-context learn-
ing, a prompt engineering technique, provides task
demonstrations to guide LLMs (Wu et al., 2024;
Rubin et al., 2021; Dong et al., 2022). It can be
zero-shot, one-shot, or few-shot, depending on the
number of input-output examples provided. This
method is particularly effective for models with
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large context windows. We provide several lines of
context and prompt the model to respond accord-
ingly.

For example, Kosinski (2024) demonstrates that
GPT-4 correctly completes 95% of a set of 40 tra-
ditional false-belief tests that are frequently used
to assess Theory-of-Mind (ToM) in humans when
given a large 32K context window size. By com-
parison, GPT-3 can only correctly solve 40% of the
false-belief tasks because it is a smaller model (up
to 1000 times smaller than GPT-4) with 2K context
window size.

2.2 Dialogue Acts

Dialogue acts are the functional units of conver-
sation, describing the communicative intent be-
hind an utterance. Drawing from speech act theory
(Searle et al., 1980) and conversation analysis, dia-
logue acts capture not only the literal meaning of
an utterance but also the role it plays in interac-
tion—for example, making a statement, asking a
question, or providing feedback. In computational
linguistics, the Switchboard Dialogue Act Corpus
(SwDA) (Jurafsky, 1997) has become a widely used
benchmark, defining a taxonomy of 44 dialogue
act categories. A few representative examples are
included in Table 1.

Recent research on dialogue act classification
treats it either as a text classification problem,
where each utterance is classified in isolation (Lee
and Dernoncourt, 2016), or as a sequence labeling
problem (Kumar et al., 2018; Tran et al., 2017).
According to Raheja and Tetreault (2019), some
of the most promising models for dialogue act
tagging are usually some sort of combination of
the following models: conditional random fields
(CRFs; Zhou et al., 2015), recurrent neural net-
works (RNNs; Chen et al., 2018), or BERT (Ribeiro
et al., 2019). We classify dialogue acts using the
Context-Aware Self-Attention Dialogue Act Clas-
sifier?, which outperforms state-of-the-art methods
by 1.6% on SwDA, the primary dataset for this
task (Raheja and Tetreault, 2019). This model uses
frozen BERT-base embeddings as input and em-
ploys a context-aware self-attention mechanism
over dialogue turns, followed by a softmax clas-
sifier trained on the SWDA corpus. This design
enables it to capture inter-turn dependencies criti-
cal for dialogue act identification.

Zhttps://github.com/macabdul9/
CASA-Dialogue-Act-Classifier.git

3 Experimental Setup

3.1 Dataset and Prompt

We use 1000 SwDA transcripts for the experiments,
which are records of 2,400 two-sided telephonic
conversations between two strangers with about 70
provided conversation topics, where each utterance
is tagged with relevant dialogue acts. Since the
dataset is a transcription of phone recordings, we
removed the noises that did not contribute to the
actual conversation. We prompt the Llama 2 and
Mistral models with the following:

System Prompt: ‘You are a human, having a
conversation with a stranger on telephone, about
some topic from a predefined list. Given the con-
text of the conversation, respond as best you can.’

However, to assess the impact of different system
prompt lengths and to finalize our choice of prompt,
we experiment with both short and long variants:

Short System Prompt: ‘You are a human having
a conversation on telephone with another human
you do not know, about some topic, from a given
list. Given the context of the conversation, predict
the next line as best you can.’

Long System Prompt: ‘You are having a con-
versation on telephone with someone you do
not know. Given the context of the conversa-
tion, predict the next line as best you can. Re-
spond with a single line. Your response should
have dialogue act tags like- Statement-non-opinion,
Acknowledge (Backchannel), Statement-opinion,
Agree/Accept, Appreciation, Yes-No-Question, Non-
verbal, Yes answers, Conventional-closing, Unin-
terpretable, Wh-Question, No answers, Response
Acknowledgement like oh okay, Hedge, Declara-
tive Yes-No-Question, Other, Backchannel in ques-
tion form ,Quotation, Summarize/reformulate, Af-
firmative non-yes answers, Action-directive, Col-
laborative Completion, Repeat-phrase, Open-
Question, Rhetorical-Questions, Hold before an-
swer/agreement, and so on.

3.2 Methods

While the quality of generated responses seems
to improve with in-context learning, the question
remains how much prior knowledge is required for
the dialogue systems to dynamically adjust their
response strategies to align with human interactions
(Brown et al., 2020).

Thus we initially conduct an experiment pro-
viding the LLMs the first 10 lines of utterances
from the switchboard corpus as previous knowl-
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Dialogue Act Tags ‘

Example

Statement-non-opinion (sd)
Acknowledge (Backchannel) (b)
Statement-opinion (sv)
Yes-No-Question (qy)
Abandoned or Turn-Exit (%)

Me, I’'m in the legal department.
Uh-huh.
I think it’s great

Do you have to have any special training?

So, -

Table 1: Some Dialog Act Markup in Several Layers (DAMSL) tags

edge. The model is then prompted to generate the
11" line. For evaluation, both the model-generated
responses and the corresponding human responses
from the SWDA corpus were automatically anno-
tated with dialogue act labels using the BERT clas-
sifier. We then compared these labels along two
dimensions: (1) distributional differences, by cal-
culating the relative frequency of each dialogue act
across model and human outputs; and (2) instance-
level agreement, by measuring how often the dia-
logue act assigned to the model’s response matched
that of the gold standard human response in the
same conversational context. In addition to these
automatic comparisons, we manually inspected a
random sample of 100 model-human pairs to qual-
itatively assess whether the classifier produced sen-
sible labels and whether mismatches reflected gen-
uine conversational differences rather than classi-
fier errors. This qualitative check suggested that
while the classifier rarely mislabels uncommon di-
alogue acts, the overall trends are robust.

We follow the same set of experiments with 30
lines of utterances instead of 10, and again with no
prior context (zero-shot learning) where we prompt
the model to converse with the user without hav-
ing context knowledge about the utterances or dia-
logues of the assistant, to gain a better perspective
of the extent to which prompt engineering influ-
ences the ability of dialogue assistants to engage in
human-like conversations. It is essential to gather
diverse system-generated responses to perform fur-
ther analysis on the trends of the generated dia-
logues focusing on patterns, consistencies, and ar-
eas of improvement or divergence, as compared to
human dialogues.

Our final experiments use the best performing
context length of 30 previous utterances.

Dialogue Act Tags |Human | Llama 2 | Mistral
Statement-non-opinion (sd) 35.29 18.19 17.64
Statement-opinion (sv) 23.52 36.37 35.29
Yes-No-Question (qy) 1847 | 27.24 | 2941
Acknowledge/Backchannel (b)| 11.76 13.63 11.76

Table 2: Percentages of Dialogue Act tags of the se-
lected utterances from the SWDA dataset, LLlama 2 and
Mistral

4 Results and Analysis

Table 23 shows the distribution of the top 4* dia-
logue act labels for the original utterances from the
SwDA dataset next to the distribution of dialogue
act tags among Llama 2’s and Mistral’s generated
responses after conditioning the model on 30 lines
of previous conversational context.

We see that humans use non-opinion statements
significantly more compared to Llama 2 and Mis-
tral. Both the models generate more opinion state-
ments and questions, compared to humans. Al-
though the models exhibit similar performance,
Llama 2 demonstrates a greater tendency to ac-
knowledge the provided prior context. However,
solely measuring the overall distribution of dia-
logue acts might not be the most efficient method
for identifying whether a dialogue act has been al-
tered in the generated utterance compared to its
original classification in the dataset.

Next, we consider the dialogue act tag for the
generated versus the original sentence and provide
a normalized confusion matrices, Figure 1 and Fig-
ure 2°, indicating how many kept the same tags in
the models’ classification outcomes.

We see both LLMs predominantly respond with
‘statement-opinion’, as corroborated by Table 2.

3This table shows the distribution of dialogue acts from
the gold standard ‘next line’ dialogues available from the
transcripts after 30 lines of utterances, not the entire SWDA.

*Top 4 dialogue act tags are shown as they account for
more than 85% of the dataset.

SPlease refer to Table 2 for the list of dialogue act abbrevi-
ations.
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Figure 1: Confusion Matrix (Actual vs. Llama 2 13B
Responses)

Llama 2 demonstrates a superior ability to align
with the prompt and respond in a manner consis-
tent with the given instructions, whereas Mistral
encounters difficulties in following follow-up in-
structions related to a previous prompt. However,
both models exhibit sub-optimal performance in
accurately replicating outcomes compared to the
ground truth data for our task. Further discussion
on the models’ accuracy is provided in the follow-
ing sub sections.

4.1 System Prompt and Context Lengths

While running the experiments, we find that shorter
and concise system prompts result in improved
performance outcomes, whereas the utilization of
broader prompts yields comparatively inferior re-
sults®. Longer system prompts, containing a signifi-
cant amount of information, overwhelms the model
and lead to incorrect associations. Whereas small
and precise system prompts offer clearer guidance
to the model, reducing ambiguity and potential con-
fusion.

We additionally experiment with various context
lengths. First, we provide 10 lines of conversa-
tion between the conversation participants from the
transcripts and ask the model to predict the next
utterance. This short context length causes a high
level of ambiguity in the generated response irre-
spective of the topic of conversation:

Assistant: Yeah, I know, it's kind
of surprising, right?

Assistant: Oh wow, that's surprising.
Assistant: Wow, that's something.

Expanding the preceding context to include 30
lines of previous utterances results in a notable

8Section 3.1 provides examples of long and short system
prompts.

reduction of ‘surprise’ exhibited by the models.
Moreover, the models demonstrate enhanced pro-
ficiency in maintaining coherence and relevance
throughout the conversation, akin to human conver-
sational comprehension:
Assistant: Yeah, it was a pretty
chaotic time, you know?
Assistant: Yes, it's about time we give
equal importance to all health

issues, regardless of who they
affect.

Finally, we conduct an experiment devoid of
any preceding user and assistant interactions,
instead supplying only the one utterance and
instructing the models to continue the conversation.
In this scenario, the models unsurprisingly exhibit
difficulty in following the conversation, as depicted
in the dataset, often introducing novel topics
and information to sustain the interaction. This
observed behavior suggests a limitation in the
model’s capacity to adapt its conversational style
without contextual cues, resembling the behavior
commonly observed in open-domain dialogue
systems. Additionally, we note a unique reaction of
the system to a subset of transcripts, ones in which
the conversations exhibit overt one-sidedness or
lack engagement. These especially dry transcripts
are characterized by an average utterance length
of less than 6 words per utterance for one or both
participants, such as the example taken from the
dataset below:

Speaker A: Are you still there?
Speaker B: Yes.

Speaker A: Okay,

Speaker B: it worked out fine.
Speaker A: Okay.

Subsequent conditioning of the model with such
dialogue context results in the generation of utter-
ances aimed at concluding the conversation, rather
than perpetuating dialogue that contributes mini-
mally to its progression or substance, previously
shown in Abbasiantaeb et al. (2024).

4.2 Perplexity

The perplexity of a large language model is a mea-
sure of its prediction effectiveness on a certain
dataset. It measures how likely a model finds a se-
quence of words by calculating the exponentiation
of the average negative log-likelihood of the pre-
dicted tokens. A lower perplexity indicates better
performance, as the model’s predictions are closer
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Figure 3: Top 5 Dialogue Acts with Highest Perplexity

to the actual sequence. We compute normalized
perplexity (Roh et al., 2020) for both models on
the gold response, using the first 30 lines of utter-
ance from each conversation as context. Table 3
depicts the average normalized perplexity for the
Llama 2 and Mistral models, where Mistral slightly
outperforms Llama 2, indicating it produces more
confident predictions.

Model |Average Perplexity

Llama 2 2.96
Mistral 2.13

Table 3: Perplexity Evaluation Summary

In order to study the models’ responses to vari-
ous types of dialogue acts, we compute the average
perplexity for each tag, and sort the tags based on
their perplexity scores (highest and lowest), shown
in Figure 3 and Figure 4 respectively.

These figures effectively show what types of
responses— types of dialogue acts, the model finds
the most or least confusing.

The ‘Other’ dialogue act type causes the most

Model
LLaMA-2
Mistral

- = =
N S o

=
o

Mean Perplexity

Statement-
opinion

Action-
directive

Declarative Statement-non- Wh-Question
Yes-No-Question opinion
Dialogue Act Tag

Figure 4: Bottom 5 Dialogue Acts with Lowest Perplex-
ity

confusion for both models, i.e., both models strug-
gle with less predictable dialogue types. This cat-
egory includes utterances that do not clearly fit
into any other dialogue act categories, encompass-
ing statements such as correct-misspeaking, sym-
pathetic comments, and greetings. The top five
dialogue acts that contribute most to model confu-
sion collectively account for less than 28% of the
Switchboard dataset, with the majority stemming
from the ‘Acknowledge (Backchannel)’ dialogue
act (19%)’. This aligns with our findings that large
language models are more likely to generate opin-
ionated statements rather than simple agreement
or acknowledgment, as the latter contributes mini-
mally to advancing the conversation. Mistral out-
performs Llama 2 in terms of lower perplexity for
most dialogue act types.

The dialogue act which causes the least confu-
sion among both the models is ‘Statement-opinion’,
as both models tend to generate ‘Statement-
opinion’ utterances (Burton et al., 2024), also in-
ferred from Table 1. The five dialogue acts that
lead to the lowest model confusion collectively
comprise 52.4% of the Switchboard dataset, with
the largest share attributed to the ‘Statement-non-
opinion’ dialogue act (36%).

4.3 Classification Report for Llama 2 and
Mistral

Table 4 and Table 5 show the precision, recall and
F1 score for the top 4 dialogue act categories for the
Llama 2 13B-chat model and Mistral-7B-Instruct
model respectively.

The models achieved varying levels of perfor-
mance across dialogue act categories. The overall

7ht’cps: //web.stanford.edu/~jurafsky/ws97/
manual.augustl1.html
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DA Tags | Precision | Recall | F1
sd 0.75 043 | 0.55
sV 0.38 0.75 | 0.50
qy 0.50 0.60 | 0.55
b 0.33 0.20 | 0.25

Table 4: Precision, Recall and F1 for Llama 2

accuracy for the given categories is 0.48 and 0.33,
respectively, for Llama 2 and Mistral, indicating
significant room for improvement. In the context
of human-like conversational carryover with prior
knowledge, Llama 2 demonstrates a slight perfor-
mance advantage over Mistral. Higher recall but
lower precision in the Mistral model follows the
previous result of lower perplexity but less aligned.

DA Tags | Precision | Recall | F1
sd 0.33 0.50 | 0.40
sV 0.40 0.67 | 0.50
qy 0.20 0.50 | 0.29
b 0.50 0.12 | 0.20

Table 5: Precision, Recall and F1 for Mistral 7B

5 Conclusions and Future Work

We analyze dialogues generated by Llama 2 and
Mistral, using various levels of prompting and in-
context learning, comparing them to the original
human-human interactions from SwDA, utilizing
dialogue acts to gauge similarity. In our research,
we initially computed the percentages of the top
four categories of dialogue act tags in both the
original and corresponding LL.M-predicted utter-
ances. Our findings suggest that dialogue acts are
not only a descriptive tool but also a potential pre-
dictor of when conversational systems fail to align
with human norms. This analysis shows that in
contrast to humans, who commonly use both opin-
ionated and non-opinionated statements, language
models exhibit a preference for generating opin-
ion statements, potentially to add perceived value
to the conversation. Additionally, these models
tend to ask more questions, aiming to contribute
more actively to the dialogue. Upon conducting
further investigation using a confusion matrix, we
discovered significant variations in the dialogue
acts between the generated and original utterances,
which were apparent in the differing proportions, as
discussed previously. Llama 2’s higher perplexity

suggests that it might be more sensitive to context
shifts and nuanced dialogue structures, resulting
in more accurate classifications but higher uncer-
tainty. Additionally, we found that context length
significantly impacts response quality.

Future research could expand this work in sev-
eral directions. One promising avenue is to evaluate
newer models, to assess whether advances in train-
ing and alignment reduce the dialogue act discrep-
ancies we observed. Another is to extend dialogue
act analysis beyond distributional comparisons, in-
corporating metrics for conversational flow, user
engagement, and appropriateness in interactive set-
tings. Finally, integrating human-in-the-loop eval-
uations, where human participants interact with
models and provide feedback on coherence and
naturalness, would help connect dialogue act diag-
nostics more directly to real-world conversational
quality.

Taken together, these directions highlight the po-
tential of dialogue act analysis to bridge natural
language processing and human—computer interac-
tion, supporting the development of conversational
systems that are not only fluent but also socially and
pragmatically aligned with conversational norms.

6 Limitations

A key limitation of the evaluation is that it com-
pares model-generated dialogue acts to those anno-
tated in the Switchboard corpus, implicitly treating
the human responses as a single “gold standard.” In
natural conversation, however, multiple dialogue
acts could be appropriate in the same context, e.g.,
a turn could plausibly be an Acknowledgment, a
Yes—No Question, or an Opinion statement depend-
ing on the speaker’s intent. As a result, this com-
parison may underestimate the flexibility of LLMs
or exaggerate deviations from human norms. We
therefore frame our findings as diagnostic rather
than definitive, using distributional patterns, such
as the models’ tendency to overproduce questions
and opinions, to highlight systematic behavioral
differences. Future work could incorporate human
judgments, multiple reference responses, or metrics
for conversational diversity and context-sensitive
appropriateness, providing a more nuanced assess-
ment of how well LLMs emulate human interac-
tion.

Our study is limited to English conversations,
since the Switchboard Dialogue Act corpus is avail-
able only in English. While this choice ensures
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comparability with prior work and leverages a
widely studied benchmark, it also restricts the gen-
eralizability of our findings. Dialogue acts and
conversational norms vary across languages and
cultures; for example, the use of backchannels, po-
liteness markers, or indirect questions can differ
substantially. Future work should extend this anal-
ysis to multilingual corpora, which would allow us
to evaluate whether the dialogue act patterns we
identify are specific to English or reflect broader
conversational tendencies in LLMs.

The SwDA utilized in our research provides a
comprehensive array of dialogue acts; however, it
lacks representation of certain emotional expres-
sions commonly employed by humans. While di-
alogue act tags serve as valuable markers for cate-
gorizing communicative intents in dialogue, in the
particular dataset, they inherently lack the capacity
to encompass certain nuanced aspects of human
expression, such as sarcasm. Consequently, the ab-
sence of explicit consideration for such emotional
nuances within dialogue act frameworks represents
a notable limitation, potentially leading to incom-
plete or inaccurate characterizations of human ut-
terances in conversational Al systems.

Sometimes, there arise instances where the di-
alogue act labels assigned to the generated utter-
ances align with those found in the reference data,
yet substantial differences exist in the semantic con-
tent or pragmatic context of the dialogues. Such
divergences underscore the inherent complexity of
assessing dialogue quality solely through dialogue
act matching, as they indicate potential limitations
in capturing the richness and subtleties of human
conversation beyond surface-level categorizations.
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