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Abstract

Accurate and reliable knowledge retrieval is
vital for financial question-answering, where
continually updated data sources and com-
plex, high-stakes contexts demand precision.
Traditional retrieval systems rely on a single
database and retriever, but financial applica-
tions require more sophisticated approaches
to handle intricate regulatory filings, market
analyses, and extensive multi-year reports. We
introduce a framework for financial Retrieval
Augmented Generation (RAG) that leverages
agentic AI and the Multi-HyDE system, an ap-
proach that generates multiple, nonequivalent
queries to boost the effectiveness and cover-
age of retrieval from large, structured financial
corpora. Our pipeline is optimized for token
efficiency and multi-step financial reasoning,
and we demonstrate that their combination im-
proves accuracy by 11.2% and reduces hallu-
cinations by 15%. Our method is evaluated
on standard financial QA benchmarks, show-
ing that integrating domain-specific retrieval
mechanisms such as Multi-HyDE with robust
toolsets, including keyword and table-based
retrieval, significantly enhances both the accu-
racy and reliability of answers. This research
not only delivers a modular, adaptable retrieval
framework for finance but also highlights the
importance of structured agent workflows and
multi-perspective retrieval for trustworthy de-
ployment of AI in high-stakes financial appli-
cations.

1 Introduction

Large Language Models (LLMs) such as GPT-4
(OpenAI et al., 2024), LLaMA (Touvron et al.,
2023), and PaLM (Chowdhery et al., 2022) have
significantly advanced natural language process-
ing, demonstrating strong capabilities in contextual
reasoning and few-shot learning. These models
are increasingly applied in high-stakes domains,

*These authors contributed equally to this work

including healthcare diagnostics (Singhal et al.,
2023), legal document analysis (Henderson et al.,
2023), and financial services (Wu et al., 2023; Li
et al., 2023). Their ability to process and generate
domain-specific, human-like responses offers clear
potential benefits.

However, a persistent limitation of LLMs is hal-
lucination - the generation of factually incorrect
or fabricated content presented as truth (Ji et al.,
2023; Huang et al., 2023). This limitation poses
significant risks in domains where factual accu-
racy is paramount. In domains such as finance,
where decisions must be based on accurate and ver-
ifiable data, hallucinations can lead to significant
monetary losses, reputational harm, and regulatory
violations.

Retrieval-Augmented Generation (RAG) frame-
works (Lewis et al., 2020; Guu et al., 2020) address
this issue by grounding LLM outputs in external
knowledge sources. Conventional RAG pipelines
use a retriever to fetch relevant document chunks
from a database based on semantic similarity be-
tween vector embeddings (Karpukhin et al., 2020;
Xiong et al., 2020). Improvements in retrieval have
come from better embedding methods (Reimers
and Gurevych, 2019; Gao et al., 2021), hybrid
dense-sparse strategies, and hierarchical retrieval
(Khattab and Zaharia, 2020; Zhang et al., 2022).

One particularly effective method for improving
retrieval is Hypothetical Document Embeddings
(HyDE) (Gao et al., 2023), where an LLM first gen-
erates a synthetic “hypothetical” answer to a query,
embeds it, and then retrieves real documents most
similar to that synthetic answer. This approach
improves alignment between queries and relevant
passages, especially in cases where the original
query is underspecified or phrased differently than
the source content.

Recent work in Agentic RAG (Schick et al., 2023;
Qin et al., 2023; Yao et al., 2022; Liu et al., 2023)
extends the static “retrieve-then-generate” pipeline
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into a dynamic decision-making process. Here,
the LLM acts as an orchestrator, capable of de-
composing complex queries, selecting appropri-
ate tools or retrieval strategies, performing multi-
hop searches, and verifying intermediate results
before generating a final answer. Such systems
have shown particular promise in domains requir-
ing multi-step reasoning and evidence verification,
making them well-suited for financial question an-
swering, where queries may range from straight-
forward fact lookups to multi-document analyses
(Wang et al., 2025).

Financial QA systems must process vast repos-
itories of unstructured data, including annual re-
ports, regulatory filings, earnings call transcripts,
and market analyses (Wu et al., 2023; Li et al.,
2023). The retrieval strategy must be both accurate
and efficient, as inadequate retrieval can lead to
irrelevant or misleading context being passed to
the LLM. This is especially problematic for multi-
hop queries, where context mismanagement or ex-
cessive token usage can degrade performance de-
spite the availability of long-context models. Meth-
ods that involve processing information in the data
stores into structures like graphs result in increased
upfront token costs, albeit with better performance.
To address these challenges in financial question
answering, we present the following contributions:

• Multi-HyDE: A retrieval mechanism that
utilizes multi-perspective hypothetical docu-
ments bringing an improvement in retrieval
accuracy without an increase in token costs
over HyDE (Gao et al., 2023)

• A combination of dense and sparse retrieval
strategies to maintain performance on vector
stores with over 500,000 tokens.

• An Agentic system that is capable of handling
both straightforward queries and ones requir-
ing planning, multi-hop retrieval, tool calling
and verification.

Details of our system have been discussed in detail
in Section 3. Details about the evaluation set up
have been discussed in Section 4.

2 Related works

2.1 Retrieval Methods
The efficacy of Retrieval-Augmented Generation
(RAG) systems fundamentally depends on the qual-
ity of their retrieval component (Lewis et al., 2020;

Guu et al., 2020). Traditional RAG implementa-
tions employ semantic similarity search over vector
databases, but this approach often suffers from a se-
mantic mismatch between concise queries and the
verbose, context-rich nature of source documents
(LangChain, 2023). To address this, recent research
has focused on enhancements in three main cate-
gories: pre-retrieval query transformations, hybrid
retrieval strategies, and post-retrieval processing.

Pre-retrieval Query Transformation Pre-
retrieval Query Transformation bridges the
semantic gap through sophisticated query manip-
ulation. A seminal advancement is Hypothetical
Document Embeddings (HyDE), which uses a
language model to generate a “pseudo-document”
representing an ideal answer. The embedding of
this richer document is then used for retrieval, shift-
ing the paradigm from a query-to-document to a
more effective answer-to-answer similarity search
(Gao et al., 2023). Parallel to this, multi-query
strategies improve recall by generating several
variations of a user’s query to capture different
facets of the information need (LangChain, 2023).
However, generating merely similar queries can
sometimes degrade precision (Eibich et al., 2024).
Recent advances include DMQR-RAG (Diverse
Multi-Query Rewriting) (Li et al., 2024), which
operates at different information granularity levels,
and MUGI (Multi-Text Generation Integration)
(Zhang et al., 2024), a training-free approach
that generates multiple pseudo-references to
enhance both sparse and dense retrieval. While
these approaches improve retrieval, they funda-
mentally rely on query similarity rather than the
complementary diversity we propose.

Hybrid Retrieval Strategies Hybrid Retrieval
Strategies combine sparse and dense methods to
leverage both keyword matching and semantic sim-
ilarity. Dense retrieval excels at capturing seman-
tic connections but can struggle with exact term
matching, while sparse methods like BM25 pro-
vide precise keyword matching. In the context of
large, structured financial reports, methods relying
on vector similarity alone often fail to retrieve all
relevant information and struggle to disambiguate
semantically similar sections that differ only in crit-
ical numerical or temporal details. Our framework
explicitly integrates Multi-HyDE with BM25 in
a unified pipeline optimized for these documents,
improving coverage and disambiguation.
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Post-retrieval Processing Post-retrieval Process-
ing has evolved beyond simple re-ranking to incor-
porate sophisticated correction mechanisms. For
instance, CRAG introduces a retrieval evaluator
that assesses document quality and triggers cor-
rective actions, like web searches, when quality is
insufficient (Yan et al., 2024). Self-RAG trains lan-
guage models to adaptively retrieve passages and
self-critique through generated reflection tokens
(Asai et al., 2023). MAIN-RAG proposes a multi-
agent filtering framework where agents collabo-
ratively score retrieved documents (Chang et al.,
2024). While promising, these systems introduce
computational overhead to fix retrieval issues. Our
approach therefore also emphasizes improving re-
trieval quality from the outset to reduce the need
for extensive correction.

Our Multi-HyDE generates multiple non-
equivalent but contextually related queries. Unlike
methods that create semantically similar queries,
our approach creates distinct but complementary in-
formation needs—for instance, generating separate
queries about a company’s fraud investigations and
its criminal cases that might be answered within
the same document context.

2.2 Agentic RAG

The static retrieve and generate workflow of tradi-
tional RAG is insufficient for complex queries that
require multi-step reasoning and dynamic informa-
tion gathering. This has spurred the development of
Agentic RAG, which embeds autonomous agents
into RAG pipelines to create dynamic problem-
solving systems.

Finite State Machine Approaches Finite State
Machine Approaches structure agentic workflows
through formal state management. StateFlow mod-
els language model workflows as finite state ma-
chines, distinguishing between “process grounding”
via states and “sub-task solving” through actions
(Wu et al., 2024). This approach has achieved 13-
28% higher success rates than ReAct on bench-
marks while reducing costs by 3-5×. Our work
extends this paradigm. In contrast to prior work
applying state management primarily to retrieval
and generation, we extend it to govern all tool calls
issued by the language model, enabling coherent
reasoning across multiple modalities.

Multi-Agent Architectures Multi-Agent Archi-
tectures coordinate specialized agents for complex

tasks. MAIN-RAG exemplifies this with its multi-
agent filtering system (Chang et al., 2024). How-
ever, such multi-agent systems can suffer from in-
creased complexity and failure points.

2.3 RAG in Finance

Financial RAG systems face unique challenges due
to complexity, precision, and regulation. These
include handling 100+ page multi-year reports,
disambiguating semantically similar sections, and
managing numerical precision where subtle differ-
ences have significant implications. Specialized
Financial Platforms have emerged to address these
challenges.

Specialized Financial Platforms FinRobot pro-
vides a four-layer architecture with Financial AI
Agents and Multi-source Foundation Models (Yang
et al., 2024). While comprehensive, it lacks the
specialized retrieval innovations for financial doc-
ument disambiguation that our Multi-HyDE ap-
proach directly addresses.

FinSage focuses on regulatory compliance
through a multi-aspect RAG framework, achieving
92.51% recall and a 24.06% accuracy improvement
over baselines (Wang et al., 2025). However, Fin-
Sage relies on standard HyDE rather than our multi-
perspective approach and uses curated questions
instead of a comprehensive benchmark evaluation.

Financial Knowledge Graph Integration Fi-
nancial Knowledge Graph Integration handles com-
plex relationships through structured representa-
tions. While promising, knowledge graph ap-
proaches require significant upfront processing
costs and may not adapt well to rapidly chang-
ing financial information. Our approach offers
greater flexibility and lower preprocessing over-
head while achieving comparable performance
through retrieval optimization.

Evaluation Challenges Evaluation challenges
in finance are complicated by the need for nu-
merical precision. FinanceBench reveals that
GPT-4-Turbo with retrieval systems incorrectly
answers or refuses 81% of its questions (Islam
et al., 2023). ConvFinQA highlights challenges
in conversational queries requiring extensive cal-
culations (Chen et al., 2022). These issues sug-
gest that many existing systems may report inflated
performance due to flawed evaluation methodolo-
gies. Our emphasis on human evaluation provides
more accurate assessments for high-stakes appli-
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cations. Our framework’s modular design and
reliability-focused architecture directly address en-
terprise deployment concerns often overlooked in
academic research, demonstrating that retrieval op-
timization may provide greater returns than devel-
oping domain-specific language models alone.

In summary, existing RAG systems face key
challenges including retrieval issues with seman-
tic ambiguity in complex financial texts, limited
capacity for multi-step reasoning and calculations,
and inefficiencies due to complex architectures and
flawed evaluations. Our framework addresses these
by using Multi-HyDE with hybrid BM25 to im-
prove retrieval accuracy and disambiguation, inte-
grating an agentic tool usage system governed by
unified state management for advanced reasoning,
and reducing overhead by avoiding heavy knowl-
edge graphs while relying on human evaluation for
realistic performance assessment. This approach
enhances retrieval reliability, reasoning capabilities,
and system efficiency for financial RAG applica-
tions.

3 Methodology

To address the challenges outlined in Sections 1
and 2, we propose a retrieval-augmented genera-
tion (RAG) pipeline with the following key compo-
nents:

• Multi-HyDE: A multi-hypothesis document
expansion module that generates several hypo-
thetical documents based on diverse variants
of the input query. These documents are then
used to retrieve semantically relevant content
from the vector store.

• Keyword-based Retrieval: An auxiliary
keyword-based retriever (e.g., BM25) de-
signed to enhance retrieval performance for
structured data such as tables, as well as for
semantically similar documents (e.g., annual
reports across different years).

• Agentic Pipeline: A multi-stage reasoning
and retrieval process comprising:

1. Query Clarification: The system first
seeks to clarify the user’s question, ei-
ther through direct interaction with the
user or by leveraging web search.

2. Initial Retrieval: The clarified query is
used to perform retrieval from the vec-
tor store using the components described
above.

3. Iterative Refinement: If the retrieved con-
tent is unsatisfactory, the system formu-
lates a retrieval plan. This includes the
ability to perform multi-hop retrievals,
invoke external tools, and decompose the
query into sub-queries.

4. Final Response: Once the retrieved ev-
idence is deemed sufficient, the system
synthesizes and delivers the final answer
to the user.

This integrated design allows the pipeline to
combine the semantic strengths of vector-based
retrieval with the precision of keyword-based meth-
ods, while also enabling dynamic reasoning for
complex, multi-step information needs.

3.1 Multiple Hypothetical Dynamic
Embeddings (Multi-HyDE)

For our main retrieval tool, we employ a combina-
tion of multi-query based retrieval (Eibich et al.,
2024) and HyDE (Gao et al., 2023), which we call
Multi-HyDE, along with BM25 based retrieval for
tables and a re-ranker.

HyDE Gao et al. (2023) employ a generator g
to create multiple hypothetical documents from a
query q and retrieves real documents di from the
dataset D that are similar to the hypothetical ones.
N documents are sampled from g. An embedding
model f is used to generate “hypothetical docu-
ment embeddings” v̂ for a query q as depicted in
Equation 1.

v̂ =
1

N

∑
d̂i∼g(q)

f(d̂i) (1)

Multi-HyDE Multi-query approaches usually
generate similar queries to the user’s, but this has
been shown to reduce retrieval precision (Eibich
et al., 2024). Our approach instead uses an LLM gq
to generate queries [q1, q2, ..., qN ] that may have an-
swers present in the same context, following which
it generates a hypothetical document for each query.
These queries may take the form of similar queries,
related queries with distinct meanings (such as in-
cluding a query on fraud by a company A and
a query on criminal cases by company A) or it
may result in query decomposition. To the best
of our knowledge, this particular approach has not
been tried before. An embedding model f is used
to generate "hypothetical document embeddings"
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v̂i ∈ Rd̂embed , as depicted in Algorithm 1. Our re-
triever h retrieves k1 documents from D, and we
further use a reranker to select the top k2 docu-
ments.

Algorithm 1 Multi-HyDE Retrieval

Require: query q, database D, query and doc-
ument generators gq, g, embedding model
f , retriever h, reranker r, hyperparameters
N, k1, k2

1: [q1, . . . , qN ]← gq(q)
2: for each qi in [q1, . . . , qN ] do
3: v̂i ← f(g(qi))
4: Si ← h(v̂i)
5: end for
6: dtotal ← concat(S1, S2, ..., SN )
7: dfinal ← r(dtotal)
8: return dfinal

3.2 Agentic RAG

To address both simple and complex multi-hop
queries, we employ an agentic system (Figure 1)
equipped with several tools, including edgar_tool,
Alpha Vantage Exchange Rate, web_search,
and a Python calculator, as well as a retriever based
on Multi-HyDE. Additional tools are listed in Ap-
pendix D.

The query processing begins with direct retrieval
using Multi-HyDE, ensuring the system remains
grounded in explicitly-included sources. Retrieved
documents are then passed to the LLM Agent for
reasoning and synthesis. If these documents are
insufficient to fully answer the query, the LLM
dynamically invokes available tools.

For improved performance, the LLM not only
generates tool calls but also produces intermedi-
ate reasoning steps, user-facing responses, decom-
posed sub-queries, and a structured execution plan,
inspired by Hao et al. (2023); Radhakrishnan et al.
(2023); Zhou et al. (2023); Wang et al. (2023);
Girhepuje et al. (2024). The full prompt is given in
Appendix B. Queries are broken down into atomic
steps, with each step resolved using the most suit-
able tool from the current toolset. The LLM eval-
uates intermediate results at each stage, adapting
the plan when necessary to ensure accuracy and
grounding.

This design supports highly dynamic workflows:
tools can be added or removed on demand, en-
abling integration of custom data sources, access

to live information, and execution of complex se-
quential reasoning processes. While standard RAG
also grounds responses in retrieved documents,
it typically relies on a single retrieval step, leav-
ing the model prone to filling gaps with its la-
tent knowledge if the evidence is incomplete. In
contrast, Agentic RAG decomposes queries into
atomic steps, validates intermediate results, and
dynamically invokes additional tools or retrievals
as needed. This iterative, evidence-driven process
strengthens fidelity to verifiable sources, reduces
hallucination, and produces more reliable answers
across diverse and complex query types.

Algorithm 2 Agentic RAG System

Require: query q, database D, set of tools T ,
LLM agent A

1: function PROCESS_QUERY(q,D, T, A)
2: dinitial ← Multi-HyDE(q,D)
3: LLM Agent history H ← [q, dinitial]
4: loop
5: A analyzes H to determine if the query

can be answered
6: if A determines an answer exists then
7: Generate final answer from H
8: return Final answer
9: else

10: A generates a sub-query qsub and
selects a tool t ∈ T

11: tool_output← t(qsub)
12: H ← concat(H, tool_output) ▷

Add tool’s output to the LLM’s history
13: end if
14: end loop
15: end function

4 Experimental setup

We ran our experiments using subsets of datasets
(selection of subset is described in Appendix E)
due to limited resources. We employ GPT-4o mini
and the Mini-LM reranker for running the pipeline.
Additional implementation details are included in
Appendix G.

4.1 Evaluation datasets
We use a subset of questions from the Fi-
nanceBench (Islam et al., 2023) and ConvFinQA
(Chen et al., 2022) datasets. From FinanceBench,
we have selected from 150 human-annotated exam-
ples provided. These examples include evidence
designated as ground truth context, with additional
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Figure 1: Our proposed agentic framework for financial question-answering.

justification considered when necessary. Appendix
E provides details on the subsets used. Further-
more, we ensure that the entire PDF document
is added to the vector store in contrast to the
ConvFinQA and FinanceBench datasets, which
only pass the evidence pages. We believe this
better simulates real-world scenarios. This restricts
us from comparing other retrieval methods where
only evidence pages are passed as context. We
also include a subset of filings and questions from
financial-qa-10K1 for a comparative study. An ex-
ample of a question-answer pair is provided in Ap-
pendix A.

4.2 Metrics
We evaluate experiments and optimizations using
ROUGE,2 Cosine Similarity, as well as metrics
from RAGAS (Es et al., 2023) and human evalua-
tion. We use RAGAS with GPT-4o mini to calcu-
late Factual Correctness (similar to the F1 Score)
and Faithfulness. During human evaluation, accu-
racy and reliability are measured. The metrics are
defined in Appendix F.1.

5 Experimental results and analyses

Method Accuracy (%) Reliability (%)

Multi-HyDE 34.4 37.91
Final Pipeline 45.6 52.91

Table 1: Human evaluation on subset of ConvFinQA
and FinanceBench.

1https://huggingface.co/datasets/virattt/
financial-qa-10K

2Low ROUGE scores in some experiments are attributed to
the fact that the ground truth answers in the dataset consisted
of only a single number, whereas large models explained their
approaches.

Performance against other methods We pro-
vide a comparison of our pipeline against a repre-
sentative method for retrieval optimization (HyDE),
graph based knowledge organization (LightRAG)
(Guo et al., 2024) and post-retrieval corrective mea-
sures (CRAG) (Yan et al., 2024). We include scores
for Multi-HyDE with access to tools against these
baselines.

Our results show improvement across all mea-
sures except Cosine Similarity: we achieve signifi-
cant improvements in Recall, Facutal accuracy and
Faithfulness (See table 2, 3) while having the same
token costs involved as HyDE (since both generate
the same number of hypothetical documents for a
given user query) and avoid the upfront costs as-
sociated with graph based methods to create the
graph.

Our approach supports dynamic vector stores -
documents can be added or removed from the vec-
tor store without incurring additional costs, graph
based approaches where removing information
from the graph would incur some costs.

The results show the advantages of Multi-HyDE
in the financial domain. We attribute the improved
performance to the fact that financial reports across
multiple years could have semantically similar con-
tent - pairing a dense retrieval method that identifies
relevant information from an increased variety of
potential sources and a sparse keyword based re-
triever to identify structured information improves
overall performance by being able to handle more
cases than any individual method.

Reliability Considerations: In verifying the
LLM as a judge procedure utilized by RAGAS,
we observe that in numerical examples, the LLM
judge might provide incorrect evaluations (see Ap-
pendix F.2). Further, cases where the wrong answer
is provided confidently has greater chance of ad-
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Method Cosine Similarity Recall Factual Correctness Faithfulness ROUGE score*

Multi-HyDE 0.6269 0.3547 0.3849 0.8404 0.0594
HyDE 0.7660 0.1154 0.2890 0.8290 0.0498
CRAG 0.7939 0.1556 0.0855 0.2521 0.0443

LightRAG 0.7999 0.0000 0.2434 0.4629 0.1632

Table 2: Evaluation Metrics for Different Methods on subset of ConvFinQA + FinanceBench.

Method Cosine Similarity Recall Factual Correctness Faithfulness ROUGE score

Multi-HyDE 0.8976 0.8170 0.5205 0.9352 0.4871
HyDE 0.8883 0.6885 0.5585 0.8463 0.3726
CRAG 0.9347 0.8500 0.4708 0.7774 0.4290

LightRAG 0.7308 0.0000 0.0368 0.4629 0.3412

Table 3: Evaluation Metrics for Different Methods on subset on questions from financial-qa-10K .

verse impact that the system admitting to not hav-
ing the exact answer. To confirm the performance
of our proposed pipeline in light of the above chal-
lenges, we conduct a human evaluation of the re-
sponses with metrics reliabilty (fraction of confi-
dently given answers which are correct rather than
hallucinations) and accuracy (fraction of correct
answers). Detailed definitions are provided in F.1.

Ablation study: In Table 4, we show that
Multi-HyDE outperforms regular HyDE. We
also perform a comparison between 2 rerankers
ms-marco-MiniLM-L-6-v2 (Cross Encoder) and
bge-reranker-v2-m3 (BGE) from huggingface.
Though BGE is more performant, it is significantly
more resource-intensive and slower. We also show
that hybrid retrieval with BM25 clearly outper-
forms dense retrieval methods for long-document
financial data. Tool calling does not improve ac-
curacy, however it provides resiliency when some
types of relevant data are not provided.

6 Future work

Agents and fine-tuning Small Language Models
finetuned using parameter efficient techniques like
LoRA(Hu et al., 2021) to be used as individual
agents instead of relying on large closed source
models, especially for tasks like query re-writing
or hypothetical document generation, particularly
to suit the language and format used in financial
reports.

Better metrics for financial RAG Currently,
LLM-based evaluation often incorrectly evaluates
responses, especially when an answer is primarily

numeric. Different evaluation systems may help
improve this. In addition, a more comprehensive
evaluation on complete datasets could be under-
taken given more resources.

7 Conclusion

This research presents a novel approach to financial
question answering, addressing key challenges in
hallucination reduction and accurate information
retrieval from complex financial documents. Our
framework introduces Multi-HyDE, an extension
of Hypothetical Document Embeddings that lever-
ages multiple non-equivalent queries to enhance re-
trieval effectiveness. When combined with BM25
for tables and appropriate rerankers, Multi-HyDE
demonstrates superior performance in capturing
relevant information from financial corpora. Ad-
ditionally, we developed and evaluated an agentic
pipeline offering improved performance, capable
of handling both simple queries, and ones requiring
complex multi-hop retrieval and reasoning.

Our evaluation highlights the importance of spe-
cialized retrieval techniques for domain-specific
applications and underscores the limitations of cur-
rent LLM-based assessment metrics in financial
contexts. Human evaluation proved crucial for ac-
curately measuring performance, revealing substan-
tial improvements with our ensembled approach.
The modular design of our framework facilitates
adaptation to other domains requiring precise in-
formation extraction. By addressing fundamental
challenges in financial RAG systems, our work con-
tributes to building more trustworthy AI systems
for high-stakes applications where factual accuracy
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Method Cosine Similarity Recall Factual Correctness Faithfulness ROUGE score

1 0.8883 0.6885 0.5585 0.8463 0.3726
2 0.8932 0.7464 0.5539 0.8837 0.3575
3 0.8935 0.8484 0.5868 0.8768 0.3996
4 0.8976 0.8170 0.5205 0.9352 0.4871
5 0.9119 0.8033 0.5172 0.8298 0.4628
6 0.8935 0.8484 0.5867 0.8767 0.3996

Table 4: Effect of BM25, rerankers and tools on recall. (with financial-qa 10k dataset)

1. HyDE
2. Multi-HyDE + Cross Encoder Reranker
3. Multi-HyDE + BM25 + Cross Encoder Reranker
4. Multi-HyDE + BM25 + BGE Reranker
5. Multi-HyDE + BM25 + BGE Reranker without tools
6. Multi-HyDE + BM25 + Cross Encoder Reranker without tools

is paramount. Future research directions include
fine-tuning models for financial contexts and devel-
oping more nuanced evaluation metrics.

Limitations

Due to resource constraints, our evaluation is con-
ducted on a relatively small dataset, which may
limit the generalizability of the results.

Although our approach demonstrates improve-
ments over existing baselines, its practical deploy-
ment is still challenged by the presence of halluci-
nations in more complex and ambiguous datasets.
Consequently, the system currently requires human
oversight and verification to ensure reliability and
factual consistency.
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A Question-answer example

{
"question": "For American Water

Works, what was the rate of
growth from 2013 to 2014 in the
fair value per share"

↪→

↪→

↪→

"answer" : "",
"context": "~13.3%. Page 81,

Table[The↪→

weighted-average assumptions used in
the↪→

Monte Carlo simulation and the
weighted-average↪→

grant date fair values of RSUs
granted↪→

for the years ended December 31]

[45.45 -40.13]/40.13 = 13.3%

AMERICAN WATER WORKS COMPANY, INC.",
"ticker": "AWK",
"filed on": "31 December 2015"

}

B Meta-Plan JSON Instructions

{
"thought": "...", # Thought process

and reasoning of the bot for the
current step

↪→

↪→

"tool_calls": [{"name": "...",
"args": {...}},↪→

{"name": "...", "args": {...}},
...], # List of tools to be
called along with the
appropriate arguments.

↪→

↪→

↪→

"audio": "...", # Respond
comprehensively to the query in
a verbose way and output in
formatted markdown string

↪→

↪→

↪→

"plan": "...",
# The overall plan for calling

various tools and answering the
query. This needs to be updated
dynamically based on the
retrieved information from tool
calls.

↪→

↪→

↪→

↪→

↪→

"queries":
[{"query":"...","answer":"..."},↪→

{"query":"...","answer":"..."}]
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# The decomposed sub-queries.
Intially all the answers are
empty strings, as answers from
tool calls come in, update them
accordingly

↪→

↪→

↪→

↪→

}

C Retrieval Challenges

In the financial domain, retrieval methods that rely
solely on vector similarity often fail to distinguish
between passages that are semantically similar but
differ in critical numerical details or temporal ref-
erences. These distinctions, although subtle, are
essential for producing accurate and trustworthy re-
sponses when answering questions about structured
financial reports.

Consider the following example from our evalu-
ation set:

"query": "For American Water Works, what
was the growth in allowance for
other funds used during construction
from 2013 to 2014?"

↪→

↪→

↪→

"retrieved_reference_1": "In 2014, we
spent $3.6 million, including $0.8
million funded by research grants...
(discussion on research and
development spending)
[awk_2015_10K.pdf]"

↪→

↪→

↪→

↪→

↪→

"retrieved_reference_2": "Cash flows
used in investing activities
increased in 2014 compared to 2013
primarily due to an increase in our
capital expenditures... (details on
capital expenditures)
[awk_2015_10K.pdf]"

↪→

↪→

↪→

↪→

↪→

↪→

"retrieved_reference_3": "Amortization
of contributions in aid of
construction was $23,913, $22,363,
and $20,979 for the years ended
December 31, 2014, 2013, and 2012...
(amortization details)
[awk_2015_10K.pdf]"

↪→

↪→

↪→

↪→

↪→

↪→

"retrieved_reference_4": "Such grants
reduce the cost of research and
allow collaboration with leading
national and international
researchers... (discussion on
research grants and collaboration)
[awk_2017_10K.pdf]"

↪→

↪→

↪→

↪→

↪→

↪→

"retrieved_reference_5": "Amortization
of contributions in aid of
construction was $27, $26, and $24
for the years ended December 31,
2016, 2015, and 2014... (further
amortization details)
[awk_2017_10K.pdf]"

↪→

↪→

↪→

↪→

↪→

↪→

As shown above, SEC filings from different
years (e.g., 2015 vs. 2017) often include passages
with similar or even nearly identical phrasing. How-
ever, for financial question-answering, distinctions
such as the reporting year or specific numerical
values are vital for correctness. Standard dense
retrieval models tend to conflate these passages due
to their semantic resemblance, leading to unreliable
results.

To mitigate this issue, we incorporate BM25
alongside dense vector retrieval. This hybrid
approach ensures that keyword and phrase-level
matches (e.g., exact years, financial figures, or
domain-specific terminology) complement seman-
tic similarity, resulting in more precise and contex-
tually appropriate retrievals.

D Tools

Our agentic pipeline has various tools to fetch data
from various data sources apart from the retrieved
context. The tools are divided into different types
based on their use cases give below. Having more
than one tools provide redundancy in case one or
more tools fail.

1. Web-search: The web search tool provides
real-time access to the web search queries pro-
viding access to news, web pages, and more
which might not be there in the retrieved con-
text. SERP API, Bing Web Search, and
DuckDuckGo Web Search are the tools used
by the agent to obtain the data from a web
search.

2. Financial Data API: This is a collection of
tools that provide real-time as well as histori-
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cal data about the prices of stocks, securities,
and cryptocurrencies. Yahoo Finance, Alpha
Vantage, EDGAR Tool(Electronic Data Gath-
ering, Analysis, and Retrieval system) and Fi-
nancial Modelling Prep tool providing real
time financial data from various exchanges.

3. Mathematical tools: The WolframAlpha
API and Python Calculator are the tools
incorporated to provide the the data pro-
cessing ability to the agent. WolframAlpha
takes in the mathematical questions in natu-
ral language and provides us with the answer
whereas python calculator can be used to help
the agent with more menial calculations.

E Dataset

Owing to the inconsistent evaluation results often
observed in LLM-based methods and limited com-
putational resources, we conduct our experiments
on a focused subset of the FinanceBench and Con-
vFinQA datasets. Specifically, we select reports
with the highest density of associated questions to
ensure the relevance and informativeness of our
evaluation. The selected subset comprises SEC
10-K filings from the following companies:

• American Water Works: 2015, 2017, 2018

• AMD: 2022

• American Express: 2022

• Boeing: 2022

F Evaluation

F.1 Definitions of metrics
RAGAS defines metrics by comparing the facts in
a model’s answer to those in the retrieved context
or ground truth. The Faithfulness Score is RAG-
specific, measuring the proportion of claims in the
answer that are supported by the retrieved context.
Factual Correctness, based on the F1 score, can be
applied to any model.
Faithfulness:

Faithfulness =
Supported claims

Total claims in answer
(2)

Factual Correctness: Let

TP = #{claims in answer present in reference}
FP = #{claims in answer not in reference}
FN = #{claims in reference not in answer}

Then

Precision =
TP

TP + FP
, (3)

Recall =
TP

TP + FN
, (4)

F1 =
2 ◦ Precision ◦ Recall

Precision + Recall
(5)

For human evalution, we define accuracy (A) as
the fraction of correct answers3 and reliability (R)
as the fraction of answers where the LLM was
confident about its answer being correct. This is
related to the hallucination rate (the fraction of
incorrect answers, denoted HR) as

HR =
A

R
−A,where (6)

U = Number of times LLM refused to answer

N = total number of answers

In Table 1, we rely on human evaluation to
show that the Agentic pipeline performs better than
Multi-HyDE with tools.

F.2 Examples in which RAGAS fails
In addition to errors in the LLM evaluation used
by RAGAS, we note that the evaluation often fails
when more precise numbers are given in the gen-
erated answer than available in the ground truth.
This is partly due to ambiguities in the dataset, but
also because, for instance, it often penalizes the
model for minor inaccuracies or rounding, and at
other times it gives a high score despite an outright
refusal to answer.

Listing 1: RAGAS incorrectly gives a factual correct-
ness of 0 though the response is simply more precise
than the reference.

Q u e s t i o n : For American Water
Works , what was t h e r a t e o f
growth from 2013 t o 2014 i n
t h e f a i r v a l u e p e r s h a r e

Response : ``` j s o n
{

" t o o l _ c a l l s " : [ ]
}
```

3In cases when a question requires multiple independent
answers, we assign the score as the fraction of correct answers
for that question
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Based on t h e p r o v i d e d t e x t , t h e
f a i r v a l u e p e r s h a r e f o r
American Water Works was $37
. 4 0 i n 2012 , $40 . 1 3 i n 2013 ,
and $45 . 4 5 i n 2014 ( Document
8 ) . T h e r e f o r e , t h e growth
r a t e from 2013 t o 2014 i s :

( $45 . 4 5 − $40 . 1 3 ) / $40 . 1 3 =
0 .1325 or 13.25%

R e f e r e n c e : 13.30%
Semant i c S i m i l a r i t y :

0 .5918684811439618
F a c t u a l C o r r e c t n e s s : 0 . 0
F a i t h f u l n e s s : 0 .6666666666666666

Listing 2: RAGAS incorrectly scores the LLM’s refusal
to answer very highly

Q u e s t i o n : For American Water
Works , what was t h e r a t e o f
growth from 2013 t o 2014 i n
t h e f a i r v a l u e p e r s h a r e

Response : The p r o v i d e d t e x t does
n o t c o n t a i n i n f o r m a t i o n on t h e

f a i r v a l u e p e r s h a r e o f
American Water Works f o r 2013
and 2014 , nor does i t p r o v i d e
t h e means t o c a l c u l a t e a
growth r a t e . T h e r e f o r e , I
c a n n o t answer your q u e s t i o n
u s i n g t h e g i v e n documents . To

answer t h i s q u e s t i o n ,
a d d i t i o n a l i n f o r m a t i o n i s
needed . I would need t o
a c c e s s f i n a n c i a l s t a t e m e n t s o r

o t h e r r e l i a b l e s o u r c e s
c o n t a i n i n g t h i s d a t a .

R e f e r e n c e : 13.30%
Semant i c S i m i l a r i t y :

0 .5736175582900219
F a c t u a l C o r r e c t n e s s : 0 . 9 1
F a i t h f u l n e s s : 1 . 0

G Additional Implementation Details

PDF Parsing We use a customised PDF parsing
system (Fig. 2) using the Docling library to extract

and structure data from complex documents. It
handles text, tables, and images, exporting tables in
HTML format. Further, it utilizes recursive chunk
splitting as the text chunking strategy for context
preservation.

Figure 2: PDF-Parser System: Documents can be added
to a Google Drive, which dynamically updates the Vec-
tor Store. Text is parsed using our parsing pipeline,
chunked recursively before populating the Vector Store.

Retrieval We employ HNSW for indexing and
in addition use BM25 for retrieving tables. Our
Vector Store is implemented using Pathway 4. Row
and column aggregation is also performed on tables.
Keeping modularity in focus, retrieval methods
are represented as tools, alongside others like web
search and calculator. The Multi-HyDE retriever,
selects the top K1 = 10 chunks, while the BM25
retriever fetches the top K2 = 15 chunks.

Reranking A re-ranker5 is employed to pick the
top K = 8 relevant chunks. This was determined
after evaluating performance on various values of
K, as shown in Table 5.

Top K Value Accuracy (%)

1 57.5
2 75.3
8 79.6
10 80.1

Table 5: Accuracy for different values of 10 K retrieved
documents.

4https://github.com/pathwaycom/pathway
5https://huggingface.co/cross-encoder/

ms-marco-MiniLM-L-6-v2 or https://huggingface.
co/yxzwayne/bge-reranker-v2-m3, specified in our
experiments
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H Other Ablations

Tables below depict other ablations performed as a
part of our experimentation and analysis.

Method Precision Recall Accuracy

Naive-RAG 0.912 0.592 0.616
HyDE TBD TBD TBD
Multi-HyDE 0.932 0.625 0.721

Table 6: Comparison of Naive-RAG, HyDE, and Multi-
HyDE on a subset of financial-qa-10K dataset

Method In-Tokens Out-Tokens Time Spent

Naive-RAG - - 0.199s
HyDE 133.5 428.2 9.344s
Multi-HyDE 193.6 421.4 9.121s

Table 7: Resource usage comparison on Financial-qa-
10K Dataset.

Metric Method 1 Method 2

Cosine Similarity 0.5981 0.5765
Recall 0.2462 0.2910

Factual Correctness 0.1738 0.2291
Faithfulness 0.8103 0.8754

ROUGE score 0.0346 0.0349

Table 8: Evaluation metrics comparing different parsers,
showing the improvement of Docling over Open Parse
(with ConvFinQA and FinBench dataset subsets)

Method 1: Multi-HyDE + Re-ranker + Open
Parse (Llama-70b)
Method 2: Multi-HyDE + Re-ranker + Docling Parser
(Llama-70b)
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