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Abstract

Digital social media platforms frequently con-
tribute to cognitive-behavioral fixation, a phe-
nomenon in which users exhibit sustained and
repetitive engagement with narrow content do-
mains. While cognitive-behavioral fixation has
been extensively studied in psychology, meth-
ods for computationally detecting and evalu-
ating such fixation remain underexplored. To
address this gap, we propose a novel frame-
work for assessing cognitive-behavioral fix-
ation by analyzing users’ multimodal social
media engagement patterns. Specifically, we
introduce a multimodal topic extraction mod-
ule and a cognitive-behavioral fixation quan-
tification module that collaboratively enable
adaptive, hierarchical, and interpretable assess-
ment of user behavior. Experiments on existing
benchmarks and a newly curated multimodal
dataset demonstrate the effectiveness of our
approach, laying the groundwork for scalable
computational analysis of cognitive fixation.
All code in this project is publicly available for
research purposes at https://github.com/
Liskie/cognitive-fixation-evaluation

1 Introduction

Digital media and online platforms significantly
shape user behavior through personalized algo-
rithms and constant connectivity, which curate the
information users encounter and structure their en-
gagement patterns. This pervasive mediation of-
ten amplifies existing preferences and habits, po-
tentially leading to self-reinforcing cognitive and
behavioral feedback loops (Vicario et al., 2016;
Cinelli et al., 2021). In other words, rather than
merely reflecting individual preferences, social
media and recommendation systems may actively
shape and constrain perceptions, preferences, and
decision-making processes.

While such tailored content enhances user ex-
perience, it also raises concerns about cognitive-
behavioral fixation phenomena, which is defined

as obsessive preoccupations with specific ideas
or activities, impairing balanced information pro-
cessing and flexible thinking (Dielenberg, 2024).
Common manifestations include misinformation
loops (Vicario et al., 2016), echo chambers (Cinelli
et al., 2021), and compulsive engagement pat-
terns (Markett and Montag, 2023). For example,
misinformation loops emerge when recommenda-
tion algorithms continually amplify users’ preexist-
ing misconceptions with ideologically aligned but
factually inaccurate content (Vicario et al., 2016).
Similarly, echo chambers restrict users to homoge-
neous viewpoints, exacerbating confirmation bias
and social polarization (Cinelli et al., 2021). Mean-
while, compulsive engagement driven by persua-
sive design (e.g., endless feeds, personalized no-
tifications) fosters addictive and repetitive usage
behaviors (Markett and Montag, 2023). Collec-
tively, these fixation effects distort perceptions of
reality, entrench false beliefs, deepen societal di-
visions, and negatively impact mental health, with
consequences including anxiety, diminished well-
being, and reduced attention spans (Markett and
Montag, 2023).

Addressing cognitive-behavioral fixation is cru-
cial not only for safeguarding individual mental
health but also for maintaining societal stability, as
fixation-driven behaviors (e.g., widespread misin-
formation acceptance, extreme polarization) can
undermine public discourse and trust in informa-
tion ecosystems. Despite these risks, a significant
research gap remains: no existing computational
framework can automatically detect and quan-
tify cognitive-behavioral fixation within online
environments. Existing studies often treat echo
chambers, misinformation spread, and compulsive
behaviors separately, lacking a unified model to
quantify fixation holistically. Psychological stud-
ies, while insightful, primarily rely on qualitative
methods such as case studies, surveys, or controlled
experiments (Meloy and Rahman, 2020), making
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them difficult to scale for automated, real-time dig-
ital behavior analysis.

In response, we formalize the novel task of com-
putational cognitive-behavioral fixation evaluation
for social media users. We propose a multimodal
analytical framework designed to automatically
detect and quantify fixation based on users’ dig-
ital interactions, specifically focusing on text posts
and video content. Our framework supports adap-
tive, hierarchical, and interpretable evaluation of
cognitive-behavioral fixation in real-world social
online environments.

The key contributions of this work are:

1. We introduce the first formalization of
cognitive-behavioral fixation evaluation as a
computational task for social media behavior
analysis.

2. We propose an adaptive, hierarchical, and in-
terpretable framework that generalizes across
modalities and dataset scales, extracts multi-
level user interests, and quantifies fixation.

2 Related Work

2.1 Cognitive-Behavioral Fixation in
Psychology

Cognitive-behavioral fixation describes obsessive
preoccupation with specific ideas or behaviors that
impairs flexible thinking and decision-making (Die-
lenberg, 2024). Psychology traditionally studies
fixation through clinical observation and case stud-
ies, linking it to confirmation bias, belief perse-
verance, and cognitive rigidity (Lord et al., 1979;
Meloy and Rahman, 2020). Such mechanisms
clearly manifest in online contexts like echo cham-
bers and misinformation loops, where repetitive ex-
posure reinforces narrow beliefs and resistance to
counter-evidence, exacerbating polarization and im-
pairing public discourse (Zollo et al., 2017; Cinelli
et al., 2021). While psychology provides rich the-
oretical foundations, it lacks automated, scalable
methods for detecting fixation in large-scale digital
behavior data—a gap this work addresses.

2.2 Topic Extraction

Classical topic modeling approaches, such as
Latent Dirichlet Allocation (LDA) (Blei et al.,
2001) and Non-negative Matrix Factorization
(NMF) (Lee and Seung, 1999), enable unsuper-
vised extraction of themes but struggle with short

or noisy texts. Recent neural topic models, includ-
ing Embedded Topic Model (ETM) and Contextu-
alized Topic Models (CTM), leverage embedding-
based representations to enhance coherence and
scalability (Bianchi et al., 2021a; Dieng et al.,
2020). DeTiME further improved coherence
through diffusion-enhanced large language model
embeddings (Xu et al., 2023). Multimodal topic
extraction methods, such as Multimodal LDA (Zhu
et al., 2010) and CLIP-based models (Luo et al.,
2022), integrate visual and textual inputs into a uni-
fied semantic space. Our work uniquely applies
multimodal topic extraction for cognitive-level be-
havioral analysis.

2.3 Behavioral Analysis and Metrics

Quantitative metrics such as Shannon entropy, KL
divergence, and burstiness have widely analyzed
user engagement to characterize topical diversity,
concentration, and temporal patterns. Shannon en-
tropy measures topical diversity, where lower en-
tropy reflects narrower user focus (Weng et al.,
2012; Sonoda et al., 2022; Song et al., 2014).
Topic concentration is typically quantified using
the Herfindahl-Hirschman Index (HHI) (Zhu et al.,
2015), and KL divergence captures shifts in sequen-
tial user interests (Sritrakool and Maneeroj, 2021).
Burstiness metrics based on inter-event timing high-
light clustered activity patterns indicating compul-
sive or reactionary behavior (Goh and Barabasi,
2008; Karsai et al., 2018). Entropy-based methods
have also quantified ideological fixation and selec-
tive exposure (Muifioz et al., 2024; Pratelli et al.,
2024). These existing metrics form the foundation
for our multimodal fixation evaluation framework.

3 Methodology

3.1 Problem Formulation

We focus on analyzing users’ multimodal browsing
behaviors on social media platforms to quantita-
tively evaluate cognitive-behavioral fixation.

Formally, for each user u, we define their view-
ing history as an ordered sequence:

H®W = {hy, ho, ... hr} (1)

where each interaction h; corresponds to a viewed
content item (e.g., a post or video) at timestamp
t. Each h; contains both textual and visual infor-
mation. From each content h;, we extract a set of
fine-grained topic tags:

T'(hy) = {topic, 1, . .., topic, ,, } (2)
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Figure 1: Overview of our proposed framework for cognitive-behavioral fixation evaluation.

representing the semantic essence of the content.
These topics form the basis for later analyses.
Given the temporal sequence of extracted topics
across all viewed content, our goal is to assess the
extent to which the user’s attention is narrowly
concentrated, repetitive, and persistent over time,
i.e., key signatures of cognitive-behavioral fixation.

3.2 Overall Framework

Our framework enables adaptive, hierarchical,
and interpretable analysis of cognitive-behavioral
fixation in real-world social media environments.

Multimodal Hierarchical Topic Extraction
This module processes user interactions with tex-
tual and visual content to extract two levels of
topic representations. The first-level consists of
fine-grained topic phrases that summarize indi-
vidual content items. These are subsequently
grouped into second-level topic phrases that rep-
resent broader thematic categories. These hierar-
chical topic phrases captures both immediate and
abstract semantic interests of users.

Cognitive-Behavioral Fixation Quantification
Using the generated topic phrases, this module
computes behavioral metrics (i.e., diversity, domi-
nance, and recurrence) that reflect key dimensions
of cognitive-behavioral fixation. These are inte-
grated into a unified, interpretable fixation score
that quantifies the intensity and persistence of users’

topical engagement. The framework’s adaptability
to diverse datasets and scales ensures its applicabil-
ity across various social media environments.

3.3 Multimodal Hierarchical Topic Extraction
Module

3.3.1 Extraction of First-level Topics

The primary objective of first-level topic extraction
is to identify concise semantic summaries for each
piece of multimodal content, effectively capturing
users’ immediate content interests at a granular
level. These first-level labels serve as a foundation
for subsequent higher-level semantic analysis.

To achieve this, we employ the MiniCPM-V
model to generate a set of short topic phrases
from each video’s textual description and visual
frames, summarizing the core themes of the con-
tent. These phrases constitute the first-level labels.
The prompt used for topic extraction via MiniCPM-
V is illustrated in Figure 2.

3.3.2 Extraction of Second-level Topics

Second-level topic extraction aims to cluster se-
mantically related first-level topics into broader
thematic categories. This higher-level grouping fa-
cilitates interpretable and scalable analysis of users’
overall content interests, enabling the identifica-
tion of thematic patterns indicative of cognitive-
behavioral fixation.
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Topic Extraction Prompt

Task Requirements

Below is a tweet content, you should read
this content and summarize several key
topics from it in English.

Content of the Post/Video
The content is: {content}

Output Form Requirements
With the tweet content above, you should
summarize several key topics from it in
English in the format like:

Topic 1: [name of the topic]
Topic 2: [name of the topic]
Topic 3: [name of the topic]

Note that the number of topics is not
fixed. And the topic does not have to be
exactly the same word in the tweet. Now
please summarize.

Figure 2: Prompt for extracting topics from multimodal
content using MiniCPM-V.

Specifically, we follow these steps. Each first-
level topic phrase is encoded using the Sentence-
BERT (Reimers and Gurevych, 2019) model to
obtain dense semantic embeddings. These embed-
dings are then grouped into K cohesive clusters
using the MiniBatch K-means algorithm. We se-
lect K by a sweep over {100, 200, 300,400} us-
ing intra-/inter-cluster distance and their ratio, and
adopt K=300 as a fidelity—interpretability trade-
off (see Table 3 in Appendix A). Each resulting
cluster represents a distinct second-level semantic
topic class, encapsulating broader thematic areas.

To ensure interpretability, we generate descrip-
tive, interpretable names for each cluster. A rep-
resentative sample (e.g., 100 topic phrases) is ran-
domly selected from each cluster. MiniCPM-V is
then used to summarize these sampled phrases into
concise, descriptive labels, as shown in Figure 3.

Each content item is consequently associated
with second-level topic labels, reflecting the the-
matic clusters of its first-level topics.

3.4 Cognitive-Behavioral Fixation
Quantification Module

We propose a unified metric to evaluate cognitive-
behavioral fixation by integrating three core behav-
ioral dimensions: Diversity, Dominance, and Re-
currence. While the individual metrics we employ,
i.e., Shannon entropy, Herfindahl-Hirschman Index
(HHI), and burstiness, are well-established in prior

Cluster Summarization Prompt

Task Requirements

Please read the following cluster of
topics, and generate a name and a brief
description for the cluster in English.

Content of the Post/Video
The cluster contains: {[cluster topics]}

Output Form Requirements
Based on the cluster of topics above,
generate a name and a brief description
for the cluster in English.

You should generate in the format like:
Name: [name of the cluster]
Description: [description of the cluster]

Now please summarize.

Figure 3: Prompt for summarizing topic clusters into
human-readable labels.

work, our primary contribution lies in their combi-
nation into a cohesive, interpretable, and scalable
framework specifically designed to assess fixation
behaviors in multimodal social media contexts.

Diversity is captured using Shannon en-
tropy (Shannon, 1948), which measures the un-
predictability in the distribution of topic clusters.
For a sliding window of w days ending at time ¢,
let p;; denote the proportion of user interactions
assigned to topic cluster k£ (out of K total clus-
ters): H, = — Zszl i log pr.. To enable cross-
user comparability, we normalize this value:

H,

Hnorm —
t log(K)

3
Dominance is measured using the Herfindahl-
Hirschman Index (HHI) (Herfindahl, 1950;

Hirschman, 1945), which quantifies the concen-
tration of user attention across topics:

K
Dt =3 i @)
k=1

Recurrence is assessed via burstiness (Goh and
Barabasi, 2008; Karsai et al., 2018), which reflects
how clustered in time the re-engagements with the
same topic are. For each topic cluster, we compute
the inter-event intervals 7 between successive user
interactions, and define:

Rburst _ Or — Ur 5
¢ or + [y ©)
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where i and o, are the mean and standard devi-
ation of inter-event intervals. The final recurrence
score is aggregated across all clusters.

We then apply MinMax normalization to each
component and combine them to compute a unified
fixation score.

Ft(w) - - (1 7}7[;10rm) +/8.D£_IHI+’Y. (1 7R;)urst)
(6)
where «, 3, and ~ are tunable hyperparameters
controlling the relative influence of each behav-
ioral dimension. A higher fixation score indicates
stronger cognitive-behavioral fixation tendencies.
By unifying these metrics, we enable inter-
pretable evaluation of user fixation behavior that

can be scaled across large multimodal datasets.

4 Experimental Setup
4.1 Datasets

We evaluate our multimodal topic extraction meth-
ods on three datasets: a widely-used benchmark for
text-based topic modeling, and two multimodal
datasets, including a new dataset we have con-
structed for cognitive-behavioral analysis in social
media browsing contexts. We preprocess each
dataset following previous works(Grootendorst,
2022; Bianchi et al., 2021b). Brief data statistics
are listed below.

20 Newsgroups (Lang, 1995) contains 18,000
English newsgroup posts distributed across 20 cat-
egories, commonly used for text topic modeling'.
It enables the evaluation of both topic diversity and
coherence.

COCO 2017 (Gonzalez-Pizarro and Carenini,
2024) composes of 120,000 images labeled with
objects (80+ categories) and five captions per im-
age”®. We adopt it for evaluating multimodal topic
modeling, following prior work .

X User Browsing Dataset (XUB, ours) is a
newly collected multimodal dataset comprising
browsing histories of 163 anonymized users on plat-
form X, spanning a two-month period. Each record
includes textual content, visual features, and times-
tamps. The dataset contains a total of 1,169,041
records, averaging 7,172 entries per user, and cov-
ers 212,289 unique posts. XUB enables the eval-
uation of cognitive-behavioral fixation and topic
engagement dynamics over time.

"http://qwone.com/~jason/20Newsgroups/
http://cocodataset.org/

4.2 Baseline Methods

We compare our method against five baselines.

For text-only models, we include LDA (Blei
et al., 2001), a foundational probabilistic topic
model; BERTopic (Grootendorst, 2022), which in-
tegrates embeddings and class-based TF-IDF; and
QuallT (Kapoor et al., 2024), which iteratively re-
fines topic quality. For multimodal methods, we in-
clude Multimodal-ZeroShotTM (Gonzalez-Pizarro
and Carenini, 2024), which jointly decodes text and
image features, and M3L-Contrast (Zosa and Pivo-
varova, 2022), which applies contrastive learning
for robust cross-modal alignment.

4.3 Evaluation Metrics

Topic Diversity. Measures how well the ex-
tracted topics span distinct semantic areas, com-
puted as the proportion of unique tokens among
the top-k keywords across topics. Higher scores
indicate broader coverage and less redundancy.

Topic Coherence. Assesses the semantic con-
sistency of keywords within each topic using C,,.
Higher values suggest stronger internal cohesion
and better interpretability.

These two metrics are applied to all datasets to
evaluate topic quality.

Cognitive-Behavioral Fixation Score. On the
XUB dataset, we use our composite fixation score
based on diversity, dominance, and recurrence, as
introduced in Section 3.4, and also report each com-
ponent metric for detailed analysis.

4.4 Human Annotation & Validation Setup

To empirically ground our fixation score, we de-
signed a human annotation and validation protocol
on a subset of XUB. We sampled 30 anonymized
users and prepared, for each user, (i) full interaction
logs (timestamps and topic-cluster assignments)
and (ii) a topic word cloud for rapid sense-making.
Three trained annotators independently assigned a
user-level label: fixated vs. not fixated. We used
majority vote as gold labels and measured inter-
annotator agreement with Fleiss’ .

For validation, we split the 30-user gold set us-
ing 3-fold stratified 10-repeat cross-validation. In
each run, we: (a) compute each metric (diversity,
dominance, recurrence) and the composite fixation
score on the training fold; (b) select the decision
threshold for the composite using Youden’s J statis-
tic; (c) report performance (Accuracy, Precision,
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Dataset Model Topic Coherence Topic Diversity
LDA (Blei et al., 2001) 47.0% 69.0%
20ng BERTTopic (Grootendorst, 2022) 56.0% 82.0%
QuallT (Kapoor et al., 2024) 66.0% 95.0%
Ours (Text-only) 62.3% 96.5%
Multimodal-ZeroShotTM (Bianchi et al., 2021b) 54.0% 60.0%
COCO M3L-Contrast (Zosa and Pivovarova, 2022) 56.0% 47.0%
Ours (Multimodal) 75.0% 80.5%
LDA (Blei et al., 2001) 24.2% 59.4%
BERTTopic (Grootendorst, 2022) 44.5% 72.7%
Multimodal-ZeroShotTM (Gonzdlez-Pizarro and Carenini, 2024) 63.4% 68.0%
XUB M3L-Contrast (Zosa and Pivovarova, 2022) T74.7% 20.8%
Ours (Text-only) 77.8% 75.9%
Ours (Video-only) 75.5% 69.7%
Ours (Multimodal) 75.6% 88.2%

Table 1: Topic Coherence and Topic Diversity for different methods. The best results are bolded, and the second-best

results are underlined.

Recall, F1) on the held-out fold for ablations (Di-
versity, Dominance, Recurrency; pairwise combi-
nations; and full combination). We preregistered
the protocol to report per-fold means and standard
deviations. The full instructions for annotators are
provided in Appendix C.

5 Results and Analysis

5.1 Topic Extraction Performance

We evaluated our multimodal topic extraction
method on the 20 Newsgroups, COCO 2017, and
our XUB datasets. As shown in Table 1, the results
indicate that in the 20 Newsgroups dataset, our
method achieved a topic coherence score of 62.3%,
second after QuallT (66.0%), but excelled in topic
diversity with a score of 96.5%. The slightly lower
topic coherence compared to QuallT’s may be due
to QuallT’s specialized refinement techniques for
text-based topics.

For the COCO dataset, which includes both text
and visual content, our method achieved a topic
coherence score of 75.0% and a diversity score of
80.5%, outperforming other methods in both met-
rics. These results validate our motivation to use
multimodal data to improve topic extraction, show-
ing that our approach effectively integrates textual
and visual information to produce coherent and
diverse topics. On the XUB dataset, our method
demonstrated strong robustness across different set-
tings, aligning with our goal of building a flexible
and adaptive topic modeling framework suitable
for analyzing complex social media content. How-
ever, we observed that topic coherence was lower

in the multimodal setting compared to the text-only
baseline. This decline may be attributed to the
presence of visual elements in the images that are
weakly related to the textual themes, i.e., visual
noise, which can introduce semantically less rele-
vant keywords into the model, ultimately reducing
overall topic coherence. The performance of the
clustering procedure is deferred to Appendix B
The results affirm the efficacy of our VLM-based
approach in achieving high topic coherence and
diversity, especially in multimodal settings. Com-
bining visual and textual data leads to more com-
prehensive and interpretable topic models, making
our method well-suited for complex, real-world
applications like social media analysis.

5.2 Cognitive-Behavioral Fixation Evaluation
Results

In this study, we utilized a set of metrics to assess
cognitive-behavioral fixation, including diversity,
dominance, recurrence, and the combined fixation
score. These metrics provide a multidimensional
perspective on how users engage with topics, re-
vealing patterns that may indicate fixation.

As shown in Figure 4, the diversity distribution
is concentrated between 0.6 and 0.95, with a peak
around 0.87. This indicates that participants gener-
ally exhibit a moderate level of topic diversity. The
relatively high diversity values suggest that while
users do not exclusively focus on a single topic,
their engagement is not highly diverse, hinting at a
potential fixation on a limited set of topics. Accord-
ing to the dominance, while there is no extreme
dominance of a single topic, we can still observe
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Figure 4: The distribution of average fixation metrics of each user on our XUB dataset.

that the top topic could be 3 to 4 time more fo-
cused that the tail topics. This dominance level
reflects a balanced but slightly focused cognitive-
behavioral pattern, indicating a potential fixation
tendency without complete exclusivity. The recur-
rence distribution peaks near 0.65. Recurrence is
measured using burstiness, where lower values in-
dicate more regular and temporally concentrated
re-engagement with specific topics. This pattern
suggests a relatively strong cognitive-behavioral
recurrence, which is a key characteristic of fixation
behavior.

The fixation score’s ability to capture fixation
trends demonstrates its interpretability not only
conceptually but also empirically. The distribu-
tion of users’ combined fixation scores is cen-
tered around 0.2, extending to 0.5 at most. Using
the cross-validated cut-off (> 0.352), we identify
strong fixation tendencies; scores below ~ 0.2 sug-
gest a more exploratory pattern. This is demon-
strated in Section 5.4 detailedly. The fixation score
captures the overall fixation pattern in real-world
data, offering a more comprehensive assessment of
cognitive-behavioral fixation than any single metric
alone.

5.3 Human Annotation & Validation Results

Annotator agreement was substantial (Fleiss” k =
0.524). Cross-validated threshold selection yielded
an optimal fixation-score cut-off of 0.352 4+ 0.007
(Youden’s J), which we use in all analyses below.

Ablation and performance. We assessed each
component metric and their combinations against
the gold labels. Dominance alone achieved the
strongest single-metric F1, diversity was compet-
itive, while recurrence alone was weaker but con-
tributed when combined. The full composite score
achieved accuracy 0.857 £ 0.094. Detailed results
are shown in Table 2.

User-level analysis. Among the 163 users in
XUB, 14 users (8.59%) exceed the 0.352 thresh-
old, spanning domains such as sports (5), cooking
(4), games (2), politics (1), global affairs (1), and
technology (1). We observe long fixation streaks
(up to 24 consecutive days) and gradual disengage-
ment patterns (e.g., cooking-focused users declin-
ing from ~ 0.91 to ~ 0.6). Overall, fixation dura-
tions ranged from 7 to 24 consecutive days in the
30-day window.
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Metrics T Accuracy Precision Recall F1

Diversity 0.309+0.069 0.830+0.144 0.816+0.282 0.650+0.288 0.667+0.223
Dominance 0.053+0.016 0.830+0.156 0.797+0.288 0.672+0.289 0.679+0.233
Recurrence  0.654+0.038 0.700+0.139 0.506+£0.371 0.428+0.279 0.407+0.228
Div.+Dom. 0.182+0.043 0.830+0.144 0.816+0.282 0.650+0.288 0.667+0.223
Div.4+Rec.  0.499+0.002 0.857+0.094 0.850+0.248 0.589+0.258 0.667+0.219
Dom.+Rec. 0.348+0.007 0.860+0.089 0.781+£0.321 0.589+0.324 0.638+0.281
All 0.352+0.007 0.857+0.094 0.850+0.248 0.589+0.258 0.667+0.219

Table 2: Cross-validated results on the 30-user gold set (mean-+std).

5.4 Case Studies

In this section, we first visualized the changes in the
fixation scores of three users over time, as shown in
Figure 5. It can be observed that user #1 had a rela-
tively low fixation score before July 17, 2024, indi-
cating that the user was exposed to a diverse range
of video topics during that period. This suggests
that the recommendation platform had not yet ac-
curately identified the user’s preferences, reflecting
an exploratory phase of interest. As time passed,
the user’s fixation score increased slightly. This
implies that the platform may have begun push-
ing more targeted content based on the user’s click
and dwell behaviors. On July 21, 2024, user #1’s
fixation score showed a sharp increase, accompa-
nied by a significant drop in diversity and a rise
in dominance. This trend suggests a decrease in
the diversity of content the user was exposed to
and an increase in the concentration of dominant
topics, pointing to more focused recommendation
results and a clear convergence of user preferences.
Subsequently, the fixation score remained at a rel-
atively high level, indicating that the user’s con-
tent consumption behavior had become strongly
fixated. This may suggest that the user had en-
tered the cognitive-behavioral fixation state, i.e.,
being repeatedly exposed to homogeneous content,
potentially limiting their cognitive scope and the
diversity of perspectives they encounter.

Then, we analyze the second-level topics in user
#1’s viewing history. The most frequently occur-
ring categories were Class 14, 123, 0, 48, and 246,
corresponding to topics such as Culinary Delights
and Recipes, Culinary Exploration, Celebrities and
Public Figures, Cinematic Marvel, and Culinary
Diversity, respectively. The word cloud in Fig-
ure 6a further illustrates user #1’s video content
preferences, with prominent keywords such as Culi-

nary, Delights, Biden, and Recipes. These high-
frequency topics indicate that the user’s video con-
sumption was primarily concentrated in the areas
of cooking and politics, showing a clear focus in
their interests. This aligns with the trend observed
in fixation scores and reinforces the idea that the
user’s cognitive interest narrowed over time.

User #2 followed a similar pattern, with the fix-
ation score rising over time alongside decreasing
diversity and increasing dominance. This indicates
a shift toward more repetitive and focused con-
tent consumption, suggesting emerging cognitive-
behavioral fixation.

In contrast, User #3 exhibited a different pattern,
with fixation scores remaining relatively stable over
time and no significant shifts in diversity or dom-
inance. The associated word cloud also reveals a
broad range of topics without a clear focus, sug-
gesting more varied content consumption and an
absence of strong cognitive-behavioral fixation.

6 Conclusion

In this work, we present a novel framework for
computationally assessing cognitive-behavioral fix-
ation by analyzing users’ multimodal engagement
on social media. Our approach integrates an adap-
tive topic extraction process, a hierarchical rep-
resentation of user interests via multi-level topic
phrases, and an interpretable fixation quantifica-
tion module based on diversity, dominance, and
recurrence. Experiments on existing benchmarks
and a newly constructed multimodal dataset demon-
strate the effectiveness of our method, establishing
a foundation for large-scale, automated analysis of
fixation behaviors. Future directions include broad-
ening modality inclusion, refining temporal gran-
ularity, and incorporating causal inference tech-
niques to deepen understanding of fixation’s for-
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Figure 5: The trends of fixation metrics of users in XUB
dataset.

mation mechanisms and societal impacts in digital
ecosystems.

Limitations

While our proposed framework provides an adap-
tive, hierarchical, and interpretable approach to
evaluating cognitive-behavioral fixation in multi-
modal social media environments, several limita-
tions remain.

Limited Modalities. Although we incorporate
both textual and visual modalities, our analysis
does not currently include audio or interaction-
based features (e.g., click sequences, comments,
dwell time), which may provide additional behav-
ioral signals relevant to fixation.
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Figure 6: The word cloud of users in XUB dataset.

Model Dependency. Our topic extraction de-
pends on the performance and bias of the
MiniCPM-V vision-language model and Sentence-
BERT. Limitations in these models, such as cultural
bias or reduced performance in underrepresented
domains, may influence the accuracy and general-
izability of the extracted topics.

Composite-weight selection. Our unified fixa-
tion score (Eq. 6) currently uses equal weights
for diversity, dominance, and recurrence. While
neutral and interpretable, different applications
may warrant data-driven or stakeholder-informed
weights; learning or calibrating them against behav-
ioral outcomes or human judgments is a valuable
direction.
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Absence of demographics and external gener-
alization. XUB is anonymized and lacks demo-
graphic attributes (e.g., age, gender), limiting de-
mographic correlation analyses. Moreover, we are
not aware of public datasets with timestamped mul-
timodal browsing logs suitable for external vali-
dation; future work will explore collaborations to
evaluate generalization across populations and plat-
forms.

Unmodeled cues and visual noise. We focus on
cognitive—behavioral signals and do not incorporate
affective polarity, semantic drift, or engagement en-
tropy. These cues may enrich interpretation and
will be explored. In addition, visual content can in-
troduce semantic noise that slightly degrades coher-
ence; visual-feature denoising or saliency filtering
is a promising extension.

Ethical Considerations

In conducting this research, we have adhered to
ethical standards and have taken steps to ensure
that no new ethical concerns were introduced.

Data Usage. We have fully adhered to the data
usage policies of all data sources. Privacy and
confidentiality are paramount, and any data used
in our study has been anonymized to prevent the
identification of individual users.

Code and Transparency. The source code for
baseline models used in our study are either open-
sourced or licensed for academic purposes. We
are committed to transparency in our research, en-
suring that all results and methodologies are thor-
oughly documented and accessible for replication
and scrutiny by the research community.

PII Anonymization in OQur Dataset. For our
newly collected XUB dataset, we have ensured that
all personally identifiable information (PII), includ-
ing usernames, profile images, and timestamps that
could lead to re-identification, have been removed
or anonymized. The dataset only retains behavioral
features necessary for fixation analysis and cannot
be traced back to individual users. The users are
all volunteer students in our lab, no profit is made
from the data, and all users have given their consent
for their data to be used in this research.
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A Implementation Details
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K (clusters) Intra| Inter ! Inter/Intra
100 1.1981  0.6049 0.505
200 1.1703  0.6542 0.559
300 1.1514  0.6869 0.597
400 1.1381  0.7082 0.622

Table 3: Sweep over the number of clusters K for
second-level topics on XUB.

second-level topic clusters (K) by balancing gran-
ularity and interpretability. A larger K yields more
specific themes but risks fragmenting semantically
close topics; a smaller K merges distinct themes
and obscures nuance. We performed a quantitative
sweep over K € {100,200, 300,400} on XUB
using three standard clustering quality indicators
computed in the SentenceBERT embedding space:
(i) average intra-cluster distance (lower is better),
(i1) average inter-cluster distance (higher is better),
and (iii) their ratio (higher indicates better separa-
tion). As shown in Table 3, all indicators improved
monotonically with larger K, but the marginal gain
diminished beyond K=300. We therefore adopt
K =300 as a practical compromise between fidelity
and interpretability for all main experiments.

Topic coherence is evaluated using standard met-
rics provided by the Gensim library, including
NPMI and UMass scores. Topic diversity is mea-
sured as the proportion of distinct topic phrases
relative to the total number of topic assignments.

Fixation metrics are computed over sliding time
windows of 7 days unless otherwise specified, cap-
turing short-term behavioral trends in user engage-
ment. We set azﬁzvz% to assign equal contri-
bution to diversity, dominance, and recurrence in
the absence of validated ground-truth weighting
schemes; this neutral setting avoids privileging any
single dimension and keeps the composite index
interpretable.

All experiments are conducted using PyTorch
and Hugging Face Transformers on a machine
equipped with an NVIDIA A100 GPU (80GB).
The minimal hardware requirement for running
the code is two NVIDIA RTX 3090 GPUs (24GB
each).

B Topic Clustering Performance

We perform clustering on the first-level labels of
the multimodal data, and the visualization results
are shown in Figure 7. Each point in the figure
represents a multimodal sample consisting of a doc-
ument and a video, with different colors indicating

ogﬁ izﬁi..v .

Figure 7: Top 60 clustering results of first-level topics.

different clustering categories, totaling 60 classes.
Overall, the clustering results are promising, as
clear cluster structures are formed, suggesting that
the model effectively distinguishes different topics
at the semantic level. Some clusters are compact
and well-separated, indicating strong internal con-
sistency, while others are more dispersed, reflecting
greater diversity within those topics. In the central
area, overlapping colors suggest that some samples
may involve multiple topics or that there are se-
mantic correlations between certain topics, making
them harder to separate in the reduced-dimensional
space. In terms of specific clusters, isolated clus-
ters located in the bottom right and bottom left
corners indicate topics that are significantly differ-
ent from the rest. The varying sizes of clusters also
reflect the imbalance in topic distribution, where
larger clusters correspond to mainstream topics,
and smaller ones may represent more niche or spe-
cific content.

C Human Annotation Protocol

This appendix documents the data collection and
human annotation protocol in sufficient detail to
enable replication. It describes sampling and prepa-
ration of materials, annotator recruitment and train-
ing, instructions and decision rules, quality control,
privacy safeguards, and output specifications. No
experimental results are reported here.

C.1 Data Sampling and Preparation

We sampled 30 anonymized users from XUB for
human labeling. For each user we prepared an
annotation packet containing:

* Interaction timeline: a chronological list of
viewed items with timestamps, each mapped
to second-level topic clusters.
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* Daily topic shares: stacked bars showing per-
day distribution over topic clusters (top 10
displayed; tail aggregated).

* Word cloud: top keywords aggregated from
first-level topics belonging to the dominant
clusters.

All packets were stripped of personally identifiable
information (PII): usernames, profile photos, raw
post texts, media, and exact timestamps were re-
moved or coarsened (day-level) prior to handoff to
annotators.

C.2 Annotator Recruitment and Training

We recruited three trained annotators with prior ex-
perience in content analysis. Before formal label-
ing, annotators completed a calibration round on
five held-out users, followed by a 30-minute group
discussion to align interpretations of the guidelines.
Disagreements were documented to refine the in-
structions below.

C.3 Task Definition

Annotators assign a user-level label based on the
30-day packet:

* Fixated: the user exhibits sustained, repetitive
engagement concentrated in a narrow topical
domain.

* Not fixated: the user maintains broad or shift-
ing interests without persistent, narrow focus.

Annotators should rely on the packet visualizations
rather than any external information. Labels reflect
the entire 30-day window, not isolated days.

C.4 Decision Rules and Cues

Annotators apply the following operational cues.
None is sufficient alone; decisions should weigh
them holistically.

Topical concentration (Dominance). One or
two clusters consistently occupy a large share
across many days; the head cluster remains
dominant with limited rotation.

Topical breadth (Diversity). Low variety in ac-
tive clusters; repeated recurrence of the same
few clusters; new clusters rarely appear or
vanish quickly.

Temporal persistence (Recurrence). Regular re-
visit rhythms to the same cluster (e.g., long
streaks with short inter-visit gaps), indicat-
ing routine engagement rather than sporadic
bursts.

C.5 Annotation Interface and Materials

Annotators worked in a browser-based interface
displaying the packet panes (timeline, daily shares,
word cloud) and a single-choice control for the
user-level label. A free-text rationale field (1-3
sentences) was required to summarize the decisive
cues (e.g., “dominant cooking cluster with 18-day
streak”). Average time per user was approximately
5 minutes during the formal round.
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