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Abstract

Cross-modal retrieval is essential for interpret-
ing cultural heritage data, but its effectiveness
is often limited by incomplete or inconsistent
textual descriptions, caused by historical data
loss and the high cost of expert annotation.
While large language models (LLMs) offer
a promising solution by enriching textual de-
scriptions, their outputs frequently suffer from
hallucinations or miss visually grounded de-
tails. To address these challenges, we pro-
pose C3, a data augmentation framework that
enhances cross-modal retrieval performance
by improving the completeness and consis-
tency of LLM-generated descriptions. C? in-
troduces a completeness evaluation module to
assess semantic coverage using both visual
cues and language-model outputs. Further-
more, to mitigate factual inconsistencies, we
formulate a Markov Decision Process to su-
pervise Chain-of-Thought reasoning, guiding
consistency evaluation through adaptive query
control. Experiments on the cultural heritage
datasets CulTi and TimeTravel, as well as on
general benchmarks MSCOCO and Flickr30K,
demonstrate that C? achieves state-of-the-art
performance in both fine-tuned and zero-shot
settings. The code of this paper is available at
https://github.com/JianZhang24/C-3.

1 Introduction

Cultural heritage reflects the historical, artistic, and
social dimensions of human civilization across re-
gions and periods (Nilson and Thorell, 2018). As
traditional cultural heritage often comprises ab-
stract images or patterns, textual descriptions are
crucial for connecting visual data to meaningful
cultural interpretations. In this paper, we focus
on cross-modal retrieval tasks that enable effective
matching and interpretation of cultural heritage
data. This capability is fundamental for real-world
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Figure 1: Illustration of our C® with the general re-
trieval methods and the LLM-based caption augmenta-
tion methods.

applications such as digital preservation and inter-
active museum systems.

Cross-modal retrieval, which aims to retrieve
relevant samples in one modality given a query
from another, has been extensively studied on gen-
eral datasets such as MSCOCO (Lin et al., 2014)
and Flickr30K (Young et al., 2014). Recent ad-
vances have achieved significant improvements by
enhancing representation learning and designing
fine-grained matching strategies (Radford et al.,
2021; Huang et al., 2024; Yang et al., 2024b). Nev-
ertheless, cross-modal retrieval performance can
degrade significantly when textual descriptions lack
accuracy, completeness, or sufficient detail (Ma
et al., 2025; Wang et al., 2025a; Sogi et al., 2024).
This issue is even more pronounced in the cultural
heritage domain, where historical data loss leads
to incomplete records, and producing reliable an-
notations often requires interdisciplinary expertise.
The resulting sparsity and inconsistency in textual
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descriptions substantially hinder the effectiveness
of multimodal retrieval in this context.

In recent years, the rapid development of large
language models (LLMs) (Guo et al., 2025; Hurst
et al., 2024; Yang et al., 2024a) has led to signif-
icant advancements in enhancing textual descrip-
tions (Wan et al., 2024; Wu et al., 2024c; Hu et al.,
2024). Inspired by these advances, we explore
LLM-based text augmentation methods to address
the limited completeness and fidelity of textual de-
scription, thereby improving cross-modal retrieval
performance. To achieve this goal, two key chal-
lenges arise: (1) how to ensure that the augmented
textual annotations comprehensively capture the
relevant image content; (2) how to ensure the fac-
tual accuracy of generated descriptions by address-
ing hallucinations introduced by LLMs.

In this paper, we propose C°, a LLM-driven
data augmentation framework designed to enhance
Cross-modal retrieval in cultural heritage domains
by improving the Completeness and Consistency
of textual descriptions. As shown in Fig. 1(a), gen-
eral retrieval methods rely on feature alignment
between the image and the original caption. LLM-
augmented approaches (Fig. 1(b)) instead enhance
the original caption, but often overlook whether
each generated detail is grounded in visual evi-
dence, leading to hallucinated or incomplete de-
scriptions. To address this limitation, C® enhances
supervision by augmenting descriptions and explic-
itly validating their completeness and factual cor-
rectness to reduce hallucination, thereby improving
retrieval performance.

For completeness, C* introduces a bidirectional
coverage attention evaluation approach that ensures
both visual and textual information are mutually
verified, establishing a cross-check mechanism to
capture all relevant attributes. We further imple-
ment a coverage-based scoring method to measure
how well the generated captions reflect key seman-
tic content. This design enables our model to check
that all relevant visual and textual information is
captured and aligned. To improve consistency, we
propose a Chain-of-Thought prompting strategy
and supervise it using a Markov decision process.
This supervision guides each CoT reasoning step
and mitigates hallucinations by ensuring that gen-
erated textual description is grounded in visual evi-
dence. Together, these innovations jointly enable
C? to generate enhanced captions that are both se-
mantically comprehensive and factually reliable,
leading to improved cross-modal retrieval perfor-

mance.
In summary, our contribution has four folds:

« We propose C3, a large language model-
driven data augmentation framework for cross-
modal retrieval that validates generated de-
scriptions for completeness and factual consis-
tency. Rather than modifying retrieval model
architectures, C® improves performance by
enhancing the quality and reliability of textual
supervision, enabling robust retrieval under
incomplete text description.

* We introduce a novel completeness evalua-
tion module via bidirectional coverage atten-
tion evaluation that integrates attention mech-
anisms with large language models, enabling
comprehensive cross-verification between vi-
sual and textual modalities.

* We design a Chain-of-Thought prompting
strategy supervised by a Markov decision pro-
cess, effectively reducing hallucinations and
improving the consistency of augmented tex-
tual description.

» Extensive experiments show that our method
achieves state-of-the-art results on cultural
heritage datasets CulTi and TimeTravel, as
well as on general benchmarks MSCOCO and
Flickr30K under both fine-tuning and zero-
shot settings.

2 Related Work
2.1 Cross-Modal Retrieval

Existing cross-modal retrieval methods are typi-
cally divided into global and local alignment ap-
proaches. Global alignment methods such as
CLIP (Radford et al., 2021) and ALIGN (Jia et al.,
2021) employ contrastive learning to align image-
text pairs at the representation level. Chinese-
CLIP (Yang et al., 2022) extends these approaches
specifically to Chinese datasets, addressing linguis-
tic and cultural specificities. In comparison, lo-
cal alignment methods focus on fine-grained as-
sociations between image regions and correspond-
ing textual elements. For example, LexVLA (Li
et al., 2024b) improves interpretability and reduces
false matches by introducing an overuse penalty
mechanism. Similarly, GOAL (Choi et al., 2025)
leverages the segmentation model to achieve more
accurate local alignment. Recent studies (Chen
et al., 2023; Liu et al., 2024; Pan et al., 2023; Wu

19420



et al., 2024a) have shown that incomplete or under-
specified textual descriptions pose challenges for
cross-modal retrieval. This issue is further exacer-
bated in cultural heritage domain, which typically
lack detailed and accurate descriptions. In this
paper, we explore the caption augmentation for
improving cross-modal retrieval performance.

2.2 Large Language Models-based Data
Augmentation

Recent advances in LLMs have enhanced data
augmentation by enabling the generation of high-
quality textual descriptions, which helps address an-
notation scarcity and improves generalization (Wu
et al., 2024d; Fan et al., 2023). PhiloGPT (Zhang
et al., 2024b) and DAR (Song et al., 2024) demon-
strate the use of LLM-based data augmentation
in specific domains to address annotation scarcity.
However, LLMs often exhibit “hallucination”, pro-
ducing content that appears plausible but lacks a
factual basis (Huang et al., 2025), leading to inac-
curate or incomplete descriptions. To address this
issue, Alizadeh et al. (2023) propose a reference-
based comparison with human annotations to quan-
tify output quality and filter unreliable samples.
DoAug (Wang et al., 2025b) addresses hallucina-
tion by fine-tuning models on high-quality, vali-
dated datasets. While such methods have demon-
strated effectiveness in reducing hallucination, they
often incur high labor costs and risk overfitting. In
this paper, we aim to improve both the complete-
ness and consistency of LLM-augmented textual
descriptions, while avoiding costly human supervi-
sion and retaining scalability across domains.

3 Motivation

Recent advances in LLM-based data augmentation
have motivated us to explore their potential for
improving cross-modal retrieval in the cultural her-
itage domain. In this section, we first investigate
the necessity of evaluating the completeness of
augmented captions through LLM in Section 3.1,
and then discuss the role of Markov decision in
enhancing the consistency of CoT-based caption
augmentation in Section 3.2.

3.1 Completeness Evaluation for
LLM-Augmented Descriptions

In cultural heritage retrieval, LLMs offer a promis-
ing solution to incomplete or partially informative
descriptions by enriching them with additional se-
mantic content for improved cross-modal align-

ment. However, the effectiveness of augmenta-
tion relies on generating descriptions that com-
prehensively capture all relevant visual attributes.
One intuitive strategy is to use VLLMs to extract
such attributes and assess whether they are suf-
ficiently reflected in the text (Wang et al., 2023;
Wu et al., 2024b). Although VLLMs are capa-
ble of generating semantically rich descriptions,
their reliance on language priors often leads to in-
complete coverage of visually grounded attributes.
Conversely, attention-based methods offer more
grounded supervision but often fail to capture rare
or fine-grained visual elements, leading to incom-
plete coverage.

To address these limitations, we draw inspiration
from coverage-based attention mechanisms devel-
oped for text summarization (See et al., 2017; Tu
et al., 2016), which explicitly track how thoroughly
source content is represented during generation.
Building on this idea, we propose a completeness
evaluation framework that combines VLLM-driven
attribute extraction with bidirectional coverage at-
tention evaluation. As discussed in Section 4.2,
this design enables more accurate assessment of
LLM-augmented descriptions and leads to better
alignment between visual content and textual rep-
resentations in cross-modal retrieval.

3.2 Consistency Enhancement for CoT-Based
LLM Descriptions

Chain-of-Thought (CoT) prompting provides a
structured way for LLMs to generate semantically
rich and coherent captions, especially in contexts
requiring contextual understanding. However, this
step-by-step reasoning format can also expose a
key limitation of LLMs: the frequent introduction
of hallucinated or inaccurate content. Such hallu-
cinations typically occur when generating contex-
tually rich and culturally specific captions, leading
to incorrect or nonexistent symbolic attributes be-
ing described. For example, a caption may incor-
rectly describe symbolic details not actually present
in the image, severely impacting retrieval accu-
racy. Addressing these factual consistency issues
is therefore critical to improving the accuracy of
CoT-based caption augmentation.

To mitigate this issue, we aim to introduce a
mechanism that can maintain logical consistency
and factual alignment throughout the reasoning pro-
cess. Existing approaches (Shum et al., 2023; Li
et al., 2024a) often treat each generation step inde-
pendently, which leads to semantic drift and factual
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errors over time. To address this, we explore the
use of Markov Decision Processes (MDPs), which
are effective for modeling sequential dependencies.
By aligning CoT’s step-by-step reasoning with the
structure of MDPs, we guide the generation process
more coherently and reduce hallucinations, which
in turn improves factual consistency and enhances
retrieval performance.

4 Methods

We propose the C2 framework, which leverages
large language models to generate complete and
consistent textual descriptions, thereby enhancing
cross-modal retrieval performance. The overall
workflow is shown in Fig. 2.

4.1 Completeness Evaluation

Given an image—text pair (75, I;), the proposed
C? first extracts attribute-level features from both
modalities. It then evaluates their cross-modal cor-
respondence and measures coverage completeness
to ensure semantic alignment.

4.1.1 Attribute Extraction

For each modality x € I;,T;, we utilize a pre-
trained multimodal large language model F' to ex-
tract a set of semantic attributes:

A, = F(x) =af,a3,...,a; (1)

» Yngo

where a7 denotes the j-th attribute extracted from
modality x, and n, is the total number of attributes
identified in . We then merge both attribute sets
into an integrated attribute pool:

Ai = Ax:h ) Az:Ti- (2)

A; provides a concise basis for subsequent com-
pleteness evaluation.

4.1.2 Bidirectional Coverage Attention
Evaluation

To quantitatively evaluate the completeness of at-
tribute coverage relative to image regions, we pro-
pose a bidirectional coverage attention evaluation.
Unlike existing approaches that consider coverage
from only one modality, our method simultane-
ously evaluates both visual-to-textual and textual-
to-visual coverage. First, visual embeddings V7,
for image I; are computed using a pretrained vision
encoder Fyis to obtain semantic embeddings:

Vi

i

= FviS(Ii) € RNXdUa (3)

where N is the number of spatial regions in the
visual feature map and d,, is the visual embedding
dimension.

Next, attribute embeddings F(A;) for A; are
generated via a pretrained textual encoder Fipc:

E(A;) = Fune(A;) € RM*dt, “)
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where M represents the number of attributes and
dy denotes the dimension of textual embeddings.
To jointly evaluate how comprehensively the vi-
sual attributes cover each spatial region and how
thoroughly each attribute is grounded in visual evi-
dence, we apply the visual regions in the image as
queries while attribute embeddings as keys/values:

Vi, W (%nwf‘f) e RV*M
5)

where W@ € Rdv*dk and WX e R4 *dk gre learn-
able projections.

Ay_a = softmax(

Then, we apply attributes as queries while the
visual tokens as keys/values:

/ N T
_ E(A)W (vi,wE') MxN
Aa%v = softmax( NG ceR (Z) 5

where W' WK’ ¢ R%*d are another sets of
learnable projections.

We calculate the maximum attention along the
attended dimension yields two coverage vectors:

region L
Cj = 1§Hrlna§XM[AV*>a]j’m’ J=1...,N,
(N
tr —
szr_lgz-ag)%v[Aa%v}mJ’ m=1,...,M. (8)

Unified Completeness Score. We compute the
mean coverage of image regions, Cregion, and the
mean coverage of attributes, Cyr, defined respec-
tively as:

1 O e 1 &
_ . region _ attr
Cregion = N E Cj s Cattr = M g Cm .
j=1 m=1

(©))
These two averages are then combined using the
harmonic mean to ensure that high completeness
scores require balanced coverage in both directions.
The harmonic mean specifically penalizes cases
where either visual-region or attribute coverage is
weak, thereby enforcing a robust evaluation.

2 Eregion Cattr c [07 1]. (10)

Scomplete = Z —
Cregion T Cattr

The unified completeness score Scomplete NOt only
quantifies alignment quality but also guides deci-
sions in subsequent consistency evaluation, dynam-
ically modulating evaluation thoroughness based
on coverage reliability.

4.2 Consistency Evaluation
4.2.1 CoT-based Data Augmentation

To enhance the consistency of cultural-heritage
captions while reducing hallucinations, we pro-
pose a structured chain-of-thought (CoT) based
data augmentation framework. Specifically, we em-
ploy a CoT strategy with four stages, denoted as
{C1, Cy, C3, Cy4}, to expand cultural-heritage cap-
tions while guarding against hallucination. In C3,
we use carefully designed prompts corresponding
to each phase as shown in Fig. 2. By progress-
ing from C; to C4, our approach incrementally
enhances the clarity, factuality, and consistency of
the generated captions in a step-wise manner.

Caption rewriting C; Convert historical or sym-
bolic expressions in the original textual descrip-
tions into clear language to improve readability.

Relation Understanding C, Identify spatial and
action-level relationships between attributes based
on visual evidence, ensuring that semantic connec-
tions are grounded in the image.

Cultural semantic reasoning C3 Construct a
reasoning chain for each attribute and convert it
into a factual clause, constraining the output format
and length without introducing external knowledge.

Sentence planning C;, Apply a template to en-
sure the accuracy of the augmented descriptions.

4.2.2 Markov Decision-based Consistency
Evaluation

To ensure consistency of the captions generated at
each CoT augmentation stage, we frame the entire
evaluation sequence as a Markov Decision Process
(MDP) that supervises which questions are asked,
when, and how strictly they are evaluated. This
formulation offers two key advantages. First, tradi-
tional VQA-only filters apply a fixed list of queries
regardless of sample difficulty. This design often
leads to hallucinations when low-confidence an-
swers are chained together. By embedding query
issuance in an MDP with query cost, our framework
minimizes the hallucination risk. Second, the CoT
stages follow a set order: later steps build on the
earlier ones. The MDP’s state explicitly tracks the
current stage, ensuring that large-language models
ask questions that respect this temporal dependency
instead of prematurely probing later facts.

At each evaluation step ¢, the VLLM receives
the caption generated by the CoT process. The

19423



corresponding state in the MDP process is defined
as s; = (i, f), where i, € {1,2,3,4} indicates
the current CoT stage under evaluation, and f; €
{0,1} is set to 1 if any question receives a negative
(“No”) response, signaling regeneration. The MDP
is initialized with 47 = 1 and f; = 0.

The module selects one of three actions at each
state. For every stage C;, we design a series of
binary verification questions for each generation
stage and integrate these queries as ASK actions
within the MDP to govern the evaluation flow. The
ASK action poses the next verification question. If
the answer is positive, the VLLM proceeds to the
next stage with f; = 0 remaining unchanged. If
the answer is negative, it sets f;11 = 1, trigger-
ing regeneration. The ACCEPT action finalizes
and retains the caption; it is allowed only when all
stages (C; — C}y) have passed verification with
iy = 4 and f; = 0. The REJECT action prompts
the model to regenerate the caption and restart the
questioning process when a negative answer is re-
ceived, indicated by f; = 1.

The reward function balances evaluation thor-
oughness against query expense. Specifically, the
ASK cost is defined as Cost(s;) = 1 — Scompletes
where Scomplete € [0, 1] measures current com-
pleteness. A binary reward is assigned only
when all evaluation steps are successfully passed
(ACCEPT after all stages); otherwise, any failed
step triggers regeneration (REJECT) and results
in zero reward. This MDP formulation explicitly
manages the evaluation sequence, encouraging pre-
cise yet efficient question allocation. By dynami-
cally adjusting evaluation thoroughness according
to caption alignment quality, it effectively reduces
hallucinations and ensures accurate caption genera-
tion. We denote the augmented text as 7} Y, while
the final retrieval target is denoted as (7Y, I;).

4.3 Contrastive Learning for Cross-modal
Retrieval

Based on the augmented textual descriptions from
previous stages, we fine-tune a Chinese-CLIP
model to enhance bidirectional image-text retrieval
performance. Specifically, for each pair (7,9, I;),
the textual element 7, is passed through pre-
trained text encoder to obtain its feature embed-
ding viT, whereas the visual element [; is processed
via a pretrained vision encoder to derive its fea-
ture embedding v. The resulting feature vectors
v;f and vi] are projected into a shared multimodal
embedding space. S(v!,v!) denotes the cosine

similarity score between the text and image embed-
dings. To better capture the bidirectional nature of
image—text associations, a dual-objective formula-
tion is adopted. For the image-to-text retrieval task,
the training objective is formulated as:

1 ilog exp(S(vf, v])/7)

(1D
where Z is the total number of image-text pairs, 7y
is a learnable temperature parameter, and ¢ # k.
Similarly, the loss for the text-to-image retrieval
task, Lo;, is defined in a structurally symmetric
form by interchanging the image and text represen-
tations. The overall training loss is formulated as
L = (Liat+ Li2;)/2. By minimizing the combined
contrastive loss L, the model aligns image and text
embeddings in the joint multi-modal space.

5 Experiment

5.1 Experimental Settings

Implementation Details. We employed ViT-
H/14 (Dosovitskiy et al., 2020) as the visual back-
bone and utilized RoOBERTa-wwm-large (Liu et al.,
2019) as the textual backbone to construct the
Chinese-CLIP (Yang et al., 2022) and CLIP (Rad-
ford et al., 2021) models. The experimental tri-
als were executed utilizing a single NVIDIA RTX
A6000 GPU, endowed with 48 gigabytes of mem-
ory. The fine-tuning process was implemented
with a batch size of 32, a learning rate set to Se-
5, and trained for 3 epochs. We utilize Janus-Pro
7B (Chen et al., 2025) for attribute extraction and
caption generation, and Qwen-2.5VL (Bai et al.,
2025) for consistency evaluation. For the inference
time, C? takes 2.9 s per caption, while Janus-Pro
with the default prompt template takes 2.2 s per
caption.

Datasets and Evaluation Metrics. We per-
form experiments on two publicly cross-modal
retrieval datasets, MSCOCO (Lin et al., 2014)
and Flickr30K (Young et al., 2014), as well as
on a domain-specific cultural dataset CulTi (Yuan
et al., 2025), and a historical artifact dataset Time-
Travel (Ghaboura et al., 2025). MSCOCO com-
prises 123,287 images, each paired with five En-
glish captions, of which 113,287 are used for train-
ing, 5,000 for validation, and 5,000 for testing. The
Flickr30K dataset contains 31,783 images with
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Table 1: Performance of C® on MSCOCO and Flickr30K datasets in zero-shot setting. Best results are in bold.

MSCOCO

Flickr30K

Methods Image-to-Text Text-to-Image Image-to-Text Text-to-Image

R@l1 R@5 R@10|R@1

R@5 R@10|R@1 R@5 R@10|R@]1 R@5 R@10

SCAN (Lee et al., 2018) 504 822 90.0 | 38.6
ViSTA (Cheng et al., 2022) 68.9 90.1 954 |52.6
COTS (Lu et al., 2022) 69.0 904 949 |524
LightningDoT (Sun et al., 2021) | 64.6 87.6 93.5 | 50.3
LexLIP (Luo et al., 2023) 70.2 90.7 952 | 532
CLIP (Radford et al., 2021) 51.8 768 843 |32.7
Long-CLIP (Zhang et al., 2024a) | 62.8 85.1 91.2 | 46.3

69.3 804 | 674 903 958 |48.6 777 852
79.6 87.6 | 89.5 984 99.6 | 758 942 969
79.0 869 |90.6 98.7 99.7 |76.5 939 96.6
787 875 | 865 975 989 |72.6 93.1 96.1
79.1 86.7 | 914 99.2 99.7 | 784 946 971
577 682 | 4411 682 77.0 |247 451 546
70.8 79.8 | 534 775 853 |412 641 726

C?® (Ours) | 86.7 97.5 989 | 85.8

97.4 99.1 | 845 97.0 99.0 | 729 920 96.1

five English descriptions each, and we allocate
29,783 images for training and 1,000 each for val-
idation and testing. Since our method augments
captions based on the original captions, we use a
one-to-one image-text pairing for retrieval. CulTi
includes 5,726 Chinese image text pairs spanning
two categories, silk artifacts and Dunhuang murals,
with 4,008 pairs for training, 573 for validation,
and 1,145 for testing. TimeTravel contains 10,250
expert-verified image—text pairs from 266 cultural
groups across 10 regions, designed for historical
artifact analysis and cultural context understanding.
We split the dataset into 7,175 samples for training,
1,025 for validation, and 2,050 for testing. Re-
trieval performance is evaluated using Recall@ K
(R@K), with K € {1,5,10}.

5.2 Main Results

Zero-shot Retrieval. As shown in Tab. 1. C3
achieves competitive retrieval performance in zero-
shot setting for MSCOCO (Lin et al., 2014) and
Flickr30K (Young et al., 2014), with accuracy
exceeding 99%. As text description is less pro-
nounced in these datasets, augmentation brings lim-
ited improvement. However, C? significantly im-
proves the original CLIP baseline (Radford et al.,
2021) in both public datasets. On the more chal-
lenging CulTi dataset, C® outperforms LACLIP
(Yuan et al., 2025) by 18.2% at R@1 in the zero-
shot setting as shown in Tab. 2. On the Time-
Travel dataset, C* also surpasses direct prompt-
ing by an average of 2.8% at R@1 across both
retrieval directions, confirming its effectiveness on
historical artifact retrieval. By validating both vi-
sual attributes and their semantic grounding, C3
enhances description quality and enables superior
cross-modal alignment and generalization, even
without domain-specific fine-tuning. The short-
fall on Flickr30K is mainly due to the CLIP-based
backbone. Its pre-training is less effective for fine-

grained phrase grounding required by Flickr30K.

Table 2: Retrieval performance on CulTi and Time-
Travel test sets. For the direct prompt, we use the default
prompt template provided by Janus-Pro.

Image-to-Text Text-to-Image

Methods
R@]1 R@5 R@10|R@1 R@5 R@I0

CulTi (zero-shot)
LACLIP (Yuan etal., 2025) | 7.6 229 31.1 | 11.0 25.1 362
Direct Prompt 206 436 542 | 254 483 60.1

C2 (Ours) 258 513 619 | 264 555 65.7

CulTi (fine-tune)
LACLIP (Yuan et al., 2025) | 23.6 49.9 629 |28.1 56.6 66.2

Direct Prompt 546 804 89.3 | 53.7 80.3 88.1

C3 (Ours) 741 934 964 | 771 946 974
TimeTravel (zero-shot)

Original Caption 106 260 353 | 98 249 338

Direct Prompt 21.0 408 50.5 |17.5 353 450

C3 (Ours) 240 44.6 54.8 | 20.0 383 478
TimeTravel (fine-tune)

Original Caption 213 498 65.6 | 21.0 483 64.6

Direct Prompt 427 704 814 | 437 71.0 80.7

C*2 (Ours) 46.6 752 869 | 484 769 863

Cultural Heritage Domain Retrieval. As
shown in Tab. 2 and in Fig. 4 (a), the di-
rectly prompting-based method outperforms LA-
CLIP (Yuan et al., 2025) in CulTi. Our approach
further improves upon directly prompting by 19.5%
at R@1 for image-to-text retrieval in a fine-tuned
setting. On the TimeTravel dataset, C* also sur-
passes direct prompting by 4.3% at R@]1 in the
fine-tuned setting, highlighting its effectiveness on
historical artifact retrieval. These results demon-
strate the robustness of C on challenging cultural
data. By enabling attribute-level bidirectional eval-
uation, our method achieves fine-grained alignment
between visual details and textual attributes, effec-
tively addressing the incompleteness and ambigu-
ity common in cultural captions. Besides, Fig. 4
(b) shows that C* achieves similar retrieval per-
formance across different VLLM parameter sizes,
indicating that C* is not dependent on model scale.
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under both zero-shot and fine-tune conditions; (b) Com-
parisons of zero-shot retrieval performance between
different VLLMs in CulTi.

5.3 Ablation studies

5.3.1 Importance of Completeness Evaluation

We conduct an ablation study to demonstrate the
effectiveness of the completeness evaluation as
shown in Tab. 3 (b). To remove the completeness
evaluation, we no longer extract attributes from
augmentation, and each verification question is as-
signed an equal cost. Under these conditions, the
mean Recall (mR) and sum of Recalls (Rsum) de-
crease by 7.5% and 44.7% on CulTi. This ablation
highlights that completeness evaluation ensures
that all visual regions and attributes are accounted
for, thus significantly improving the representation
of image content in the captions. Moreover, this
step is particularly important in the cultural her-
itage domain, where visual attributes are diverse
and frequently subtle, requiring precise complete-
ness evaluation to support accurate retrieval.

Table 3: Ablation studies on three datasets.

. Flickr30k MSCOCO CulTi
No. | Model Variant ‘ mR  Rsum | mR Rsum ‘ mR  Rsum
(a) | C3 (Ours) 955 572.8 | 939 563.3 | 88.8 532.8
(b) | w/o Completeness Evaluation | 94.5 567.0 | 90.5 542.8 | 81.3 488.1
(c) | w/o CoT 94.6 567.6 | 889 5332 | 744 4465
(d) | w/o Consistency Evaluation 953 571.6 | 93.6 561.8 | 86.8 520.5

5.3.2 Importance of Consistency Evaluation

We further evaluate the necessity of consistency
evaluation. In this case, we remove the Chain-of-
Thought (CoT) and Markov decision-based VQA
evaluation. First, we directly generate captions us-
ing simple prompting as shown in Tab. 3 (c). In
this scenario, the mR and Rsum drop by 14.4% and
86.3%, respectively. We analyze that the model
cannot decompose and reason complex attribute in-
formation, resulting in a significant drop in retrieval
performance. Second, we apply CoT without con-
sistency evaluation in Tab. 3 (d). In this case,
mR and Rsum drop by 2.0% and 12.3%. Addi-
tionally, our consistency evaluation yields a dialog
reasoning accuracy of 93.2%, evidencing the reli-
ability of the evaluator in guiding caption refine-
ment. The lack of consistency evaluation increases
the risk of hallucinations, especially when deal-
ing with previously unseen cultural heritage con-
cepts. Therefore, consistency evaluation is crucial
in LLM-based data augmentation to prevent inac-
curacies and ensure caption reliability in diverse
cultural contexts.

5.4 Case Study

In this section, we illustrate the advantage of C*
through three case studies in Fig. 3. These case
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studies focus on two typical problems that occurred
during the caption augmentation processing, but
could be addressed by our C* framework. Specifi-
cally, in Fig. 3 (a), the original and LLM-generated
captions mention only the bottle and ruyi but omit
the flowers at the top. Our method adds descrip-
tions for these flowers so retrieval can account
for them. By covering every visual attribute, our
augmented captions form more complete queries.
Therefore, the retrieval model performs stronger
alignment across all described elements. In Fig. 3
(c), the rabbit’s action is unclear from the image
alone, but the original caption uses the word “look-
ing back”. This shows that the caption “running
rabbit” is inaccurate. C? is able to identify these
issues because the proposed consistency evaluation
leverages completeness evaluation to find objective
evidence from both the image and the text. Further-
more, our approach asks targeted questions at each
stage of the CoT process, narrowing the scope of
evaluation and enabling precise checking.

6 Conclusion

In this paper, we addressed the challenge of incom-
plete and unreliable textual annotations in cultural
heritage retrieval through C3, an LLM-driven data
augmentation framework. By introducing a novel
bidirectional validation approach and a coverage-
based measure mechanism, our model ensures com-
prehensive textual descriptions. Furthermore, the
integration of Chain-of-Thought prompting super-
vised by a Markov decision process effectively mit-
igates hallucination, significantly enhancing relia-
bility. Empirical results validate our method’s ef-
ficacy, achieving superior performance on cultural
heritage retrieval tasks and demonstrating robust
generalizability across benchmark datasets. Future
work will explore extending this approach to ad-
ditional modalities and further refining semantic
alignment strategies for broader applicability.

7 Limitations

Although our proposed method C® has demon-
strated promising performance on cultural heritage
datasets, it still exhibits minor inaccuracies in gen-
erated captions. Upon manual inspection, we found
occasional errors primarily arising from incomplete
visual information, such as damaged murals or poor
image quality, which can mislead the model’s as-
sessment of content completeness. Additionally,
the consistency evaluation requires multi-turn ver-

ification for difficult cultural images, and LLMs
may forget context over multiple rounds, some-
times causing incorrect captions to be mistakenly
accepted as correct. Future research will address
these limitations by incorporating robustness to
incomplete visual contexts and by investigating dy-
namic context optimization strategies for the evalu-
ation process.
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