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Abstract

In this paper, we introduce a combination of
novel and exciting tasks: the solution and gener-
ation of linguistic puzzles. We focus on puzzles
used in Linguistic Olympiads for high school
students. We first extend the existing bench-
mark for the task of solving linguistic puzzles.
We explore the use of Large Language Models
(LLMs), including recent state-of-the-art mod-
els such as OpenAl’s ol, for solving linguis-
tic puzzles, analyzing their performance across
various linguistic topics. We demonstrate that
LLMs outperform humans on most puzzles
types, except for those centered on writing
systems, and for the understudied languages.
We use the insights from puzzle-solving ex-
periments to direct the novel task of puzzle
generation. We believe that automating puzzle
generation, even for relatively simple puzzles,
holds promise for expanding interest in linguis-
tics and introducing the field to a broader audi-
ence. This finding highlights the importance of
linguistic puzzle generation as a research task:
such puzzles can not only promote linguistics
but also support the dissemination of knowl-
edge about rare and understudied languages.

1 Introduction

Large Language Models (LLMs) are used for both
technical and creative tasks. In this work, we
investigate LLMs’ ability to generate and solve
linguistic puzzles designed for high school-level
competitions, such as the International Linguistics
Olympiad (IOL)! and national contests. We argue
that studying linguistic puzzles informs our un-
derstanding of both the technical capabilities and
creative potential of LLMs.

Solving linguistic puzzles combines logical
thinking as well as a creative approach to problem-
solving. According to the IOL’s site: ‘The compe-
tition challenges participants to analyze the gram-
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mar, structure, culture, and history of different lan-
guages and to demonstrate their linguistic abilities
through puzzles and problem-solving challenges.”

The IOL and several national Linguistic
Olympiads make their puzzles publicly available
for future participants to practice. Prior work has
attempted to analyze the complexity of linguistic
puzzle-solving task (Radev et al., 2008; Bozhanov
and Derzhanski, 2013; Sahin et al., 2020).

The puzzle generation process is creative and ex-
citing but also tedious, often requiring the expertise
of highly skilled linguists to ensure validity. This
challenge is compounded by the lack of formal cri-
teria for evaluating the quality of linguistic puzzles.
In our project, we build on the work of (Gleason,
1955; Zaliznyak, 1963; Zhurinsky, 1993) to de-
velop formal criteria that can serve as a foundation
for automatic linguistic puzzle generation. While
linguistic puzzle generation is an exciting task in
its own right, advancing generation methods of-
fers practical benefits for educational outreach by
enabling the rapid creation of puzzles of varying
difficulty and thereby encouraging broader engage-
ment with linguistic studies.

Before proceeding to the puzzle generation pro-
cess, we describe existing the collections of linguis-
tic puzzles. In Section 3, we present the LINGOLY
benchmark (Bean et al., 2024), which consists of
puzzles created for the United Kingdom Linguistics
Olympiad (UKLO).? LINGOLY spans six linguistic
topics: phonology, morphology, syntax, semantics,
number systems, and compound problems. Ad-
ditionally, we introduce a supplementary set of
puzzles focusing on various writing systems.

To better understand the nature of linguistic puz-
zles, we examine the puzzle solving process. In
Section 4, we present results from applying LLMs
(with and without explicit reasoning capabilities) to
puzzles across a range of linguistic topics. Our eval-

Zhttps://www.uklo.org/
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uation shows that newer, reasoning-enabled LLMs
frequently outperform general-purpose LLMs. Fur-
thermore, both types of LLMs outperform human
solvers in most linguistic topics, with the notable
exception of puzzles focused on writing systems.
This finding enables a deeper investigation into the
reasoning capabilities and limitations of LLMs.

In Section 5, we describe our attempt to incor-
porate the principles from the theory of linguistic
puzzle design into LLM prompts for the purpose
of generating new puzzles. We incorporate the in-
sights from the puzzle solving experiment into the
puzzle generation task. We conduct a series of ex-
periments in which LLMs are tasked with the novel
challenge of linguistic puzzle generation. Creating
high-quality puzzles requires a blend of expertise,
scientific insight, and creativity. Evaluating the
quality of generated puzzles is a non-trivial task, as
only a small number of linguists have experience
in puzzle design. Since the generated puzzles are
intended for use in linguistic Olympiads, we rely
on input from linguistics Olympiad participants to
help develop the evaluation procedure.

2 Related Work

LLMs have demonstrated efficiency across a vari-
ety of tasks (Minaee et al., 2024). For text-related
tasks, such as understanding and analysis, genera-
tion and transformation, and conversational tasks,
LLMs often outperform traditional pre-trained lan-
guage models (Zhou et al., 2024). Pre-trained on
diverse text data, LLMs have proven successful
in solving problems such as SQL query genera-
tion (Pornphol and Chittayasothorn, 2024), soft-
ware testing (Bayrt and Demirel, 2023), and math-
ematical problem-solving (Matzakos et al., 2023).
Additionally, LLMs are effectively used for cre-
ative tasks, including short story writing (Yuan
et al., 2022) and text adjustment based on user
preferences (Ouyang et al., 2022).

OpenAl claims that their ol model that in-
cludes reasoning capabilities “ranks in the 89-th
percentile on competitive programming questions
(Codeforces), places among the top 500 students in
the US in a qualifier for the USA Math Olympiad
(AIME), and exceeds human PhD-level accuracy
on a benchmark of physics, biology, and chem-
istry problems (GPQA).”> However, when using
a different benchmark for Math Olympiad prob-

3https://openai.com/index/
learning-to-reason-with-11lms/

lems, namely 2025 USAMO* problems, Petrov at
el. (2025) claim that “current LLMs are inadequate
for rigorous mathematical reasoning tasks, high-
lighting the need for substantial improvements in
reasoning and proof generation capabilities.”

Giadikiaroglou et al. (2024) provide a survey for
puzzle solving approaches that use LLMs’ reason-
ing. According to this survey, while LLMs excel
at generating human-like text, they often struggle
with complex logical puzzles requiring advanced
inference and multi-step reasoning. Linguistics
puzzles are not analyzed within this survey.

LLMs are successfully used for question gen-
eration given a short story (Yao et al., 2022) or
given a query path in the knowledge graph con-
structed from the input text (Wang et al., 2020).
Both methodologies are evaluated using a gold
standard human-generated set of questions against
which the generated questions are compared.

In our work, we focus on linguistic puzzles
designed for Linguistic Olympiads (Radev et al.,
2008). Most of these puzzles fall into two types:
Rosetta Stone and Match-up. Rosetta Stone puz-
zles are typically bilingual and consist of sets of
corresponding words or phrases from different lan-
guages or writing systems, with most correspon-
dences explicitly provided. The Xhosa puzzle
(App. B, Fig. 1) is an example of a Rosetta Stone
puzzle. Sahin et al. (2020) apply various methods
to automatically solve Rosetta Stone-type linguistic
puzzles. Match-up puzzles feature sets of words or
phrases in multiple languages or writing systems
without given correspondences; participants must
infer the mappings themselves. The Waama puzzle
(App. B, Fig. 2) illustrates this type.

3 Linguistic Puzzles Collection

3.1 UKLO Puzzles in LINGOLY Dataset

For our initial experiments, we use a subset of
the UKLO linguistic puzzles® assembled into the
LINGOLY benchmark (Bean et al., 2024). While
there are other linguistics puzzles datasets (Sahin
et al., 2020; Chi et al., 2024), and many national
linguistic competition post their puzzles and so-
lutions online, the UKLO organizers, in addition
to the puzzles and their solutions, list several at-
tributes describing their puzzles. These attributes

4https://artofproblemsolving.com/wiki/index.
php/United_States_of_America_Mathematical_
Olympiad
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include: puzzle difficulty, linguistic topic (writ-
ing system, morphology, etc.), question format
(Rosetta Stone, Match-up, etc.), language family,
and other attributes. Bean et al. (2024) describe the
application of LLMs to solving the puzzles from
the LINGOLY benchmark and show that LLMs out-
perform humans on several types of linguistic puz-
zles, however they also notice: “in absence of mem-
orisation, true multi-step out-of-domain reasoning
remains a challenge for current language models.”

Currently, UKLO lists 220 puzzles for the com-
petitions held between 2010 and 2024. LINGOLY
contains 90 out of these 220 puzzles. Each puzzle
contains “a preamble, which gives general back-
ground on the language in question; a context,
which provides required background to solve the
puzzle, such as example translations; and ques-
tions, which are sometimes further divided into
subquestions.” Most UKLO puzzles contain sev-
eral questions. App. B, Fig. 3 contains the prob-
lem 2024 UKLO puzzle regarding the Warlpiri lan-
guage. This puzzle contains two questions, each
of which has subquestions (problems). LINGOLY
contains 1,133 problems for 90 UKLO puzzles.

LINGOLY contains UKLO puzzles of five diffi-
culty levels (from easiest to most difficult): Break-
through (Br), Foundation (Fn), Intermediate (Int),
Advanced (Adv), and Round_2 (R2). The six lin-
guistic topics covered in LINGOLY are: Phonology
(Ph), Semantics (Se), Morphology (Mo), Numbers
(Nu), Compounding (Co), and Syntax (Sy).® Also,
each UKLO puzzle has information about the corre-
sponding score (percent) that indicates the average
participants’ scores on the problem. “A high score
of 90% indicates that, on average, students scored
90% on that particular question”.” If a puzzle is
cross-listed for different difficulty levels, a separate
score is provided for each of the difficulty levels.
The percentage scores are normalized as different
puzzles have different maximum scores. Puzzle
questions can consist of several parts. For example,
the 2024 Warlpiri puzzle (App. B, Fig. 3) consists
of two questions with a combined possible score of
5 points. The 2021 Waama puzzle (App. B, Fig. 2)
contains one question with a maximum possible
score of 10 points. The answers provided by UKLO
contain the point distributions for the solutions. We
use these point distributions to evaluate the ability
of OpenATI’s ol to solve puzzles.

®In the charts and tables presented in this paper, we use
the listed abbreviations when referring to difficulty and topic.
"https://www.uklo.org/technical-information

Ph | Se | Mo | Nu | Co | Sy
Br | 7 | 1 7 1 0] 3
Fn | 10| 4 | 16 | 1 0 |11
Int | 6 | 4 | 15 1 1 8
Adv| 9 | 4 | 18 | 4 2 |7
R2 | 8|6 | 13| 2 2 |13

Table 1: Distribution of the LINGOLY puzzles across
six linguistic topics and five difficulty dimensions. The
linguistic topics are: Phonology (Ph), Semantics (Se),
Morphology (Mo), Numbers (Nu), Compounding (Co),
and Syntax (Sy). The difficulty dimensions are: Break-
through (Br), Foundation (Fn), Intermediate (Int), Ad-
vanced (Adv), and Round_2 (R2).

Table 1 contains the distribution of the LINGOLY
puzzles across two dimensions: linguistic topic and
difficulty. Table 1 contains the number of puzzles,
rather than the combined number of questions for
all the puzzles. According to this table, the dataset
contains no Compounding puzzles at the Break-
through or Foundation levels. Several puzzles are
used for two groups of participants, and thus, have
two levels of difficulty, each of which has a sepa-
rate average score assigned to them. Also, several
puzzles cover more than one linguistic topic. For
example, the Warlpiri puzzle (App. B, Fig. 3) has
two difficulty scores (its Breakthrough score is 41%
and its Foundation score is 45%); and it covers two
linguistic topics: morphology and phonology. Such
puzzles are counted several times in Table 1: once
for each difficulty level/linguistic topic.

3.2 UKLO Writing Systems Puzzles

In this work, in addition to the LINGOLY puzzles,
we use the UKLO puzzles that focus on deciphering
writing systems. The UKLO website lists 41 such
puzzles, five of which combine writing systems
with another linguistic topic. Among the 36 puz-
zles that focus solely on writing systems, five lack
participants’ performance data. Therefore, in this
project, we use the remaining 31 puzzles, which
exclusively focus on writing systems and include
participant performance scores for evaluation.
The UKLO puzzles that deal with writing sys-
tems contain a variety of inscriptions, symbols, or
images as questions (App. B, Figs. 5, 6). These puz-
zles cannot be parsed into a text format that is used
in LINGOLY. Thus, we split these puzzles into 2
PDF files: one — for the puzzle preamble, context,
and the questions associated with this puzzle, and
the other one — with the answer key, solution, grad-
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ing instructions, and the answers explanation. Each
page of the first PDF file (puzzle preamble, context,
and questions) is converted into image files. These
image files are submitted to LLMs.

4 Using LLMs to Solve Linguistic Puzzles

4.1 Experiments on the LINGOLY dataset

Bean et al. (2024) use 11 state-of-the-art general-
purpose LLMs to solve LINGOLY puzzles. These
LLMs are: Llama 3 8B and 70B (Dubey et al.,
2024), Mixtral 8x7B (Jiang et al., 2024), Aya 23
35B (Aryabumi et al., 2024), Gemma 7B (Team
et al., 2024b), Llama 2 70B (Touvron et al., 2023),
GPT-40 (Hurst et al., 2024), GPT-4 (Achiam et al.,
2023), GPT-3.5 (Brown et al., 2020), Claude
Opus (Anthropic, 2024), Gemini 1.5 Pro (Team
et al., 2024a), and Command R+ (Cohere, 2024).

For our experiments, we use OpenAlI’s 01.8 We
aim to investigate if the reasoning capabilities of
OpenAl’s ol enhance the puzzle solving perfor-
mance. We evaluate the performance of OpenAl’s
ol ability to solve linguistic puzzles by using the
actual scoring instructions listed on the UKLO puz-
zle sheets. We use the LINGOLY benchmark to
compare the ability of OpenAl’s ol (LLM with rea-
soning) to solve linguistic puzzles and compare our
results with the results for other LLMs.

The UKLO website reports one performance
score per puzzle, without splitting this score per
question. Bean et al. (2024) report one average
score across all the questions for all the puzzles of a
particular topic/difficulty level pair. When running
OpenAl’s ol we use the exact match evaluation
metric and average OpenAl’s ol scores computed
for a particular topic/difficulty level pair. The exact
match metric counts only the exact answers corre-
sponding to the exhaustive UKLO answer. Based
on the results reported by Bean et al. (2024), the
model that produces the best exact match results is
Claude Opus.

As per Table 1, LINGOLY does not contain Be-
ginner and Foundation puzzles for the Compound-
ing topic. In several cases, LLMs do not pro-
duce any results. Often, these are the cases when
there is only one puzzle of a particular linguistic
topic/difficulty level pair (see the Numbers topic for
Beginner, Foundation, and Intermediate difficulty).

Table 2 contains the results for human partici-
pants based on the scores provided by the UKLO

8https://cdn.openai.com/
ol-system-card-20241205.pdf

website (H), the best exact match results by Claude
Opus (C); and the exact match results that we get by
running OpenAI’s ol LLM with the reasoning ca-
pability (O). Like in Table 1, we analyze the distri-
bution of the LINGOLY questions across six linguis-
tic topics and five difficulty dimensions. The lin-
guistic topics are: Phonology (Ph), Semantics (Se),
Morphology (Mo), Numbers (Nu), Compounding
(Co), and Syntax (Sy). The difficulty dimensions
are: Breakthrough (Br), Foundation (Fn), Interme-
diate (Int), Advanced (Adv), and Round_2 (R2).
All the presented scores are average scores com-
puted for topic/difficulty level pairs across the puz-
zles used in LINGOLY. Following the LINGOLY
notation, the average numbers are integers. We
round all the numbers (average human performance
and average OpenAlI’s ol performance) down to
integers using the floor function. Table 2 compares
the performance of OpenAl’s ol with the previ-
ously reported results for Claude Opus. We ob-
serve improvements in several categories, though
performance remains mixed across different topics
and difficulty levels.

4.2 Performance Analysis for OpenAI’s o1
LINGOLY Puzzles

Out of the 19 puzzles for which OpenAl’s ol pro-
vides 100% correct solution, only 3 puzzles are
of Advanced difficulty level and 1 puzzle is from
Round 2, which is the most difficult level. The
rest of the correctly solved puzzles are from lower
difficulty levels. The languages on which the rea-
soning model does well are primarily those that are
well-known and have vast resources, e.g. Italian,
Japanese, Turkish, Finnish, etc. We believe that
perfect scores are achieved based on the LLMs’
access to vast corpora for these languages. Thus,
the question arises if LLMs (both with and with-
out reasoning) solve linguistic puzzles, or merely
provide translations based on their knowledge of
the language used in the puzzle without even at-
tempting to solve the puzzles based on the context
provided on the puzzle sheet.

According to our observation, LLMs (including
OpenAl’s 01) do not perform well on the puzzles
that require deep puzzle context understanding. For
example, for the Maonan puzzle (App. B, Fig. 7)
OpenAl’s ol gets 0%. The puzzle’s context con-
tains clues about the use of different words for
male/female. Using this information is necessary
for solving the puzzle. Thus, we conclude: Ope-
nAI’s ol cannot fully use its reasoning capabilities
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Ph Se Mo Nu Co Sy
H C OOH C OH C O0H C O H C O|H C O
Br |50 74 88|69 - 91|44 92 89 |78 92 100 | * * * 146 - 98
Fn |54 80 82 |46 77 81|47 46 71|41 - 100| * * * 153 81 81
Int |57 45 69 |37 44 57 |54 45 67|22 - 0 (47 - 100|61 55 176
Adv | 45 58 68|31 26 53|48 50 67 |18 8 26 |32 42 65 |42 59 66
R2 |37 25 31|33 42 58|44 25 49|16 16 50 |16 24 2 |47 30 51

Table 2: Average Scores by Linguistic Topic and Difficulty Level on the LINGOLY Benchmark.
H - The average human performance reported on the UKLO website; C - The best exact match scores of the Claude
Opus model reported by Bean et al. (2024); O - The exact match score for the OpenAl ol.

“*¢ corresponds to 0 in Table 1: there are no LINGOLY puzzles of this type.

133

-¢ corresponds to the cases where LLM

does not produce a result for the linguistic puzzle of the corresponding linguistic topic/difficulty level.
The linguistics topic and difficulty abbreviations are the same as in Table 1.

within unfamiliar settings. Also, LLMs perform
badly on the puzzles based on the poor-resourced
languages: Wik-Mungkan (App. B, Fig. 4) is spo-
ken by 1,650 speakers; Ngkolmpu (App. B, Fig. 8)
is spoken by about a hundred people.

Four UKLO puzzles are generated for Con-
structed Language: Afrihili, Blazon, Esperanto,
Centauri and Arcturan. Centuri and Arcutan are
generated specifically for a UKLO puzzle; Es-
peranto and Afrihili are well-documented attempts
to create Pan-European and Pan-African languages
with regular grammar. Out of these four puzzles,
only the Afrihili puzzle is used in the LINGOLY
corpus. This puzzle is a Rosetta Stone puzzle
dealing with Morphology and Semantics used for
Round 2 in 2019; human performance is 89%,
Claude’s and OpenAl’s ol performances are 31%
and 48% respectively. Afrihili does not have a lot
of texts written in it and is not well-studied. Thus,
it can be treated as a poor-resourced language.

For the Match-Up puzzles, where OpenAI’s ol
fails to come up with an answer, the output is of-
ten organized in perfect alphabetical (or numeric)
order. During the evaluation, we assign 0 to such
ordered answers produced by OpenAl’s ol, even if
some answers are accidentally matched correctly.
This situation occurs in five puzzles. The diffi-
culty levels for these puzzles are: two puzzles of
Round 2 (App. B, Figs. 4, 7); two puzzles of the
Advanced (App. B, Figs. 8, 9); and one puzzles of
Foundation/Intermediate level (App. B, Figs. 10).

4.3 Experiments on the Linguistic Puzzles
Dealing with Writing Systems

As stated in Section 3.2, in our work, we use an
additional linguistic topic that is not covered in the
LINGOLY benchmark: Writing Systems. Puzzles

# of Puzzles H 40 ol
Br 8 47.5 | 485 | 55.9
Fn 12 513|494 | 55.4
Int 13 45.8 | 40.7 | 42.3
Adv 12 27.6 | 216 | 229
R2 5 45.2 | 15.6 | 245

Table 3: Comparison of Scores for the Writing Sys-
tem Puzzles by Difficulty Level. H - The average
human performance reported on the UKLO website; 40
- The exact match score for the GPT-40 on the Writ-
ing System puzzles; ol - The exact match score for the
OpenAlT’s ol on the Writing System puzzles.

The difficulty abbreviations are the same as in Table 1.

on Writing Systems explore language representa-
tion through written symbols or scripts and exam-
ine how languages are visually encoded and how
writing conventions function.

To solve 31 UKLO puzzles that are centered
solely around writing systems we use OpenAl’s
ol and one of the models without reasoning, GPT-
40. GPT-40 is among the 11 LLMs used by Bean
et al. (2024) and is the second-best performing
model losing only to Claude Opus. We do not use
the best-performing Claude Opus due to its output
token length limit, which occasionally results in the
LLM not solving all the questions in the puzzle.

Table 3 contains information about the num-
ber of UKLO Writing System puzzles split by the
difficulty score; the average percentage scores by
participants, GPT-40, and OpenAlI’s ol. On aver-
age, OpenAl’s ol outperforms GPT-40. Out of 31
writing systems puzzles, OpenAl’s ol outperforms
GPT-40 in 9 cases, while GPT-40 outperforms Ope-
nATI’s ol in 4 cases. Moreover, humans outperform
both LLMs on difficult puzzles.
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4.4 Performance Analysis for GPT-40 and
OpenAT’s o1 on the UKLO Writing
System Puzzles

For the hardest problems (three highest difficulty
levels) people do outperform LLMs.

When analyzing the solutions provided by both
GPT-40 and OpenAI’s ol, we confirm our hypoth-
esis from the previous section: whenever possible,
LLMs rely on their knowledge of the language
rather than make inferences based on the puzzle
context. For example, one of the 2015 puzzles in-
volves the Georgian alphabet (App. B, Fig. 6). In
this puzzle, participants must match location names
written in Georgian with their English equivalents.
To do it participants should match Georgian letters
with their Latin (English) counterparts. GPT-4o cor-
rectly performs this matching and, for the Georgian
word 02790039 | produces the expected answer:
Sakartvelo. In contrast, OpenAl’s ol outputs Geor-
gia. While Georgia is technically correct—since
Sakartvelo is the Georgian name for the country of
Georgia®—it is not the answer that can be deduced
from the puzzle context, nor the one intended by
the puzzle’s authors. Given that GPT-40 produced
the expected answer, we hypothesize that OpenAl’s
ol initially arrived at Sakartvelo but then leveraged
its knowledge of Georgian and converted it to Geor-
gia. Notably, both models answered the remaining
questions in this puzzle correctly. Thus, when solv-
ing linguistic puzzles, OpenAl’s ol does not rely
solely on the puzzle context but rather incorporates
its broader knowledge of the language.

To test the hypothesis that whenever possible
LLMs rely on their knowledge of the language run
an additional experiment: we create a new puzzle
for the Greek alphabet following the 2015 Geor-
gian alphabet puzzle structure. This Greek puzzle
(App B, Tbl. 6) has a Rosetta Stone-style context
where Greek locations, written in all capital letters,
are listed with their translations. The task is to
translate the Greek word EAAAAA. We use capi-
tal letters for Greek words in this puzzle to avoid us-
ing the notation for stress that is mandatory for the
Greek words written in small letters. The answer
provided by OpenAlT’s ol is the following: * Elldda
(the modern Greek word for Greece).” While in
contrast to the Georgian example, the LLM pro-
duces the correct answer, the presence of the ex-
planation that Elldda can be used for the name of

9https ://en.wikipedia.org/wiki/Georgia_
(country)

the country instead of Greece clearly demonstrates
that answer is obtained given the knowledge of the
Greek language rather than purely deduced from
the puzzle context. Moreover, the provided answer
contains the information about the stressed syllable,
however, the puzzle context does not contain any
examples of stress for either of the languages.

5 Linguistic Puzzles Generation

In this section, we discuss the task of linguistic
puzzle generation using LL.Ms. To the best of our
knowledge, this is the first attempt to automatically
generate Olympiad-level linguistic puzzles.

Generating interesting puzzles for linguistic
competitions is a challenging task. Linguistic puz-
zles used in linguistic competitions typically re-
quire multi-step reasoning over the limited data
presented in the puzzle. Moreover, the puzzle state-
ment should contain all the information necessary
for puzzle solving. This requirement for linguistic
puzzles goes beyond deep understanding of a hu-
man language as the puzzle generation task implies
that reasoning is needed to solve the output puzzle.

In this work, we demonstrate that current state-
of-the-art LLMs can generate puzzles that are not
necessarily on the Olympiad-level, but can be used
for smaller, preliminary competitions, or for pro-
viding an easy starting point for those who see such
linguistic puzzles for the first time.

The generation puzzles generation procedure
described in this section draws insights from the
puzzle-solving experiment described in Section 4.
Specifically, the generated puzzles are designed
to challenge students’ genuine reasoning and pat-
tern detection, minimizing reliance on external lan-
guage knowledge.

Before proceeding to the experiment where we
apply LLMs to linguistic puzzle generation, we
first describe the theory behind what constitutes a
good linguistic puzzle. While puzzle generation
is undoubtedly a creative task, formal rules should
be applied to assess the generated puzzle. In this
work, we focus solely on evaluating whether the
generated linguistic puzzles are valid or not. We
do not assess their creativity.

5.1 Theory of Linguistic Puzzles

Since 1965, annual competitions for high school
students focused on solving linguistic puzzles have
been held in Moscow. The first collections of self-
contained linguistic puzzles are described in (Glea-
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son, 1955; Zaliznyak, 1963). One key feature of
these puzzles is that no external knowledge is re-
quired to solve them.

Alfred Zhurinsky is one of the founders of lin-
guistic competitions. According to Zhurinsky
(1993), when considering what makes a good lin-
guistic puzzle, linguists should refer to research on
Gestalt Psychology. Based on this research, the
important characteristics of linguistics puzzles are:

— accessible solution;

— self-contained nature of the puzzle statement;

— the puzzle should be meaningful according to
the solver’s life experience;

— there should be multiple ways to approach the
puzzle solution where only one of those approaches
leads to the correct solution.

Zhurinsky was among the first to not only define
the characteristics of a linguistic puzzle suitable for
competition but also to describe three criteria for
eliminating linguistic puzzles that are not valid:
(1) the puzzle is formulated in a way that it contains
parasitic solutions: logically plausible solutions
that are incorrect given the language for which the
puzzle is created;

(2) the description of the linguistic phenomenon
discovered as part of the puzzle solution contains
inconsistencies or lacks clarity;

(3) the puzzle solution cannot be described by the
material available in the puzzle context.

The linguistic puzzles that can be invalidated
based on the three criteria above should be avoided
by the authors who create linguistic puzzles. Those
puzzles that are used in the International and Na-
tional Linguistics competitions are valid puzzles.

5.2 Linguistic Puzzles Generation

Puzzle generation is a creative task. However, we
focus on testing whether LLMs can generate valid
puzzles. Evaluating the creativity of the generated
puzzles is beyond the scope of this work.

For puzzle generation, we use puzzles from LIN-
GOLY, the Gestalt Psychology puzzle principles,
and Zhurinsky’s criteria for invalid puzzles. Ac-
cording to Table 1, LINGOLY contains the most
questions for the morphology topic. Therefore,
we focus on generating morphology puzzles. As
training examples, we use four UKLO morphology
puzzles from Rosetta Stone and Breakthrough-level
categories that are part of LINGOLY. The generated
puzzles should include not only questions but also
their corresponding answers and explanations. To
achieve this, we extend the LINGOLY puzzle sheets,

which contain a preamble, context, and questions,
by adding solutions and solution explanations.

We use GPT-40 and OpenAl’s o1 LLMs to gen-
erate new morphology puzzles along with their
solutions. The input generation process mirrors the
one we used to evaluate the Writing System puz-
zles: we convert the UKLO puzzle files into images.
In this experiment, in addition to the puzzle pream-
ble, context, and questions, we also use the puzzle
solutions and their corresponding explanations.

LLMs are tasked with generating the complete
linguistic puzzle: preamble, context, questions, so-
lutions, and explanations. We use two LLMs: GPT-
40 and OpenAl’s ol; and three settings:

Zero Shot: the prompt consists of Gestalt psychol-
ogy principles and Zhurinsky’s criteria, and tasks
the LLM with creating similar puzzles;

One Shot: the prompt consists of Gestalt psychol-
ogy principles, Zhurinsky’s criteria, and one LIN-
GOLY morphology puzzle to demonstrate the puz-
zle structure the LLLM should generate. LLM’s task
is to generate similar puzzles;

Few Shot: the prompt consists of Gestalt psychol-
ogy principles, Zhurinsky’s criteria, and four LIN-
GOLY morphology puzzles as examples. LLM’s
task is to generate similar puzzles.

For all settings, the puzzles are written in En-
glish. Three languages that are the focus of the
generated puzzles are Greek, Gujarati, and Span-
ish. The choice of languages is driven by the goal
of testing the generation procedures across a di-
verse set of languages. Two LLMs, GPT-40 and
OpenAl’s ol are used for the puzzle generation.

In total, we generate 18 puzzles (see Ap-
pendix C). All these 18 puzzles follow the standard
format: preamble (a short fact sheet about the lan-
guage), context (Rosetta Stone examples used to de-
duce answers to the questions), questions, answers,
and explanations. However, the puzzles generated
using the Zero Shot setting, without an example
puzzle, do not include the preamble and therefore
lack a brief description of the puzzle language.

For the One Shot setting, the example puzzle is
the Lithuanian puzzle from UKLO 2018 (App. B,
Figs. 11 and 12). The structure of this puzzle’s
context is a conversation among friends. Thus,
all puzzles generated for the One Shot setting are
conversation among several friends. One generated
puzzle (OpenAl’s ol Few Shot Gujarati) contains
a mistake: incorrect handling of Gujarati negation,
and thus, is not a valid puzzle.
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5.3 Analysis of the Generated Puzzles

The task of linguistic puzzle generation is novel,
and no standard evaluation procedure currently ex-
ists to assess the validity and quality of the gener-
ated puzzles. To design our evaluation framework,
we relied on the expertise of three accomplished
Linguistic Olympiad participants. Each expert was
given five puzzles: two truncated UKLO puzzles
(Q1.1, Swedish; App. B, Fig. 13, and Q2.1, Kabyle;
App. B, Fig. 14) and three automatically generated
puzzles (GPT-40 / One-shot / Gujarati; OpenAl’s
01 / One-shot / Greek; GPT-40 / Few-shot / Span-
ish). Of these five puzzles, only the Gujarati puzzle
was written in non-Latin characters. The gener-
ated Greek puzzle submitted for evaluation was
transliterated into Latin characters.

We asked our evaluators to attempt solving these
five Rosetta Stone—type puzzles using a fill-in-the-
blank (FITB) format. In addition, we asked our
evaluators to indicate their confidence in the cor-
rectness of their solutions, estimate the difficulty
level of each puzzle, and describe the features that
made a puzzle easier or harder to solve. Evaluators
were also asked to report their level of familiarity
with the puzzle language. To ensure consistency,
we requested that they spend no more than 15 min-
utes on each puzzle.

All evaluators solved the Swedish and Kabyle
puzzles correctly. All evaluators have only cursory
knowledge about the Swedish language structure
and no knowledge of Kabyle. The Kabyle problem
is labeled as beginner level by all evaluators, while
Swedish is labeled as beginner-level by two, and
intermediate-level by one evaluator.

All evaluators solved the GPT-40 / Few-
shot / Spanish puzzle correctly. All evaluators
specified that they had a working knowledge of
Spanish, and marked the puzzle as beginner level.

All evaluators attempted to solve the OpenAlI’s
ol / One-shot / Greek puzzle. None of the eval-
uators had a prior knowledge of Greek, and thus,
were not confident in the correctness of the solution.
The evaluators labeled the puzzle as intermediate
or advanced.

Two evaluators who attempted the GPT-40 / One-
shot / Gujarati puzzle, one of these evaluators
provided correct solutions, while the other one
provided incorrect solutions. Both evaluators ex-
pressed uncertainty and labeled the puzzle as ad-
vanced due to their lack of Gujarati knowledge.
The third evaluator did not attempt it, citing con-

Language | Avg. FITB (%) | Feedback (x)
Greek 6.6 0.500
Gujarati 50 0.736
Kabyle 100 0.505
Spanish 100 0.638
Swedish 100 0.149

Table 4: Inter-Annotator Agreement statistics Aver-
age accuracy of puzzle-specific FITB questions, and
Agreement of feedback questions across the five puz-
zles.

fusion over the inconsistent number of dialogue
participants and whether this was significant.

According to our evaluators, the puzzle written
in non-Latin scripts was perceived as more difficult
(Gujarati) than the one written in Latin characters,
even when the language itself normally uses a non-
Latin script (Greek). This finding aligns with our
observation that writing systems are the only lin-
guistic topic in which LLMs perform worse than
humans for the task of puzzle solving (Section 4).

Table 4 summarizes the inter-agreement among
the answers submitted by our three evaluators. For
the puzzle-specific fill-in-the-blanks questions, we
calculate the performance for each of the evaluators
and average the scores. For the Kabyle, Spanish
and Swedish puzzles all the answers for all the eval-
uators were correct. The low score for the Greek
puzzle is due to the fact that the puzzle could not be
solved without external knowledge, and only one
question by one evaluator was answered correctly.
In the Gujarati case, one of the evaluators pointed
out the confusion regarding if the number of the
dialog participants (speaker(s) and interlocutor(s))
was significant. Thus, no answers were submit-
ted by this evaluator. Out of the remaining two
evaluators, one evaluator answered all the ques-
tions correctly, while the other one answered all
the questions incorrectly.

For the five feedback questions, we measure the
agreement using Fleiss’s Kappa (Fleiss, 1971) co-
efficient (x).!° This metric is appropriate for cat-
egorical data as it accounts for the probability of
agreement occurring purely by chance, providing
a more robust measure of reliability than simple
percentage agreement.

Following the evaluators’ comments on the puz-
zle solving experience, we categorize the generated
puzzles into four groups: puzzles that ask for the

19Cohen’s Kappa is used for the Gujarati case as only two
evaluators submitted the answers.
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Issue | Model | Greek | Gujarati | Spanish
w B
s &
Y ol Lo | o | o
Sl P I S

Table 5: Categorization of issues in various settings
for GPT-40 and OpenAl ol in Gujarati, Spanish,
Greek. CR - Context Repetition, EK - External Knowl-
edge is Required, VP - Valid puzzle, IC - Incorrect
Context; 0 - Zero-shot, 1 - One-shot, f - Few-shot

repetition of context examples; puzzles that are
invalid as they cannot be solved using only the in-
formation from the preamble and context; valid
puzzles. Table 5 summarizes the distribution of the
18 generated puzzles across these four groups.

5.4 Context Repetition Puzzles

As shown in Table 5, all three GPT-40 One Shot
puzzles, and the Greek OpenAl’s ol Few Shot
puzzle do not require any analysis of the puzzle
context. Rather, their questions request the repe-
tition of the examples used in the puzzle context.
An example of such a puzzle is the Greek OpenAl
ol Few Shot puzzle presented in App.C. The ques-
tions generated for this puzzle ask the participant to
translate into Greek (in Roman script) the follow-
ing four English phrases: (1) The small woman; (2)
The small man; (3) The child; (4) The small child.
The solutions for all these questions are presented
verbatim in the puzzle context.

5.5 External Knowledge

All three Zero Shot GPT-40 and all three One Shot
OpenAlT’s ol puzzles (App.C) are invalid according
to the third criterion listed by Zhurinsky: solving
them requires external language knowledge. For
example, the GPT-40 Zero Shot Spanish puzzle
lists only Spanish adjectives. However, the ques-
tions ask for the translations of noun phrases, which
require knowledge of Spanish articles and nouns.
This situation is similar to the Greek puzzles ana-
lyzed by the evaluators (see Table 4).

5.6 Valid Puzzles

Several generated puzzle can be marked as easy.
However, this outcome is promising as it suggests

LLMs’ potential to generate valid puzzles. One
example of a generated valid puzzles is the Spanish
OpenAT’s ol Few Shot puzzle presented in App.C.
The question asks to translate four English sen-
tences into Spanish: (1) The boys are kind; (2) The
girl is tall; (3) The (female) teacher is tall; (4) The
girls are kind. The solution can be easily deduced
from the presented puzzle context.

One observation from Table 5 is that, in most set-
tings, the puzzles generated for all three languages
by a particular setting fall into the same group. One
possible conclusion is that, at present, LLMs gen-
erate puzzles in a language-independent manner.
However, for the task of linguistic puzzle genera-
tion, language independence is a disadvantage, as
the most interesting puzzles are those that capture
the unique peculiarities of different languages.

6 Conclusion

We analyze the performance of LLMs for solv-
ing and generating linguistic puzzles. For the
novel task of linguistic puzzle generation, LLMs
are not yet capable of producing Olympiad-level
puzzles. However, we demonstrate that under cer-
tain prompt settings, LL.Ms can generate valid, al-
beit relatively simple, puzzles. We consider this a
promising result for this novel, exciting task.

Our findings indicate that modern LLMs with
reasoning capabilities (e.g., OpenAl’s ol) outper-
form humans in solving puzzles related to phonol-
ogy, morphology, compounding, syntax, semantics,
and number systems irrespectively of the puzzles
difficulty levels. However, for puzzles focused
on deciphering writing systems, OpenAI’s ol sur-
passes humans only at the two lowest difficulty
levels, while humans outperform LLMs at the three
higher difficulty levels. This observation is con-
firmed during the puzzles evaluation process.
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7 Limitations

We identify four main limitations in the puzzle
generation procedure described in this paper and
believe these limitations are interdependent.

First, the number of puzzles in the LINGOLY
benchmark, on the ILO website, and on national
linguistic Olympiad websites is relatively small
for an LLM to reliably learn the rules of puzzle
generation. A larger dataset is needed to develop
a more robust puzzle-generation procedure. The
more effective this procedure becomes, the more
usable puzzles it can produce.

Second, in this project, we focus solely on gener-
ating beginner-level morphology puzzles. As noted
in Section 4, an LLM’s performance varies depend-
ing on the linguistic topic and difficulty level of
the puzzle it is solving. It is possible that puzzle
generation is similarly influenced by the linguistic
topic. Additionally, our experiments are limited to
generating puzzles for only three languages.

Third, in this work, we evaluate only the validity
of the generated puzzles, that is, whether they can
be solved using only the provided puzzle context.
While we note that the valid generated puzzles tend
to be easy, there is no formal evaluation method
to assess their difficulty or creativity. We see cre-
ativity assessment as a major bottleneck in the task
of linguistic puzzle generation. On the one hand,
evaluating creativity is inherently subjective.

Fourth, we believe that the creativity of valid lin-
guistic puzzles can best be judged by expert puzzle
creators. However, the number of such experts is
very limited.
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B Appendix A: Examples of the UKLO
Linguistic Puzzles

Xhosa puzzle: UKLO, 2024

Waama puzzle: UKLO, 2021

2024 - Round l%

Problem 4. Xhosa (10 marks)

pes: of South

Your name:

The UK Linguistics Olympiad 2021
Round 1

s their first lan-
s wostly in South
South Africa

Below are some sentenoes in Xhosa, along with their English translations,

Ndiyathanda. Hove.
Siyabathanda. we love them.
Sithanda isixhosa. We love Xhosa.
Uyathanda. You (sg) love.

Uthetha isiNgesi. You (sg) speak English.
Bayafunda? Do they leam?
Bayakubona. They see you (sa).
Niyasibona. You (pl) sec uz.
Ndiyabafundisa? Do ! teach them?
Bathetha isiRashiya. They speak Russian.
Nithetha isiNgesi? Do you {pl) speak English?
Niyandibona? Do you (pl) see me?
Ndifunda isiXhosa. Hearn Xhosa.
Basafundisa isizulu, They still teach Zulu,
Sikwathanda isiNdebele. e also love Ndebele.
Ndingasifundisa. Fean teach us.
kwandibona? Do you (sg) also see me?
sisanifundisa. wesrill teach you (pl).
singakufundisa. We can teach you (sg).

Ndisathetha isiXhosa.

1 still speak Xhosa.

Problem 3. Waama (10 marks)
Waama, alsa called Yoabu, is spoken by about 120,000 pecple in Benin, in
West Africa. It has its own writing system which uses the Roman alphabet.

The table below shows fifteen Waama sentences (1-15) and their English

translations [A-O) in a different order.

15

Q 4.1 Translate into English: Q 4.2 Tramsdate into ixiXhosa:

1. Bayanithanda? 6. You (pl) speak.

2 Bafundisa isijamani. 7. You (sq) teach them.
3. Ningabafundisa, 8. They also lewrn English,
1. Usandibona? 9. Can | see you (pl)?

5. Sikwafunda isiFrentshi. 10. 1 still learn,

11 You (zg) can se¢ them.

148 . 1900 thit foroed e o il
ved Bl i proverty with: few re

Figure 1: The Xhosa puzzle was used in UKLO in
2024. This puzzle has two difficulty scores: its score
for the Foundation participants is 58% and its score
for the Intermediate participants 81%; its linguistic
topic is morphologys; its type is Rosetta; its language
family is Atlantic—Congo, Bantu; its Author is Babette
Verhoeven.
https://www.uklo.org/wp-content/uploads/
2024/04/2024_R1_4-Xhosa.pdf

Waama English

1 | Cando kpento kpi, o f faa o suka. A | The tree fellin the forest.

2 | Tando dori. B | A carpassed by ealier.

3 | N pe saaki ti yate. C | 1went 10 my friend’s house.

4 | Bika kaasi kaska. D | The child fell.

5 | Soasada kaate. E | Marie lost the maney, but she found it.
6 | Suka kpi. F | itroined.

7 | Ba kaate tiibu band. G | My hen went to Yooto's house.

8 | Nyeentire n daaso, H | My wife swept our house.

9 | Bisu yokooti. 1 | The children had fun.

20| Tabw dori poga ok, [ ) :;Tfn'ijolhw died, and he inherited
11| Ntaka n daaso yate K | They gothered under the tree.

12 | Maari dikitifa pei, o A fa pisi. L | 1 hurt my friend.

13 | Suka miiki pampamma. M | The soldiers assembled.

14| Bika dori N | The car broke down

15 | N kaoka taka Yooto yete. 0 | The child sold the hen.
Q3. Write A-Q in the battom row below to show which English sentences translate the Waama
sentences 1-15,

Weama| 1|2 3|4 |5 |6|7 |8 |9 w|1 12|13 14|15
English |

Figure 2: The Waama puzzle was used in UKLO in
2021. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 42% and its score
for the Foundation participants 54%; its linguistic topic
is Syntax; its type is Match-up; its language family is
Atlantic—Congo, Gur; its Author is Aleka Blackwell.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_3-Waama.pdf
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Warlpiri puzzle: UKLO, 2024

Wik-Mungkan puzzle: UKLO, 2022

Problem 2. Warlpiri (5 marks)

Warlpiri i a language spoken by about 3.000 people in central
tralia. The Warlpiri people traditionally lived in the Tanami Dese
that same Many Warlpiri-speaking communities have bilingual
schools where children are taw

to read and write in both lag

of the Northern Territory, and most of them still live in communities in

in both Warlpiri and English. and learn

2024 — Round 1 %

Aus-

local

Here w 1o Warlpiri words with their
that sometimes two words have the same meani
different dialects of Warlpiri. The long vowels aa,

short vowels @, £, U and are tvice as long. ¥ is a consonant.

- these are used in
uu contrast with the

Note

on/ina man

on/ina woman
on/in a teenage bay

onfin a dog

on/ina cat

onin a Kingfisher
onfin a teenage girl
inaclearing

ona hand

at home

in the shade

onfin the creek

onfina church

onfinalog

there
somewhere here
here

on that there

wati watin,

L ngarrka ™" ngarrEl:]gk:

, mardukwa mardukujarla
karnta karntangka

3. yaparranji teenage bay yaparranjirla

N Jjarntu 4 Jjarntungka

* ‘maliki ° malikirla

5. minija at minijarla
ngaya ngayangka

6. luurnpa Kingfisher bird luurnparla

7. kamina  teenagegirl kaminarla

8. raa clearing raangka

9. rtaka hand rtakangka

10. ngurra home ngurrangka
ama a

U Teahumpa e -

12, wulpayi creck R

13, Jaait church —d_
piipa P
amalya {3

" dipka % jﬂt

Q 2.1 Fill in the gaps (a)-{z
Now look at the follewing Warlpiri words, with their English translations.

15, yali that yalirla

16, mirni like this mirnirla

17. nyampu this nyampurla

18. yalumpu  that there yalumpurla

19. yinya there yinyarla

over there

Q 2.2 For which of the word(s) above does your rule for Q2.1 apply?

Your name:

short supply and is considered valuable.

1. ek kuchek
2. kuchek thayan
3.ma’ ek

4. ma’ puk pi'an

5. ma’ puuy

6. ma’ thayan

7. min

8. ngak

9. ngak min

10. ngak way

11. ngangk

12. ngangk ek

13. ngangk min

14. ngangk thayan
15 ngangk way
16. puuy

17. puuy ek

18. thayan

19, wik thayan

2.1 Determine the corrext correspondences.

Problem 2. Wik-Mungkan (15 marks)
Wik-Mungkan (literally: “to swallow one's words™) is a Paman language spoken in Queensland,
Australia by areund 1,650 Wik-Mungkan people. During the dry season, fresh water is often in

UK
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A, alechal

B. brave

C. crab

D. crab shell
E. fingernail
F. fresh woter

6. good

H. hondeuffs

1. happy

1 heart

K. low

L. sad

M. shoulder biode

N. strong, firm

©. stubborn

P. thumb

Q top of spear

R trustworthy [with things)

5 woter

2.2. Translate into English: (a) kek, (b) puuy ngangk, (c] way.
2.3, Translate into Wik-Mungkan: (a) shell, (b) hand, (c) worried.

Figure 3: The Warlpiri puzzle was used in UKLO in
2024. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 41% and its score
for the Foundation participants 45%; its linguistic topic
is a combination of morphology and phonology; its
type is Pattern; its language family is Pama-Nyungan;

its Author is Mary Laughren.

https://www.uklo.org/wp-content/uploads/
2024/04/2024_R1_2-Warlpiri.pdf

Author is Ryan Chi.

Figure 4: The Wik-Mungkan puzzle was used in
Round 2 of UKLO in 2022. Its score for participants
is 28%; its linguistic topic is Compounding; its type is
Match-up; its language family is Pama-Nyungan; its

https://www.uklo.org/wp-content/uploads/

2022/05/2022_R2_2_Wik-Mungkan.pdf
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Georgian puzzle: UKLO, 2015

Wour name:

The UK Linguistics Olympiad 2021
Round 1

Ditema puzzle: UKLO, 2019

I UK
Problem 4. Ditema tsa Dincke (10 marks

The Ditemna tsa Dinoko writing system is a recent invention used o transcribe several Bantu
languages of southem Africa. The writing system was designed to reflect the southern African
mural art form knowm as Ditema or Litema, which is made up of decorative geometric patterns.

Below are some representations of words in the Sesotho language {spoken mainly in Lesotha) in
the Ditema tsa Dinoko script, along with their equivalents in Roman script and their English
meanings [which are not relevant to the problem).

JE»
Van [

lebitso (name)

>e\/ Y ngosna [hid)
> sosta mouse)
NAY pikitl (1o rut)
LDV o fuar)

QL. Convest the following Diterna t3a Dinoko words into Roman script

V> >
AT
APV

Figure 5: Ditema puzzle was used in UKLO in 2019.

This puzzle has two difficulty scores: its score for
the Foundation participants is 28%, its score for the
Intermediate participants is 51%; its linguistic topic is
writing system; its type is Rosetta; its language family
is Atlantic—Congo, Bantu; its author is Michael Salter.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_4-Ditema.pdf

Your name:

The UK Linguistics Olympiad 2015

Problem 2: Georgian places
Georgia is a country in Eastern Europe (not be confused with the American state of
Georgia). Its language is, of course, called Georgian, and is written in a special alphabet
which contains 33 characters, and doesn’t distinguish between small and capital letters.

Here are the names of some places in Georgia, written in the Georgian alphabet. Word 6 is the

Georgian name for Georgia (which, incidentally, doesn’t sound anything like our ‘Georgia’), but the
others are names of regions. Your clue to the alphabet is that the first five names are listed, in a

different order, here: Kutaisi - Gori - Rustavi- Sokhumi - Telavi

L | J9msobo
2 | Gobodsgo
3 | am60

* | ogago
5 |Lbmbwdo

6 |LagsGoggem

7 Samegrelo
8 Imereti

9 Kartli

10 Kakheti

Your job is to fill the gaps in the table. This is where you learn to write
Georgian — just like Georgian children!

Figure 6: The Georgian puzzle was used in UKLO in
2015. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 71%, its score for
the Foundation participants is 79%; its linguistic topic
is writing system; its type is Match-up; its language
family is Kartvelian; its Author is Daniel Rucki.
https://www.uklo.org/wp-content/uploads/
2022/05/2015_2.-Georgian.pdf
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Maonan puzzle: UKLO, 2024

Ngkolmpu puzzle: UKLO, 2021

2024 — Round 2%

Problem 5. Maonan (25 marks)

Maonan is a K spoken by around 75,000 peaple in the

border area of Guar of China. They refer to

themselves ns kjon*nam® Maonan peaple.

nizhon provine:

Below are some words and phrases in Maonan, written in a simplified
phonetic transeription, with their English translations given in a random [
arder

Note that pheasants aud mallards are species of wild birds, pietured be-
low. Male,/female chickens, pigs, and buffalo are referred to as roosters/hens,
boars/sows, and bulls/cows respectively. Molars are the largest teeth. found
at the back of the mouth. Tears here refer to the cle: relensed when erying. Water sprayers ave
tools for spraying water, for example onto plants. asi €, and 9 are vowels: p, g and 2 are
consonants. Raised numbers such as ! indicate the tone of the preceding syllable.

1. dai*na’ A badchicken
2. dat'na‘ B, bigpig
3. dat'tan® . buffalobull
1. dat"put’nam* 1. clothing
5. dogjup® E  delicious
6. dotkai*pamm® F.  toeat resolutely
7. do*mu’ni* G elephant
5. hiwgwis H food
9. kjoyrhiweda L good teeth
10, kjaykasi*nit J. grasshopper
11, na‘nok* K. jealous person
12, nam’nda’ L. redmallard
13, ni‘dzjam*® M. Maonan persan
14, ni‘gwitdak® N molar
15. ni‘mu® 0. pheasant
16 nok'kai> P hens
17, nak*2ep7lan® Q. sow
18, putpok* R, tospray resolutely
19, Taina:n® S tear
20, Tai'nda’lan® T.  water sprayer

pheasant mallard

Figure 7: The Maonan puzzle was used in Round 2
of UKLO in 2024. TIts score for participants is 5%;
its linguistic topic is a combination of Semantics and
Compounding; its type is Match-up; its language family
is Kra-Dai; its Author is Daniel Titmas.
https://www.uklo.org/wp-content/uploads/
2024/03/2024_R2_5-Maonan. pdf

The UK Linguistics Olympiad 2021 UK
Round 1

Problem A3. Ngkolmpu (20 marks)

Ngkolmpu is spoken by about a hundred people of New Guinea. This problem
focuses on the language's treatment of numbers by considering cube numbers
(the product of multiplying a number by itself three times; for example 2 =2 x
2x2=8). Here is a table of cubes, showing cubes for the integers 1-10:

216 343 512 729 1000

N ‘1 ‘z

3 4 5 6 7 8 9 10
N3 1 8 27 64 125

Q.A3.1. The table below gives the Ngkolmpu expressions for the cubes of all the integers from 1 to
10, but in a random order. In the empty righthand column of this table, write in figures the
corresponding N? number shown in the table of cubes.

eser tarumpao yuow ptae eser traowo eser

eser traowo yuow

naempr

naempr ptae eser traowo eser

naempr tarumpao yuow ptae yuow traowo naempr

naempr traowo yempoka

tarumpao

yempoka tarumpao yempoka ptae naempr traowo yempoka

yuow ptae yempoka traowo tampui

yuow tarumpao yempoka ptae naempr traowo yuow

Q.A3.2. Fill in the blanks in the following table of Ngkolmpu translations of our figures:

naempr traowo naempr

yempoka traowo naempr

yempoka ptae youw traowo naempr
naempr tarumpao naempr ptae tampui

25
100
774

Figure 8: The Ngkolmpu puzzle was used in UKLO
in 2021. Its difficulty level is Advanced. Its score
for participants is 35%; its linguistic topic is numeric
system; its type is Match-up; its language family is
Yam; its Author isSimi Hellsten.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_A3-Ngkolmpu.pdf
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Mazateco puzzle: UKLO, 2022

Maltese puzzle: UKLO, 2022

Your name:

UK
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Problem 10. You Know How To Whistle, Don’t You? (25 marks)
The Mazateco people of Oaxaca, Mexico, -
sometimes communicate over long
distances by whistling. But these whistles
are more than simply disconnected
signals: since Mazateco is a tonal
language?, its speakers can reproduce
spoken conversations by whistling the
successive tones of the words they wish to
use. Although these whistles can be ambiguous without the normal speech sounds that accompany the
tones, the Mazateco are able to communicate with great accuracy and sophistication using the whistles,
along with contextual clues.

Below are several Mazateco whistle-sentences, with the tones of the whistles given in order, followed by
their English meanings. The Mazateco language has four distinct tones, and a hyphen between two tones
in the whistle-sentences indicates a sliding tone (which indicates a similar sliding tone in the matching
word from the language).

Mazateco (whistle) English

2,3,2,3 I'am going nowhere.

1,2,4,3 Where are you coming from?
3,3,4,2,4 I'll probably come at noon.

3,2,2,3,13 T'am gathering coffee.

3,1,2,343 I'am going to get firewood.

1,3,2,4,34 What time this afternoon will you come?
3,1,3,1,4,4 Is there firewood there?

3,2,4,2,3,4 I'am taking it to Tenango.
1,3,2,4,3,32 What time tomorrow will you come?
2,3,3,1,2,3,3 Nothing, | am cutting firewood.
2,3,4,2,4,3,3-2,4,2,4 I will probably not come until tomorrow, probably *.

*“probably” is repeated in the Mazateco sentence.

Below are some of the actual Mazateco words for which the whistles above have been substituted,
followed by their English meanings in random order. The tones of the syllables in the Mazateco words are
provided in superscript after each syllable.

* A tonal language is one where the pitch (called tone in this context) is used to distinguish meanings - either by different words
having different tones, or by using tone to convey grammatical meaning.

Figure 9: The Mazateco puzzle was used in UKLO
in 2022. Its difficulty level is Advanced. Its score
for participants is 37%; its linguistic topic is Syntax;
its type is a combination Match-up and Rosetta; its
language family is Otomanguean; its Author is Michael
Salter.
https://www.uklo.org/wp-content/uploads/
2022/05/10_Adv_UKLO-2022-Mazateco_
You-Know-How-To-Whistle-Dont-You_
Complete-Script.pdf

Your name:

UK
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Problem 4. A Dog’s Breakfast (10 marks)

Below are some sentences in the Maltese language, followed by their English translations:

It-tifel ikanta I-kanzunetta. The boy sings the song.

It-tifel ma jinsultax il-gardinar. The boy doesn't insult the gardener
II-kelb tat-tifel huwa imqareb. The boy's dog is naughty.
II-ktieb tan-negozjant ghani huwa mahmug. The rich merchant's book s dirty.
Ikolazzjon tal-kelb huwa tajjeb. The dog's breakfast is good.
It-tifla tal-gardinar jisma l-qattus imgareb. The gardener’s daughter hears the naughty cat.
Is-sajjied zghir jara I-ktieb. The small fisherman sees the book.
Ikantant ma jismax it-tifla. The singer doesn’t hear the girl.
II-farm tal-bidwi huwa kbir. The farmer’s farm is big.

Q4.1 Translate the following sentences into Maltese:

(a) The girl’s book is small.
(b) The dirty dog doesn’t see the gardener’s son.
(c) The big farmer’s cat is good.
(d) The girl sees the rich boy’s breakfast.
Q4.2 Below are ten more Maltese words, and their English translations on the right in random order.
Determine the correct cor Please write the ¢ roman numeral in the grey boxes.
(a) biedja (i) canine (adjective)
(b) negozju (ii) fishing.
(c) gtates (iiii) wealth
(d) tjieba (iv) dirt, grime
() kitba (v) vastness, immensity
() said (vi) writing, literature
(g) ghana (vii) agriculture
(h) kbar (viii) business
(i) hmieg (ix) virtue, goodness
j) Klieb (x) kitten

Figure 10: The Mazateco puzzle was used in UKLO in
2022. This puzzle has two difficulty scores: its score
for the Foundation participants is 58%, its score for the
Intermediate participants is 79%; ; its linguistic topic is
a combination Phonology, Syntax, and Morphology;
its type is a combination Match-up and Rosetta; its
language family is Afro-Asiatic, Semitic; its Author is
Michael Salter.
https://www.uklo.org/wp-content/
uploads/2022/06/4_UKLO-2022-Maltese_
A-Dogs-Breakfast_-Complete-Script.pdf
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Lithuanian puzzle (preamble and context)

Lithuanian puzzle (questions): UKLO, 2018

Your name:

The UK Linguistics Olympiad 2018 :

Problem 2. Lithuanian read trip (5 marks)

Lithuanian is the official language of Lithuania, and is one of the 7
surviving languages in the Baltic branch of the Inda-European family, A Dsnmark _J —
aresult of its isolation, Lithuanian has retained many characteristics of £ snr

the Indo-European ancestral language, making it particularly interesting " vt
flor Hnguists.

Four Lithuanian friends, Danute (f), Jokubas (m), Matis {m) and Regina (f) are planning a trip, Here
are some extracts from their conversation, Pay attention to the extra lines and dots above and
below the letters - they matter!

Speaker LUthuanian English

Danute to Jokubas Mes nérime gratos. We want some change.
Jokubas to Danute AL nriu femelap). Twant a map.

Danute to Regina N skaito. He's reading.

Jokubas to Matis Ar tw turi grates? Do you have some change?
Matis to Jokubas A3 neturiu gratos 1don't have any change.
Matis ta the athers 15 einate. You're going.

Regina to the athers. Mies turime gra2os. We have some change

Matis to Regina Tu turi dviraty. You have a bike.
Matis to the others Regina turi dvirat]. Regina has a bike.
Jokubas to Danute | skattyk 2emélap Read the map!

Danute to Matis and Regina | Jos neskaitote Jemélapi,  You aren't reading the map,

Matis and Regina to Danute. | Mes einame. We're going,

The UK Linguistics Olympiad 2018

Foryou: From the conversation, work out how to translate these English sentences into Lithuanian,
Once agaln, make sure you pay attention to the extra lines and dots above and below the letters.

1 [te Danuteand
Jokubas

Do you have 3 bike?

2. | toJokubas and Matis | You're not reading.

3. | toMatis You are going

a. s Matis going?

5. We don’t want any
change.

6. | Jokubas to the others | You don't have any

change.
7 Don't | have a bike?
& T don't want a map.

Figure 11: The Lithuanian puzzle was used in UKLO
in 2018.This puzzle has two difficulty scores: its score
for the Breakthrough participants is 40%, its score
for the Foundation participants is 53%; its linguistic
topic is a combination of morphology and syntax; its
type is Rosetta; its language family is Indo-European,
Balto-Slavic; its Author is Babette Verhoeven.
https://www.uklo.org/wp-content/uploads/
2022/05/2018_2-Lithuanian.pdf

Figure 12: The Lithuanian puzzle was used in UKLO
in 2018.This puzzle has two difficulty scores: its score
for the Breakthrough participants is 40%, its score
for the Foundation participants is 53%; its linguistic
topic is a combination of morphology and syntax; its
type is Rosetta; its language family is Indo-European,
Balto-Slavic; its Author is Babette Verhoeven.
https://www.uklo.org/wp-content/uploads/
2022/05/2018_2-Lithuanian.pdf
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Swedish puzzle: UKLO, 2022

Kabyle puzzle: UKLO, 2022

Your name:

UK
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Problem 1. The Pink Pig is Pink (5 marks)

Swedish is a Germanic language, related to English. One of the
differences between the two languages is that in Swedish,
adjectives decline (change form) based on grammatical gender
and function in the sentence. Here are some sentences and
their ions that this

1) Den fina grisen ér stor.
2) Det stora huset ar fult.

3) Den gréna bilen ar ful.

4) Det grona applet ar stort.

5) Den konstiga hunden ér liten.
6) Det bruna applet ar litet.

7) Den stora skogen &r gron.

8) Det trasiga taket &r smutsigt.
9) Den lilla katten ar fin.

10) Den gula grenen &r smutsig.
11) Det langa huset &r brunt.

The pretty pigis big.
The big house is ugly.

The green car is ugly.

The green apple is big.
The weird dog is small.
The brown apple is small.
The big forest is green.
The broken roof is dirty.
The small cat is pretty.
The yellow branch is dirty.
The long house is brown.

Q1.1 Translate these sentences into Swedish:

a) Det huset &r The small house is green.
b) Den grisen ar The ugly pig is brown.

c) Det taket ar The green roof is pretty.

d) Den bilen ar The broken car is yellow.
e) Det taket &r The dirty roof is weird.

Your name:

The UK Linguistics Olympiad 2021
Round 1

Problem 2. Kabyle (5 marks)

Kabyle is a language spoken by 4-5 million people in northern Algeria. j?
Itis distantly related to Arabic and Hebrew. Although many speakers

of Kabyle also know Arabic, the national language of Algeria, Kabyle is
written in Roman script. In the following data, gh replaces the normal . @
Kabule spelling, which uses the letter y for a voiced velar fricative —
the voiced equivalent of the ch in loch and in the German Bach. The
letter g represents a stop sound made with the uvula (the little point
hanging down at the back of the mouth).

Here are some sentences in Kabyle and their English translations.

1 | Ufgent. They flew.

2 | Uzzlegh. I'ran.

3 | Tufeg. She flew.

4 | Urufgegh ara. 1 did not fly.

5 | Yuzzel weqcic. Aboy ran.

6 | Uryufegara. He did not fly.

7 | Urmuglent ara. They did not observe.
8 | Temugel teqcict. Agirl observed.

Figure 13: The Swedish puzzle was used in UKLO in
2022. Its difficulty level is Breakthrough. Its score for
participants is 38%; its linguistic topic is Morphology;
its type is Rosetta; its language family is Indo-European,
Germanic; its Author is David Hellsten.
https://www.uklo.org/wp-content/
uploads/2022/05/1_UKLO-2022-Swedish_
The-Pink-Pig-is-Pink_-Complete-Script.pdf

Q2.1. Translate the following sentences into Kabyle:

Kabyle English
9— | observed.
_0 They did not run.
T Adgirl ran.
12 He did not observe.

Figure 14: The Kabyle puzzle was used in UKLO in
2021. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 44%, its score for
the Foundation participants is 51%; ; its linguistic topic
is a combination Syntax and Morphology; its type is
Rosetta; its language family is Afro-Asiatic, Semitic;
its Authors are Kazune Sato, Simi Hellsten.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_2-Kabyle.pdf
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Greek puzzle, parallel to the Georgian puzzle:
UKLO, 2015 example

Greece is a country in Southern Europe. Its lan-
guage is, of course, called Greek, and is written
in a special alphabet which contains 24 characters.
Greek distinguishes between small and capital let-
ters; however, in this problem, all the letters are
capital letters. Here are the names of some loca-
tions written in the Greek alphabet.

Word 6 is the Greek name for Greece (which,
incidentally, doesn’t sound anything like our
‘Greece’), but the others are names of regions. Your
clue to the alphabet is that the first five names are
listed, in a different order, here: Ikaria, Arta, Kala-
mata, Pisidia, Kea.

Greek English
1| APTA Arta
2 | IKAPIA Ikaria
3 | KAAAMATA Kalamata
4 | KEA Kea
5 | IIIXIAIA Pisidia
7 | EAAAAA

Table 6: Greek Example.

Your job is to fill i the gap in the table.
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C Appendix B: Examples of the
Generated Linguistic Puzzles

C.1 Puzzles Generated by GPT-40
C.1.1 GPT-40, Zero-shot, Greek

Context:

Below are some Greek nouns and their meanings:
- Bipiio (vivlio) - book

- ontin (spiti) - house

- avtokivnto (aftokinito) - car

- 0évtpo (dentro) - tree

- ok (poli) - city

Questions:
Translate the following phrases into Greek:

1. The book
2. A house
3. The car
4. A tree

5. The city

Answers:

1. To p1pAio (To vivlio)

2. ’Eva oniti (Ena spiti)

3. To avtokivnro (To aftokinito)
4."Evo 6évtpo (Ena dentro)

5. H wéin (I poli)

Reasoning:

- Greek articles "to" (to), "évo" (ena), and "n" (1) are used based on the gender and definiteness of the noun.
- "To" is used for neuter nouns, "éva" for indefinite, and "n" for feminine nouns.
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C.1.2 GPT-4o, Zero-shot, Gujarati

Context:

Below are some Gujarati verbs and their meanings:
- 529 (karvu) - to do

- WIq (khavu) - to eat

-%q (javu) - to go

- 6]14q (bolvu) - to speak

- @] (lakhvu) - to write

Questions:

Translate the following actions into Gujarati:
1. To make someone eat

2. To make someone go

3. To make someone speak

4. To make someone write

5. To make someone do

Answers:

1. WdSldq (khavdavvu)
2. %5Sldq (jadavvu)

3. 6145199 (boldavvu)

4. 4uiSldq (lakhdavvu)
5. 525ldq (kardavvu)

Reasoning:

- The causative form in Gujarati is created by adding "SIA]" (davvu) to the verb stem.
- This pattern is consistent across the examples provided.
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C.1.3 GPT-4o, Zero-shot, Spanish

Context:

Below are some Spanish adjectives and their meanings:
- grande - big

- pequeiio - small

- rapido - fast

- lento - slow

- alto - tall

Questions:

Translate the following sentences into Spanish:
. The big house

. The small car

. The fast train

. The slow turtle

. The tall building

B R

h

Answers:

1. La casa grande

2. El coche pequefio
3. El tren rapido

4. La tortuga lenta
5. El edificio alto

Reasoning:

- Adjectives in Spanish agree in gender and number with the noun they modify.
- "Grande" and "pequefio" change based on the noun's gender.

- The adjective follows the noun in these examples.

19197



C.1.4 GPT-40, One-shot, Greek

Preamble
Greek is an independent branch of the Indo-European family of languages, native to Greece and Cyprus. It has a
documented history of over 3,000 years, making it one of the oldest recorded living languages.

Context

ﬁ some Greek phrases and their English translations. Pay attention to the structure and vocabulary.
Speaker Greek English
Nikos to Maria "Exeis to youi; Do you have the bread?
Maria to Nikos Nat, to £yo. Yes, T have it.
Nikos to Eleni IIob eival To Kpoot; Where is the wine?
Eleni to Nikos Eivan oto tpomél. It is on the table.
Maria to Eleni @ghelc vo. pog; Do vou want to eat?
Eleni to Maria Not, 8£hm va @do. Yes, I want to eat.
Nikos to Maria and Eleni Ac paps pali. Let's eat together.
Eleni to Nikos and Maria Koin 0ga. Good idea.

Questions

Translate these English sentences into Greek:

. To Nikos and Maria: Do you have the bread? <FITB 1>
. To Eleni: Where is the wine? <FITB 2>

To Maria: It is on the table. <FITB 3>

. To Nikos: Do you want to eat? <FITB 4>

To Maria and Eleni: Let's eat together. <FITB 5>

. To Nikos: Good idea. <FITB 6>

e

Answers

- ¥¥FITB [ ** -="Eysts 10 youi;

- **FITB 2** -= ITob sivon To kpooi;
- ¥*FITB 3** > Eivan o0 1poméll.
- ¥¥FITB 4** > @éheig vo oog;

- ¥¥FITB 5%* > Ac pdue padi.

- ¥*FITB 6** = Kain 16£0.

Reasoning
- ¥*¥FITB | & 5%*: "Do you have the bread?" and "Let's eat together." are directly from the context.

- ¥¥FITB 2**: "Where is the wine?" is Nikos's question to Eleni.

- **FITB 3**: "It is on the table." is Eleni's response to Nikos.

- ¥¥FITB 4**: "Do vou want to eat?" is Maria's question to Eleni.

- ¥*FITB 6**: "Good idea." is Eleni's response to Nikos and Maria.
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C.1.5 GPT-4o, One-shot, Gujarati

Preamble
Gujarati is an Indo-Aryan language native to the Indian state of Gujarat. It is spoken by over 50 million people worldwide.
Guijarati has a rich literary tradition and is known for its unique script and phonetic structure.

ﬁ some Gujarati phrases and their English translations. Pay attention to the nuances in greetings and expressions.
Speaker Gujarati English
AtoB dHID A1 9 B? What is your name?
BtoA : HB-MAa B My name is Ravi.
AtoC RO How are you?
CtoA & UID 6. Iam fine.
BtoC di suiefl 812 Where are you from?
CtoB é wHelgleeil 6. T am from Ahmedabad.
AtoBandC YL, HoflA, Let's meet.
CtoAand B &L, ALSS. Yes, sure.

Questions

Translate these English sentences into Gujarati:
. To A and B: What is your name? <FITB 1=

. To C: Where are you from? <FITB 2>

. To B: How are you? <FITB 3>

To A: T am fine. <FITB 4>

. To B and C: Let's meet. <FITB 5>

. To A: Yes, sure. <FITB 6>

Answers

1. > dHld =4 9 B2
= di s1iel 8o
> 54 6912
=&URDE.
= Y1d), Hoila,
= &l Y1554,

A ol

Reasoning

- **FITB 1 & 3**: The phrase "What is your name?" and "How are you?" are directly taken from the context.
- **FITB 2**: "Where are you from?" is used in the conversation between B and C.

- **FITB 4%*: "I am fine." is a response from C to A.

- ¥*FITB 5 & 6**: "Let's meet." and "Yes, sure." are used in the conversation between A, B, and C.
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C.1.6 GPT-40, One-shot, Spanish

Preamble

Spanish is a Romance language that originated in the Iberian Peninsula and has over 460 million native speakers. It is the

second most spoken language in the world by native speakers.

Context

Here are some Spanish sentences and their English translations. Notice the use of verbs and pronouns.

Speaker Spanish English

Ana to Luis ¢ Tienes un mapa? Do you have a map?
Luis to Ana Si, tengo un mapa. Yes, T have a map.
Ana to Maria ;Dénde estas? Where are you?

Maria to Ana

Estoy en casa.

Iam at home.

Luis to Maria

(Quieres ir al parque?

Do you want to go to the park?

Maria to Luis

Si, quiero ir.

Yes, I want to go.

Ana to Luis and Maria

Vamos al cine.

Let's go to the cinema.

Luis to Ana and Maria

De acuerdo. Agreed.

Questions

Translate these English sentences into Spanish:

. To Ana and Luis: Do you have a map? <FITB 1=

. To Maria: Where are you? <FITB 2>

. To Luis: I am at home. <FITB 3>

. To Ana: Do you want to go to the park? <FITB 4=

. To Luis and Maria: Let's go to the cinema. <FITB 5=
. To Ana: Agreed. <FITB 6>

[= NS T SN LT (S T

Answers

- ¥¥FITB 1** -> ; Tienen un mapa?

- ¥¥FITB 2%* > ; Donde estas?

- ¥*¥FITB 3** > Estoy en casa.

- ¥¥FITB 4** > ; Quieres ir al parque?
- **FITB 5%* -> Vamos al cine.

- **FITB 6** -> De acuerdo.

Reasoning
- ¥¥FITB 1 & 5%*: "Do you have a map?" and "Let's go to the cinema." are directly from the context.

- ¥¥FITB 2**: "Where are you?" is used in the conversation between Ana and Maria.
- ¥¥FITB 3**: "I am at home." is Maria's response to Ana.

- ¥¥FITB 4**: "Do you want to go to the park?" is Luis's question to Maria.

- ¥¥FITB 6**: "Agreed." is Luis's response to Ana and Maria.
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C.1.7 GPT-40, Few-shot, Greek

Preamble (Problem 3. Missing Moussaka in Greek — 5 marks)

Greek is an independent branch of the Indo-European family of languages. In this puzzle, you will see how certain basic
Greek words change to show who owns something (possessives) and how to form short little phrases about having or
missing items. Focus on the repeated pieces of words you notice in the examples.

Context

Here are some short Greek sentences (in a simplified script), along with English translations:
1. Ego écho to vivlio mou. - *“I have my book.”

2. Esy écheis to piato sou. - “You have your plate.”

3. Aftés échei to vivlio tou. - “He has his book.”

4. Ego then écho to piato mou. - “Ido not have my plate.”

5. Esy den écheis to vivlio sou. - “You do not have your book.”

6. Aftos échei to piato tou? - “Does he have his plate?”

"

Notice that “mou,” “sou,” “tou” appear after “vivlio™ or “pidto,” indicating possession (my, your, his). The word “den” (or

L
3

“then™) appears to negate “have.” and a question mark at the end can indicate a question.

Questions
Using the examples, translate the following into Greek (filling in the blanks):

1. “He does not have his book.”
<FITB 1>

2. “I have my plate?” (asked as a genuine question)
<FITB 2>

3. “You do not have your plate.”
<FITB 3>

4. “Does he have his book?”
=<FITB 4>

5. “I have my book.”
<FITB 5>

6. “You have your book?” (question form)
=<FITB 6>

Answers

+ FITB | — “Aftds den échei to vivlio tou.”
+ FITB 2 — “Ego écho to pidto mou?”

+ FITB 3 — “Esy den écheis to piito sou.”
* FITB 4 — “Aft6s échei to vivlio tou?”

+ FITB 5 — “Ego écho to vivlio mou.”

+ FITB 6 — “Esy écheis to vivlio sou?”

Reasoning (No External Knowledge)

From the provided examples, you can observe:

- “Ego écho” = “T have,” “Esy écheis” = “You have,” “Aftos échei” = “He has.”

- To negate, insert “den” (or “then,” as spelled in the examples) before the verb.

- The possessive words (mou/sou/tou) come after the noun.

- A question can be formed simply by using a question mark at the end of the sentence, with no additional word changes
needed (e.g., #6 in the examples).

By matching who is doing the having (ego/esy/aftés) and whether the statement is negated or is a question, you can fill in

the blanks correctly without extra language knowledge.
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C.1.8 GPT-4o, Few-shot, Gujarati

Preamble (Problem 1. Spicy Snacks in Gujarati — 5 marks)

Gujarati is an Indo-Aryan language spoken in the western part of India. In this puzzle, you will investigate how certain
verbs change form when you want to say that someone does something, does not do something, or is asking a question, all
using only the examples below. Pay attention to recurring word endings and extra words that might indicate a negative or
interrogative meaning.

Context

Below are several Gujarati sentences, each with an English translation:

1. Ha khau chu. - “Iam eating.”

2. Tt khato nathT. - “You are not eating.”

3. Te khase? - “Will he/she eat?”

4. Ame nakhie chhie. - “We are adding [spices].”

5. Teo nathi nakhta. - “They are not adding [spices].”

6. Shii hii khau? - “ShallI eat?”

Observe where “natht” (not) appears, and also note how a question can be formed (using “Shi ...?").

Questions

Using the patterns in the context sentences, translate the following from English into Gujarati. Fill in the Blanks where

indicated:

L. (to a single person) “You are eating.”
<FITB 1=

2. (to multiple people) “Are you adding [spices]?”
<FITB 2>

3. (about one person) “He is not eating.”
<FITB 3>

4. (about you, singular) “Am I adding [spices]?”
<FITB 4>

5. (about several people) “They will eat.”
<FITB 5=

6. (about a group you belong to) “We are not eating.”
<FITB 6>

Answers

* FITB 1 — “Tu khato chu.”

* FITB 2 — “Shi tame nakho chho?”
* FITB 3 — “Te khato nathi.”

* FITB 4 — “Shu hti nakhu chu?”

* FITB 5 — “Teo khase.”

+ FITB 6 — “Ame nathi khata.”

Reasoning (No External Knowledge)

From the example sentences, you see that:

- “nath1” is added after the verb stem to indicate negation (e.g., “Tu khato nathi™).

- A yes/no question is formed by adding “Shti” at the beginning and using a question mark (e.g., “Shti hit khau?”).

- The verb ending (“khau,” “khato,” “khase,” “nakho,” etc.) matches who is doing the action and whether it is present or
future.

By comparing sentence pairs (like #1 vs. #2 for negation, and #3 vs. #6 for questions), you can deduce how to form new
sentences without needing outside knowledge.
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C.1.9 GPT-4o, Few-shot, Spanish

Preamble (Problem 2. Counting Cats in Spanish — 5 marks)

Spanish is a Romance language widely spoken around the world. In this puzzle, you will discover how Spanish speakers
talk about different numbers of cats and how they use short words (articles) to say “the” or “a.” Pay attention to how the
endings of certain words might change depending on singular or plural nouns.

Context

Examine these Spanish phrases and their English equivalents:

1. El gato duerme. - “The cat sleeps.”

2. Un gato maulla. - “A cat meows.”

3. Los gatos duermen. - “The cats sleep.”

4. Unos gatos beben leche. - “Some cats drink milk.”

5. El perro corre. - “The dog runs.”

6. Los perros corren. - “The dogs run.”

Note: “el” and “un” are used with singular masculine nouns, while “los” and “unos” are used with plural masculine nouns
(based on these examples alone).

Questions
Using only the above data to figure out the patterns, translate into Spanish:

1. “The cat drinks milk.”
<FITB 1>

2. “Some dogs sleep.”
<FITB 2>

3. “A dog runs.”
<FITB 3=

4. “The cats meow.”
<FITB 4=

5. “A cat sleeps.”
<FITB 5=

6. “The dogs drink milk.”
<FITB 6>

Answers

* FITB 1 — “El gato bebe leche.”

* FITB 2 — “Unos perros duermen.”

* FITB 3 — “Un perro corre.”

* FITB 4 — “Los gatos maullan.”

* FITB 5 — “Un gato duerme.”

* FITB 6 — “Los perros beben leche.”

Reasoning (No External Knowledge)
From the examples, you can see:

- “El” is used for singular “the” with a masculine noun (gato, perro).

- “Los” is used for plural “the.”

- “Un” is used like “a” (singular), while “unos™ is used like “some” (plural).

- Verbs also change slightly between singular and plural (e.g., “duerme” vs. “duermen”).

By matching which article goes with which noun (singular/plural) and comparing the verb forms for singular vs. plural
subjects, you can construct the requested sentences.
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C.2 Puzzles Generated by OpenAI’s ol
C.2.1 OpenAl’s ol, Zero-shot, Greek

Context
Below are five example sentences in (invented-for-puzzle) Greek script/transliteration with English glosses. Again, all you
need is in these examples.
1. **0 avipog tpdet yopi.**
“The man eats bread.”
2. **H yovaiko 6sv TpoEL Youi**
“The woman does not eat bread.”
3. **To moudi tpmetl pnio.**
“The child eats (an) apple.”
4. **Tphel 1) yovaike wjho;**
“Does the woman eat (an) apple?”
5. **Agv tpdet To Toubi wopi. **
“The child does not eat bread.”

Observations

e

- “O Gvrpag” = “the man,” “H yvvaike” = “the woman,” “To moudi” = “the child.”
- “tpderl” = “eats.”
- “0gv” = “does not.”

- Yes-no questions can be formed by swapping or inserting a question mark (see example 4).

Puzzle Questions

Use only the examples above to make these new sentences in Greek (you may transliterate exactly as in the examples).
Then give the English gloss:

a) “The man does not eat (an) apple.”

b) “Does the child eat bread?”

¢) “The woman eats bread.”

Answers and Reasoning
L. **0 dvrpug 6ev Tpoel pnho.**
- From (1), “O é@vipog tpodet youi” means “the man eats bread.”
- We want negation “does not eat” — add “6ev” before “tpde1,” as shown in (2).
- Swap “youi” (“bread” in ex.1) for “ufiio™ (“apple” in ex.3).
2. **Tpier To mondi youi; **
- From (5), “Asv tpoel To mowol wopi™ means “the child does not eat bread.”
- Remove “6ev” to make it affirmative “tpmel 1o maudi wopi.”
- Convert to yes-no question pattern from (4): put a semireversal plus *;” at the end.
3. **H yovaiko tpoet youl. **
- Compare to (2), which is “H yvvaiko 6ev tpoet yopi.”
- Simply remove “6ev” to indicate she does eat bread, paralleling the word order in (1).

Key Reasoning
No extra forms beyond those shown in the five examples are needed. The negative “6ev” is inserted before “tpie1,” and

the question arises by reordering words/question mark. Because each phrase element can only be matched to its parallel in
the examples, these answers are unique.
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C.2.2 OpenAl’s ol, Zero-shot, Gujarati

Context
Below are five Gujarati example sentences (shown here in simple transliteration) along with their English glosses. Use
only these examples (and no outside knowledge) to complete the tasks afterward.
1. **Hum ghoda par chadu chhu.**
“I ride on a (male) horse.”
2. **Hum ghodao par nathi chadto.**
“I do not ride (male) horses.”
3. **Tame ghodi par chado cho.**
“You (plural) ride on a (female) horse.”
4. **Hum ghodio par nathi chadti.**
“I do not ride (female) horses.”
5. **Shurh tame ghodi par chado cho?**
“Do you (plural) ride on a (female) horse?”

From these five examples, notice:

- “ghoda” / “ghodao” seem to refer to male horse/horses,

- “ghodr” / “ghodio” seem to refer to female horse/horses,

- “nathi” marks a negative,

- “Shum™ at the start signals a question,

- Verbs change slightly (“chadu chhu™ vs. “chadto™ / “chadti”), presumably depending on number/gender/negation or on
who is speaking.

Puzzle Questions
Fill in the blanks (in transliteration) to form correct Gujarati sentences and then give the English translation.

a) **Hurm par chhu. **
(Meaning: “I ride on a female horse.”)
b) **Tame par cho?**

(Meaning: “Do you (plural) ride on male horses?”)
¢) **Hurh par K

(Meaning: “I do not ride on female horses.”)

Answers and Reasoning
**a) Hurh ghodt par chadu chhu. **

- From example (1), “Hurh ... chadu echhu™ is used for “I ride.”

- To specify a female horse (singular), we see example (3) “ghodT” (female horse).

- So the filled sentence parallels the structure of (1) but swaps “ghoda” (male horse) for “ghodr” (female horse).
*#%h) Tame ghodao par chado cho?**

- Example (5) shows “$hum tame ghodi par chado cho?” for “Do you ride on a female horse?”

- We want “male horses (plural),” which is “ghodao™ from (2).

- The question structure matches examples (3)/(5) with “tame ... chado cho™ but signaled as a question.
#%¢) Hurh ghodio par nathi chadti **

- For “I do not ride (female) horses,” example (4) shows negative structure: “nathi” + a form of “chadti.”
- “Female horses (plural)” is “ghodio.”

- Hence we combine them as in (4).

Why these answers are correct (short reasoning):

All parts of each sentence (subject pronoun, horse-type word, verb ending, and negative/question markers) are taken
directly from the five examples. New sentences simply mix-and-match the elements in the same way the examples do, so
there is exactly one correct fit for each blank.
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C.2.3 OpenAl’s ol, Zero-shot, Spanish

Context

Here are five example Spanish sentences (slightly simplified) along with approximate English translations. Use only these

data to solve the tasks below.

1. **Yo camino.**
“Twalk.”

2. **Th caminas.**
“You (singular) walk.”

3. **Nosotros caminamos.**
“We walk.”

4. **Ellos no caminan.**
“They do not walk.”

5. **;Caminan ustedes?**
“Do you (plural) walk?”

From these examples, observe:

- Subject pronouns: “yo” (I), “ti” (you, singular), “nosotros™ (we), “ellos™ (they), “ustedes™ (you, plural).

- Verb forms: “camino” (I walk), “caminas” (you walk), “caminamos” (we walk), “caminan” (they/you-plural walk).
- Negation: Insert the word “no™ before the verb (as in “Ellos no caminan™).

- Yes-no questions: Put “; ... 7" around the verb phrase (example 5).

Puzzle Questions

Translate the following English sentences into Spanish, reusing only the patterns above:
a) “You (singular) do not walk.”

b) “I do not walk.”

¢) “Do they walk?”

Answers and Reasoning
*#*a) T no caminas.**

- We want “vou (singular),” which example (2) shows as “ti caminas.”

- For negation, we follow example (4) by inserting “no” before the verb.

**b) Yo no camino.**

- Example (1) is “Yo camino.”

- Insert “no” before “camino” for the negative, just like (4).

#*¢) (Caminan ellos?**

- From example (4), “they walk” is “ellos caminan,” but we need a question like (5) with the inverted question mark at
start.

- So “;Caminan ellos?” matches the pattern “;... ustedes?” except we replace “ustedes” with “ellos.”

Reasoning Summary:

All verbs and subjects appear in the five examples. The negative is formed by “no” + verb, and yes-no questions place
“¢...7” around the verb plus subject, as shown in examples (4) and (5). No other forms appear in the data, so these
solutions are unique.
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C.2.4 OpenAl’s ol, One-shot, Greek

Preamble:
Greek is an independent branch of the Indo-European language family. Modern Greek typically marks verbs with
person/number suffixes. Below is a short dialogue about planning a trip to the beach.

Context:
Three friends—Nikos (m), Eleni (f), and Maria (f}—are discussing their plans. Pay attention to how each speaker uses
verb endings and pronouns.

Speaker Greek (Romanized) English

Eleni to Nikos Ego pigaino stin paralia. I am going to the beach.

Nikos to Eleni Emeis theloume tsanta. We want a bag.

Maria to Eleni Tha pas tora? Will vou (singular) go now?
Eleni to Maria Ohi, den thelo na figo akoma. No, I don’t want to leave yet.
Nikos to both Tha erthoun ki alles files? Will other (female) friends come?
Maria to Nikos Nai, erchontai avrio. Yes, they are coming tomorrow.

»” 2 &

*(Note: “Pigaino” = “I go,” “pas” = “you go,” “thelo” = “I want,” “theloume” = “we want,
“Tha” indicates future. “Den” indicates negation.)*

erchontai” = “they come.”

Questions:

Based on this conversation alone, figure out the correct Greek (Romanized) forms for each request or statement:
. (Nikos to Eleni) “You aren’t leaving now, right?” — <FITB 1>

. (Eleni to Nikos) “I don’t want a bag.” — <FITB 2>

. (Maria to both) “Are we going to the beach tomorrow?” — <FITB 3>

. (Nikos to Maria) “Yes, we are leaving now!” — <FITB 4>

5. (Eleni to herself) “They do not come today.” — <FITB 5>

T

Answers:

* FITB 1 — “Den fevgeis tora, etsi?”

* FITB 2 — “Den thelo tsanta.”

* FITB 3 — “Tha pame stin paralia avrio?”
* FITB 4 — “Ne, fevgoume tora!”

* FITB 5 — “Den erchontal simera.”

Reasoning (from puzzle data only):

1. Negative “not leaving™ parallels “den thelo” (I don’t want). For “you aren’t leaving,” we adapt “pas” — “fevgeis” and
insert “den.”

2. “I don’t want” is shown by “den thelo,” copying the example “No, I don’t want to leave = den thelo na figo.”

3. “We go” in the example is “Emeis theloume” for “we want,” so “pame” is the 1st-person plural form of “go,” plus the
future marker “tha.”

4. “We are leaving” is “fevgoume,” akin to “theloume” for “we want.” They share the “-oume” ending.

5. “They come™ is “erchontal,” so “they do not come™ is “den erchontai.”

All forms are observable from the dialogue’s patterns; no external grammar knowledge is required.
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C.2.5 OpenAl’s o1, One-shot, Gujarati

Preamble:

Gujarati is an Indo-Aryan language widely spoken in the Indian state of Gujarat. It has a rich cuisine vocabulary, and
mealtimes are often lively social occasions. Let’s explore a short dialogue about ordering food items, noting the interplay
between singular/plural forms and polite/informal pronouns.

Context:
Below is a fictional conversation between three friends—Ketan (m), Parul (f), and Jignesh (m)—as they decide what to
order at a local Gujarati restaurant. Look carefully at the differences in pronouns and verb endings.

Speaker Gujarati (in Roman script) English Translation

Parul to Ketan Hii chat khavi chhi. I am (going to) eat chaat.

Ketan to Parul Ame rotli lai rahya chhie. We are taking rotlis.

Jignesh to both Tamaro kayii order baki chhe? What else is left in your order?
Ketan to Jignesh Hun dhokla nathi magto. I am not wanting dhokla.

Jignesh to Parul Si tame chaa peeva magso? Will you (formal/plural) want tea?
Parul to Jignesh Na. Ame pani joie chhie. No. We want water.

*(Note: “H” = “I"; “Ame"” = “we” (excl. you); “Tame” = “you” (pl./formal); “magto/magso” = “want/will want.”
Diacritics approximate certain vowel qualities.)*

Questions:

From the conversation, figure out how to say these additional English lines in Gujarati (in Roman script). Pay attention to
how “L” “you,” and “we” shift verb endings.

1. (to Ketan) “Are you (informal/singular) eating dhokla?” — <FITB 1>

2. (to Parul and Jignesh) “We do not want tea.” — <FITB 2>

3. (to Parul) “T am taking water.” — <FITB 3>

4. (to Jignesh) “Do you (formal) want rotlis?” — <FITB 4>

5. (to both friends) “Are we ordering chat now?” — <FITB 5>

Answers:

“FITB 1” — “Tu dhokla khéto chhe?”

“FITB 2" — “Ame chaa nathi magta.”

“FITB 3" — “Hii pani lai rahyo/rakhi rahi chhii.”

“FITB 4" — “Su tame rofli magso?”

“FITB 5 — “Su ame havé chat order kariye chhie?”

*(Minor spelling variants are acceptable as long as they remain consistent with the puzzle data.)*

Reasoning (from puzzle data only):

1. When speaking informally to a single person, “Tu” is used with the verb ending in “-to chhe/khéato chhe.”

2. The negative “not want” is shown by adding “nathi” (as in “nathi magto”) to negate the verb.

3. “HU” (I) can be followed by “lai rahyo chhi” (if speaker is male) or “lai raht chhi” (if female), matching the
conversation sample.

»”

4. The respectful or plural “you,” “tame.” uses “magso?” in a future/polite sense, matching the example “St tame chaa
peeva magso?” 5. “Now” can be rendered as “havé,” and “ordering” can be “order kariye chhie,” consistent with “Ame

rotli lai rahya chhie.” All these patterns derive from the conversation lines alone, so no outside reference is needed.
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C.2.6 OpenAl’s ol, One-shot, Spanish

Preamble:
Spanish (espaiiol or castellano) is a Romance language spoken in Spain and much of Latin America. It typically marks
verbs for person and number, which can help us identify subject pronouns even when they’re omitted.

Context:
Below is a short exchange between three neighbors—Maria (f), Tomas (m), and Lucia (f)—about their upcoming weekend
activities. Notice the verb endings for first, second, and third persons.

Speaker Spanish English

Maria to Tomas Yo compro la comida. I am buying the groceries.

Tomas to Maria Nosotros necesitamos frutas. ‘We need fruits.

Lucia to ambos Ustedes van al mercado, ;no? You (pl.) are going to the market,
right?

Tomas to Lucia Si, vamos pronto. Yes, we’re going soon.

Lucia to Maria ¢No buscas pan? Aren’t you looking for bread?

Maria to Lucia Si, busco pan integral. Yes, I'm looking for whole-grain
bread.

*(Note: “Nosotros” = “we (masc. or mixed)”; “Ustedes” = plural “you” in Latin Am.; “buseco™ = “I look for.”)*

Questions:

From the data, translate these English sentences into Spanish. Carefully match the person/number of the verbs to the
context (no external knowledge needed beyond the sample dialogue).

1. (to Tomas) ‘Do you (singular) need whole-grain bread?” — <FITB 1>

2. (to Maria and Tomas) “I am going to the market.” — <FIIB 2>

3. (to Lucia) “Are we buying fruits?” — <FITB 3>

4. (Tomas to Lucia) “We do not look for bread.” — <FITB 4>

5. (Maria to Both) “You (plural) are going soon, right?” — <FITB 5>

Answers:

* FITB 1 — “;Necesitas pan integral?”

+ FITB 2 — “Yo voy al mercado.”

« FITB 3 — “; Compramos frutas?”

+ FITB 4 — “Nosotros no buscamos pan.”

« FITB 5 — “Ustedes van pronto, ;verdad?”

1. To ask “Do you (singular) need...?” we see “;No buscas pan?” uses “-as” for “t0.” By analogy, “; Necesitas pan
integral?” uses “necesitas.”

2. First-person singular “I am going” parallels “Yo compro,” so using “Yo voy” is consistent.

3. First-person plural “we” in Spanish takes “-amos” or “-emos,” as in “vamos pronto.” So “;Compramos frutas?” is “Are
we buying fruits?”

4. “We do not look for bread” follows the same pattern as “Nosotros necesitamos,” thus “Nosotros no buscamos.”

5. “Ustedes van pronto™ parallels “Ustedes van al mercado”; simply swap “al mercado™ with “pronto.”

No external grammar references are required. The conversation itself shows the relevant conjugations and usage.
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C.2.7 OpenAl’s ol, Few-shot, Greek

Preamble
Greek (EAAnvikd) is an Indo-European language with a documented history of over three thousand years. Modern Greek
uses articles that change form according to the gender (masculine, feminine, neuter) of the noun.

Context

Below are some short Greek words (transliterated in parentheses) showing how articles can match the noun in gender. The
definitive articles here are “0” (o, masculine), “n” (1, feminine), and “to” (to, neuter). We also see how simple adjectives
might agree in gender.

Greek (Roman Script) English

o avtpog (o antras) the man

1 yovaike (1 gynaika) the woman

o ool (to paidi) the child

o Kpde avtpog (o mikrés antras) the small man

1 wuepn yovaoixe (i mikri gynaika) the small woman
o puKpd mondi (to mikrd paidi) the small child

Notice that “pucpde/pucpry/ ukpd”™ (mikros/mikri/mikrd) changes its ending to match the noun’s gender
(masculine/feminine/neuter).

Questions

Using only the patterns above, translate into Greek (in Roman script is fine) with the correct article and adjective form:
1. The small woman.

2. The small man.

3. The child.

4. The small child.

Answers

Here is one consistent way to do it, based on the data:
+ FITB 1 — 1 wikpt] yoveike (1 mikri gynaika)

« FITB 2 — o pukp6¢ dvrpog (o mikrds antras)

* FITB 3 — 7o moudi (to paidi)

* FITB 4 — 1o pikpo moudi (to mikro paidi)

Reasoning (based only on the data given

1. “Woman" takes the feminine article “n™ (i), so we must also select the feminine form “pucpr” (mikri).

2. “Man” takes the masculine article “0” (0), so the adjective is “pkpdc” (mikros).

3. *“Child” 1s shown as neuter in the table, so it takes “10” (to).

4. When describing the child as “small,” we switch the adjective to the neuter form “ukpd™ (mikré).

From these patterns, there is only one consistent match of gender for article and adjective. No alternative arrangement is
suggested by the examples, ensuring a single correct approach.
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C.2.8 OpenAl’s ol, Few-shot, Gujarati

Preamble
Gujarati is an Indo-Aryan language spoken predominantly in the state of Gujarat in western India. One interesting feature
of Guyjarati is how negative statements are formed using a small word that appears near the verb.

Context

Below are some Gujarati sentences (in a simplified, Roman-script form) paired with their English translations. Pay
attention to how the negative is formed. (Note: ‘chhu/chhe/chhive’ are forms of the verb “to be/do” in these examples.
“nathi” marks negation.)

Gujarati English

Hu khat chhu. I am eating.

Hu nathi khat. I am not eating.

Ti pive chhe. You are drinking.

Ti nathi pive. You are not drinking.
Ame rame chhiye. We are playing.
Ame nathi rame. We are not playing.

From these examples, try to work out how Gujarati places the negative word “nathi” and how the verb endings change (if
at all) when forming a negative statement.

Questions

For you: Translate the following English sentences into Gujarati (using the same style of Roman script), making sure to
use the negative correctly.

1. Tam drinking.

2.1 am not playing.

3. We are eating.

4. We are not drinking.

Answers

An example set of correct answers (yours may vary in spelling, but not in structure):
« FITB 1 — Hi pivu chhu.

+ FITB 2 — Hii nathi ram.

« FITB 3 — Ame khaive chhiye.

« FITB 4 — Ame nathi pive.

Reasoning (based only on the data given

From the data, we see that:

1. “nathi” always appears between the subject pronoun and the verb (e.g., “Hu nathi khat”).

2. The verb ending (“chhu,” “chhe,” “chhiye”) remains the same in affirmative sentences but is omitted or replaced in
negative sentences (e.g., “Ha khaii chhu™ — “Hii nathi khat™).

3. Therefore, to form a negative, we insert “nathi” and drop “chhu/chhe/chhiye.”

Because of these patterns in the example data, only one logical way of negating each sentence emerges—satisfying the
criterion that there be a single correct solution with no “parasitic” alternative.
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C.2.9 OpenATI’s ol, Few-shot, Spanish

Preamble
Spanish is a Romance language spoken by over 500 million people worldwide. It distinguishes between masculine and
feminine nouns and often drops subject pronouns when context is clear.

gﬁitfvfthese Spanish sentences and their English equivalents, focusing on how adjectives agree in gender and number:
Spanish English
El nifio es alto. The boy is tall.
La nifia es alta. The girl is tall.
Los nifios son altos. The boys are tall.
Las nifias son altas. The girls are tall.
El maestro es amable. The (male) teacher is kind.
La maestra es amable. The (female) teacher is kind.
Notice:

* “EI” and “La” both mean “the,” but “el” is masculine and “la” is feminine.
* Adjectives (e.g., “alto/alta” for “tall”) change endings based on the gender (and number) of the noun.

Questions

Translate the following English sentences into Spanish, paying close attention to the gender (masculine or feminine) and
number (singular or plural). Adjectives should agree appropriately:

1. The boys are kind.

2. The girl is tall.

3. The (female) teacher is tall.

4. The girls are kind.

Answers

A possible correct set of answers might be:
* FITB 1 — Los nifios son amables.

* FITB 2 — La nifia es alta.

* FITB 3 — La maestra es alta.

« FITB 4 — Las nifias son amables.

Reasoning (based only on the data given

1. We see that “El nifio” (the boy) — “Los nifios” (the boys), and the adjective “alto™ becomes “altos™ for plural
masculine. Similarly, “amable™ is invariable by gender, but it takes “amables™ in plural.

2. For feminine singular: “La nifia es alta.” This matches the pattern “La nifia es alta,” drawn from “La nifia es alta™ in the
examples.

3. For feminine plural: “Las nifias son altas.” Adjective “alta” — “altas™ for plural.

Since the data clearly point to these patterns, there is no ambiguity or “parasitic” solution. The puzzle is solvable strictly
from the examples given.
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