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Abstract

Evaluating and iterating upon recommender
systems is crucial, yet traditional A/B testing is
resource-intensive, and offline methods strug-
gle with dynamic user-platform interactions.
While agent-based simulation is promising, ex-
isting platforms often lack a mechanism for
user actions to dynamically reshape the en-
vironment. To bridge this gap, we introduce
Reclnter, a novel agent-based simulation plat-
form for recommender systems featuring a ro-
bust interaction mechanism. In RecInter plat-
form, simulated user actions (e.g., likes, re-
views, purchases) dynamically update item at-
tributes in real-time, and introduced Merchant
Agents can reply, fostering a more realistic
and evolving ecosystem. High-fidelity sim-
ulation is ensured through Multidimensional
User Profiling module, Advanced Agent Ar-
chitecture, and LLLM fine-tuned on Chain-of-
Thought (CoT) enriched interaction data. Our
platform achieves significantly improved sim-
ulation credibility and successfully replicates
emergent phenomena like Brand Loyalty and
the Matthew Effect. Experiments demonstrate
that this interaction mechanism is pivotal for
simulating realistic system evolution, establish-
ing our platform as a credible testbed for rec-
ommender systems research: €) Reclnter.

1 Introduction

Recommender systems are integral to modern dig-
ital platforms, shaping user experiences and driv-
ing engagement across diverse domains. The abil-
ity to effectively evaluate and iterate upon these
systems is paramount for their continued improve-
ment and success (Ricci et al., 2010). However,
traditional online A/B testing, while considered
the gold standard, is often resource-intensive, time-
consuming, and can carry risks associated with de-
ploying untested algorithms to real users. Offline
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evaluation methods, conversely, struggle to capture
the dynamic, interactive nature of user-platform
engagement. Agent-based simulation has emerged
as a powerful and cost-effective paradigm to bridge
this gap, offering a controlled environment to test
new algorithms, understand user behavior, and ex-
plore complex system dynamics such as filter bub-
bles, information cocoons, and user conformity
behaviors (Zhang et al., 2024; Wang et al., 2025).

Early recommendation simulation, like Virtual
Taobao (Shi et al., 2019) and RecSim (Ie et al.,
2019), primarily rely on rule-based user models
that, while useful, limited their behavioral realism
and adaptability. The recent advent of Large Lan-
guage Models (LLMs) has catalyzed a new wave
of sophistication in agent-based modeling (Wang
et al., 2023b; Xi et al., 2025). In the recommen-
dation domain, RecAgent (Wang et al., 2025) pio-
neered the use of LLM agents to simulate diverse
user activities on a platform. Agent4Rec (Zhang
et al., 2024) and SimUSER (Bougie and Watan-
abe, 2025) enhance the reliability of user behavior
simulation in recommender systems by incorporat-
ing enriched user profiling and specially designed
memory mechanisms. However, a critical aspect
often underrepresented in existing recommendation
simulations is a deeply integrated interaction mech-
anism. Real-world platforms are not static; item
attributes (e.g., popularity, average ratings, review
sentiment) evolve dynamically based on continuous
user feedback and even merchant interventions. Re-
search (Lee and Hosanagar, 2021; Cui et al., 2012;
Li et al., 2019) has already demonstrated the sig-
nificant impact of these dynamic item attributes on
user decision-making. This reciprocal relationship,
where user actions reshape the environment and, in
turn, influence future user decisions, is crucial for
realistic simulation.

To address this gap, we introduce RecInter, a
novel agent-based simulation platform for recom-
mender systems incorporating a interaction mecha-
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nism. Our platform allows simulated user actions
such as liking, reviewing, or purchasing items to
dynamically update item attributes in real time. Fur-
thermore, we introduce Merchant Agents capable
of replying to users, further enriching the dynamic
nature of the simulated ecosystem. To achieve high-
fidelity simulations, we integrate three components.
Firstly, a Multidimensional User Profiling module
to construct detailed user profiles from historical
data. Secondly, our platform’s User Agents are
engineered with sophisticated memory systems (en-
compassing both perceptual and cognitive facul-
ties) and advanced action selection mechanisms to
more accurately emulate human decision-making
processes. Thirdly, a Behavior Simulation Training
pipeline is employed to fine-tune the LLM-based
agents using high-quality, CoT enriched interaction
data.

Our contributions are threefold:

e We develop a realistic recommendation simu-
lation platform ReclInter featuring a novel interac-
tion mechanism where user feedback and merchant
replies dynamically alter item attributes, fostering
a more lifelike and evolving environment.

e Through Multidimensional User Profiling, Ad-
vanced Agent Architecture and Behavior Simula-
tion Training, we achieve a higher authentication of
simulated user behaviors, significantly surpassing
previous methods.

e We explored and validated the crucial role of
the interaction mechanism in modeling realistic
system using RecInter. RecInter successfully re-
produced the Brand Loyalty and Matthew Effect
phenomena, demonstrating its credibility as a reli-
able testbed for recommendation systems research.

2 Related Work

2.1 LLM-based Agents

Large Language Model (LLM) agents are au-
tonomous computational entities that perceive, de-
cide, and act within their environment (Xi et al.,
2025). With the emergence of LL.Ms, agent-based
systems have gained renewed attention (Wang et al.,
2023b). The Generative Agent framework (Park
et al., 2023b) introduced agents with memory,
planning, and reflection, simulating human cog-
nition. Recent efforts divide LLM agents into task-
oriented and simulation-oriented categories (Xi
et al., 2025).

Task-oriented agents are designed to accomplish
specific goals defined by users. For example, Voy-

ager (Wang et al., 2023a) enables LLM-driven nav-
igation in Minecraft, while ChatDev (Qian et al.,
2023) and AutoGen (Wu et al., 2023) build col-
laborative multi-agent systems for software devel-
opment. Simulation-oriented agents, on the other
hand, focus on modeling human-like behaviors and
social dynamics. The SANDBOX framework (Liu
et al., 2023) explores social issues through multi-
agent interaction to support LLM alignment with
ethical norms, while WereWolf and AgentSims (Xu
et al., 2023; Lin et al., 2023) use game-like environ-
ments to examine complex group dynamics. The
FPS (Liu et al., 2024b) and FUSE (Liu et al., 2024c)
respectively explore the use of LLMs-based agent
for simulating the propagation and the evolution
of fake news. Our framework provides a more
accurate simulation of user reviews and merchant
responses in recommendation scenarios.

2.2 Recommendation Simulation

Recommendation simulators have emerged as a cor-
nerstone in recommender systems research (Afsar
et al., 2023; Yang et al., 2021; Luo et al., 2022; Liu
et al., 2025), offering a cost-effective alternative
to online testing and addressing persistent chal-
lenges such as serendipitous discovery and filter
bubbles (Huang et al., 2020; Chen et al., 2019).
Early simulators primarily served as data sources
for reinforcement learning applications. Notable
examples include Virtual Taobao (Shi et al., 2019),
which simulates e-commerce user behaviors, and
RecSim (Ie et al., 2019), providing toolkits for se-
quential recommendation simulations. However,
these conventional simulators often relied on sim-
plistic rules, limiting their flexibility and valid-
ity. The recent advent of LLM-powered agents
has shown remarkable potential in approximat-
ing human-like intelligence (Wang et al., 2023b),
opening new avenues for more sophisticated rec-
ommendation simulators. A notable example is
RecAgent (Wang et al., 2025), which pioneered the
development of a recommendation platform inte-
grating diverse user behaviors. Agent4Rec (Zhang
et al., 2024) proposes an agent system composed
of LLMs to simulate recommendation systems,
and SimUSER (Bougie and Watanabe, 2025) is
an agent framework that simulates human-like be-
havior to evaluate recommender algorithms, us-
ing self-consistent personas and memory modules.
Building on these advancements, our research ex-
plores how user feedback and merchant replies dy-
namically influence item attributes, enabling more
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realistic recommendation simulations.

3 Methodology

Our simulation platform, RecInter (as illustrated in
Figure 1), is designed to emulate a realistic recom-
mendation scenario. To achieve this objective, we
focus on two key aspects: (1) enhancing the cred-
ibility of user simulation, and (2) constructing a
interactive recommendation platform environment.
To improve user simulation accuracy, we introduce
modules including Multidimensional User Profil-
ing, an Advanced User Agent Architecture, and
a Behavior Simulation Training pipeline. Addi-
tionally, we build an interactive recommendation
platform environment that incorporates dynamic
updates, merchant reply, and recommendation al-
gorithm.

3.1 Problem Formulation

Let U denote the set of users and Z repre-
sent the item set. For each user u € U,
we first extract user profiles from their
historical interaction sequences H,, =
{(il, 1, Cl), (ig, T, 02), veey (iNu7TN1L7 CNu)},
where i; € 7 represents an interacted item with
its rich contextual information, r; € {1,2,3,4,5}
denotes the rating provided by the user, and c;
denotes the textual review provided by the user
for item ;. We construct a user profile pool
P = {P(u)lu € U}, where each profile P(u)
encodes information extracted from the user’s
historical interactions. This pool forms the basis
for instantiating simulated user agents. RecInter
operates for 7' time steps. At each time step ¢, the
platform recommends a set of items R¢ C Z to the
simulated user agent, who then provides feedback
F; based on their preferences. This feedback
subsequently updates the attributes A of items on
the platform. Our objective is to minimize the
behavioral discrepancy D(B;cal, Bsim) between
the simulated user agents and real users, thereby
creating a realistic simulation environment for
recommender systems research.

3.2 Multidimensional User Profiling

As presented in the Figure 2, Multidimensional
User Profiling involves constructing the user’s ob-
jective, subjective, and inferred profile.

Objective Profile Building on the statistical met-
rics Tact, Teonf, and Tions proposed by Zhang et al.
(2024), we further introduce a set of novel in-
dicators aimed at enhancing the realism of user

objective profile. We conducted a systematic
analysis of product categories within user inter-
action history H,, and identified the most top-k
frequently interacted item categories as Teye =
{c1, 2, ..., c }, where k is set to 30. We also calcu-
lated the top-k most frequently interacted items as
Titem = {i1, 12, ..., i }, where k is set to 10. We use
Trate = % Zle r; to calculate the user’s historical
average rate score. In our designed RecInter, users
are able to leave reviews for items. Therefore, it is
necessary to additionally consider the characteris-
tics of user reviews. We define the probability that a
user leaves a review as Tyepr = + ST # 0).
To represent the average length of a user’s histori-
cal reviews, we use Trejen = % Zle len(r;), where
len(r;) denotes the length of the i-th review. Ad-
ditionally, we explore the user’s review style by
extracting the top-N most frequent keywords from
their reviews using TF-IDF (Salton and Buckley,
1988). We denote the set of these keywords as
Trekey = {w1, w2, ...,wn }, where N is set to 20.
Subjective Profile While objective profile consti-
tute a crucial part of user profile, relying solely on
statistical indicators often fails to capture the more
nuanced aspects of user preferences. To address
this, we leverage LLM to derive subjective user pro-
file. Specifically, for each user, we randomly sam-
ple 60 items from their historical interactions H,,
and apply an LLM GPT-4o to perform information
augmentation, generating more detailed descrip-
tions for these items. The items’ basic information
A, augmented content A, and user ratings r are
provided as inputs to the LLM to facilitate the con-
struction of subjective user profiles. This approach
enables the model to summarize key aspects of
the subjective profile, including taste preferences,
consumption budget range, scenario preferences,
and consumption habits. The prompt used and one
profile case are provided in Appendix D.1 and Ap-
pendix C.1 respectively.

Inferred Profile User reviews have been shown
to indirectly reflect personal profile (Sachdeva and
McAuley, 2020; Srifi et al., 2020). Despite this,
prior user simulation in recommender systems have
largely ignored the potential of review data. To
address this, we leverage LLM with carefully de-
signed prompt to infer user profile from reviews.
The input includes 60 items with each item’s basic
attributes A, augmented content A, user ratings r,
and review texts c. To reduce hallucinations, the
model is instructed to output “unknow” when infer-
ence is uncertain. This process yields inferred pro-
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Figure 1: The overall framework of RecInter. The User Agent, equipped with user profile, memory module and
action module, interacts with the platform by taking actions that can modify the attributes of items. In response, the
platform guided by recommendation algorithm returns updated items to the user, thereby completing the interaction
loop. Similarly, the Merchant Agent is also capable of participating in this dynamic process.

Figure 2: Multidimensional User Profiling framework.

file elements such as estimated age range, occupa-
tion type, income level, life status, price sensitivity,
quality consciousness, service preferences, points
of concern, and review language style. The prompt
used and one inferred profile case are provided in
Appendix D.2 and Appendix C.2 respectively.

3.3 Advanced User Agent Architecture
3.3.1

Recommender systems face unique challenges, in-
cluding vast number of items, shifting user inter-
ests, and the influence of users’ cognitive states. To
address this, we introduce perceptual memory and
cognitive memory.

Perceptual Memory Perceptual memory stores
an agent’s historical interactions and serves as the
agent’s past experiences. To enable faster and
more accurate retrieval while conserving prompt
space, we perform a simplification process that
retains only the most essential information from
each interaction. Specifically, each perceptual

Memory Module

memory is represented as mY = (Iy, as, t), where
li = {i1,i2,...,7,} denotes the list of recom-
mended items received by the agent at time step ¢,
ay represents the agent’s action at that time.
Cognitive Memory In RecInter, agents engage
in internal reasoning and judgment before taking
actions, analogous to how individuals think before
making a purchase. This internal cognitive process
influences both current and future decisions. For
instance, when presented with two chip flavors, a
user may choose one now while planning to try the
other later. To capture this process, we define cog-
nitive memory at time step t as m§ = (I, s¢, as, t),
where [, is the list of recommended items with their
attributes, s; is the agent’s thought process, a; is
the action taken, and ¢ is the time step.

At time step t, the agent retrieves relevant in-
formation from its perceptual memory MP? =
[mf,mb, ..., mé’vp] and cognitive memory M¢ =
[m{,m$, ..., m% | before making action. Follow-
ing Park et al. (2023a), each memory is assigned
an importance score:

score; = ae TVt 4 Bsim(m;, Ry)

where Vt is the time elapsed since the memory
was formed, sim(m;, R;) denotes the similarity be-
tween memory m; and the current reasoning con-
text R¢, and «, 5, are tunable parameters. In
addition to retrieving the top-scoring memories,
we impose adaptive thresholds 6, and 0. to dy-
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namically adjust the maximum number of retrieved
memory for each memory type. The specific hyper-
parameter is included in Appendix A.3.

3.3.2 Action Module

We use a “think-then-act” approach, similar to
chain-of-thought reasoning, enables simulated
users to behave more similarly to real users, fol-
lowing Yang et al. (2024). Inspired by real-world
recommendation platforms, we designed a rich set
of user actions that more closely reflect authentic
interactions. Unlike previous works (Zhang et al.,
2024; Wang et al., 2025), our simulated users ex-
hibit interactive actions that can dynamically alter
the attributes A of items within the system. The
action space includes: do nothing, like product,
dislike product, share product, purchase prodcut,
create review, like review, and dislike review.

3.4 Interactive Platform Environment

3.4.1 Interaction Implement

To achieve a more realistic simulation of recom-
mender systems, we incorporate an interaction
mechanism into RecInter. Specifically, we im-
plement a set of database tables associated with
items, which store their dynamic attributes A. The
agents’ actions are enhanced such that each action
a can update these tables in real time. At each rec-
ommendation time step, the platform queries the
most recent item attributes A from the database and
presents them to the simulated users. This method
allows the platform to update items dynamically
based on user feedback and enable interaction.

3.4.2 Merchant Reply

In real-world recommendation platforms, mer-
chants also can make changes to the attributes of
their items, such as responding to user reviews or
modifying product descriptions. To better simulate
this interactive environment, we incorporate mer-
chant agent into RecInter. The merchant agent
autonomously updates item attributes based on its
own strategy and interacts with users through re-
views. This addition enables the study of merchant
behavior within the recommender systems.

3.4.3 Recommendation Algorithm

Recommendation algorithms also constitute a criti-
cal component in the simulation of recommender
systems. In RecInter, we have integrated a vari-
ety of algorithms, including random, most popular,
LightGCN (He et al., 2020), MultVAE (Liang et al.,

2018), and MF (Koren et al., 2009). This module
is designed to be flexible and extensible, allowing
for the incorporation of custom recommendation
algorithms as well. These algorithms aim to rec-
ommend items that users are likely to be interested
in, thereby enhancing user satisfaction and engage-
ment within the simulation.

3.5 Behavior Simulation Training

We adopt a Chain-of-Thought (CoT) fine-tuning
approach to enhance the reliability of agent sim-
ulation in recommender systems. To construct
our training dataset, we used GPT-4o as the base
model and ran RecInter multiple times, guiding
the model to “think-then-act”. This process gener-
ated a substantial number of simulated interactions
enriched with CoT reasoning. To ensure the quality
of the data, we implemented a multi-stage filtering
pipeline consisting of four key components: (1)
Format Filter: Ensures that the model outputs con-
form to the required structural format. (2) Prefer-
ence Filter: Verifies alignment between the agent’s
simulated actions and the user’s actual preferences
by leveraging real user interaction data. Specifi-
cally, we check whether positively interacted items
appeared in the user’s real interactions and whether
negatively interacted items did not. (3) LLM Filter:
Utilizes LLM to assess the plausibility and consis-
tency of the simulated outputs. (4) Human Filter:
Involves manual verification to further ensure data
quality.

Following this pipeline, we curated a high-
quality dataset comprising 5,295 CoT enhanced
samples. We then fine-tuned the Qwen-2.5-7B-
Instruct model, resulting in the base model that
achieved the best simulation performance. The
fine-tuning setting is provided in the Appendix A.4.

4 Experiment

4.1 Simulation Credibility

Settings We employ the fine-tuned Qwen2.5-7B-
Instruct as the default base model for Reclnter.
By default, the recommendation algorithm used
is LightGCN, with 10 time steps and 1,000 user
agents. The GoogleLocal serves as the default
dataset. Additional experimental settings and varia-
tions will be specified in subsequent each sections.
Baselies Our baselines include RecAgent (Wang
et al., 2025), AgentdRec (Zhang et al., 2024),
SimUSER (Bougie and Watanabe, 2025). Please
refer to Appendix A.2 for more details.
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4.1.1 Metric-Based Evaluation

This part of the experimental setup follows the
evaluation used in Zhang et al. (2024). In the exper-
iments, 1,000 agents provide feedback on 20 ran-
dom items. These 20 items consist of both really
interacted and non-interacted items by the users,
mixed in a 1 : m ratio. Each agent selects the
items they are interested in. Based on the correct-
ness of the agents’ selections, we compute eval-
uation metrics such as Accuracy, Precision, Re-
call, and F1 Score. Experiments are conducted on
three real-world datasets: Google Local (Li et al.,
2022), MovieLens (Harper and Konstan, 2015),
and AmazonBook (McAuley et al., 2015). The pre-
processing steps for datasets are described in the
Appendix A.1. All experimental results are showed
in Table 1. The experimental results demonstrate
that our approach outperforms existing methods
across all datasets, indicating that the proposed
Multidimensional User Profiling and Behavior Sim-
ulation Training significantly enhance the accuracy
of user simulation in recommender systems.

4.1.2 LLM-Based Evaluation

To address the limitations of metric-based evalu-
atios in capturing complex agent behaviors, we
introduce an LL.M-based evaluation that assesses
performance across the entire simulation process.
The detailed experimental procedures are provided
in the Appendix B.6. The complete results are pre-
sented in Table 5. As shown, our method achieves
a most higher Adjusted Win Rate of 0.6917. To
further validate the reliability of our LLM-based
evaluation method, we conducted a human evalua-
tion study in Appendix B.7.

4.1.3 Macro-Level Evaluation

In addition to assessing the simulation credibility
from the perspective of the user agent, we further
evaluated the overall credibility of the simulation
by comparing the alignment between the real data
and simulation results in terms of the distribution
of actions and items.

Actions Distribution We conducted a comparative
analysis of behavioral distributions between real
users and simulated agents across three represen-
tative actions: like, dislike, and review. Real user
data was extracted from the GoogleLocal dataset,
while simulated agent data was obtained by execut-
ing a full simulation process and then collecting
the corresponding actions statistics. As shown in
Figure 3, the distribution patterns between the two

0.7 - 0.6690
0.6242

0.6 1
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0.4+

0.3337

0.3 7 0.2559

Probability

0.2
0.1+ 0.0750
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Interaction Type
Real Users (Ground Truth) Simulated Agents (Our Model)

Figure 3: Comparison of actions distribution.

groups are generally aligned.

Items Distribution We also examined differences
in items popularity between real users and simu-
lated agents. For real users, we identified the top-10
most popular items from the GoogleLocal dataset
and computed their frequency distributions. Sim-
ilarly, for the simulated agents, we analyzed the
top-10 most frequently interacted items based on
the simulation results. As shown in Figure 11, five
out of the top six most popular items overlapped
between the two groups, and the overall popularity
distributions showed a high degree of similarity.

4.2 Impact of Interaction Mechanism

This part of the experiment shows that introducing
an interaction mechanism significantly affects the
evolutionary process of recommender system sim-
ulation, highlighting its indispensable role in the
simulation. In Section 4.2.1 and Section 4.2.2, we
investigate the impact of the presence or absence
of interaction and malicious interaction on the sim-
ulation evolutionary process. In the Appendix B.1,
we demonstrate that the interactive attitude of mer-
chants also shapes this process.

4.2.1 Impact of the Presence or Absence of
Interaction

We conducted two simulations: one incorporating
an interaction mechanism and the other without it,
while keeping all other settings same. The goal was
to observe differences in the simulated evolution-
ary process between the two simulations, focusing
on the changes in the number of likes received by
two restaurants—McDonald’s and Denny’s. Mc-
Donald’s represents the most popular option, while
Denny’s is considered moderately popular. The
statistical results are presented in the Figure 4.
The findings indicate a significant difference in
the likes for McDonald’s under the two simulation
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GoogleLocal MovieLens AmazonBook
Method Accuracy Precision Recall F1 Score | Accuracy Precision Recall F1 Score | Accuracy Precision Recall F1 Score
RecAgent (1:1) 0.5643 0.5832  0.5342  0.5576 0.5807 0.6391 0.6035  0.6205 0.6035 0.6539  0.6636  0.6587
RecAgent (1:3) 0.5012 0.6134 03765  0.4666 0.5077 0.7396  0.3987  0.5181 0.6144 0.6676  0.4001  0.5003
RecAgent (1:9) 0.4625 0.6213  0.1584  0.2523 0.4800 0.7491 0.2168  0.3362 0.6222 0.6641 0.1652  0.2647
Agentd4Rec (1:1) | 0.6281 0.6134  0.6223  0.6178 0.6912 0.7460  0.6914  0.6982 0.7190 0.7276  0.7335  0.7002
Agentd4Rec (1:3) | 0.6012 0.6456  0.3905  0.4866 0.6675 0.7623  0.4210  0.5433 0.6707 0.6909  0.4423  0.5098
AgentdRec (1:9) | 0.5786 0.6631 0.2042  0.3112 0.6175 0.7753  0.2139  0.3232 0.6617 0.6939  0.2369  0.3183
SimUSER (1:1) 0.6823 0.6312  0.6754  0.6526 0.7912 0.7976  0.7576  0.7771 0.8221 0.7969  0.7841  0.7904
SimUSER (1:3) 0.6489 0.6624  0.3893  0.4904 0.7737 0.8173  0.5223  0.6373 0.6629 0.7547  0.5657  0.6467
SimUSER (1:9) 0.6042 0.6923  0.2187  0.3324 0.6791 0.8382  0.3534  0.4972 0.6497 0.7588  0.3229  0.4530
RecInter(1:1) 0.7143 0.6646  0.7057  0.6854 0.7947 0.8092  0.7595  0.7812 0.8302 0.8049  0.7901  0.7975
RecInter(1:3) 0.6753 0.7038  0.4312  0.5357 0.7852 0.8236  0.5474  0.6476 0.6804 0.7651 0.5813  0.6614
RecInter(1:9) 0.6218 0.7580 0.2508  0.3769 0.6869 0.8391 0.3638  0.5054 0.6634 0.7631 03214 0.4547

Table 1: Metric-based comparison of simulation credibility across different methods with the best results highlighted
in bold. Our approach achieves superior performance compared to baselines across all datasets.

(a) McDonald's Likes Growth (b) Denny's Likes Growth

—@— With Interaction
500 Without Interaction

With Interaction
Without Interaction

Likes Count
8
8

Divergence point 20
(t=3)

2 4 6 8 10 2 4 6 8 10

Time Steps Time Steps

Figure 4: Impact of interaction mechanism on likes.

conditions. In the simulation with the interaction
mechanism, McDonald’s received a substantially
higher number of likes by the end of the simulation.
More specifically, from time step t = 3 onward, the
increase in likes for McDonald’s became notably
greater in the interaction-enabled simulation. This
can be attributed to a surge in likes, sales, and re-
views for McDonald’s at that point, which likely
influenced agents to favor McDonald’s more fre-
quently. In contrast, the difference between the two
simulations for Denny’s was relatively minor. This
suggests that Denny’s had insufficient attention in
the early stages of the simulation, thereby exerting
limited influence on the later stages. Additionally, a
case study on agent responses in the Appendix C.3
further demonstrates that the interaction influences
user decision-making during the simulation.

4.2.2 Impact of Malicious Interaction

We further investigated the impact of malicious in-
teraction on the evolution of the simulation. Specif-
ically, at time step t = 5, we introduced three mali-
cious reviews targeting McDonald’s. By compar-
ing the trends in user likes, purchases, and reviews
with or without the introduction of these reviews,
we aimed to assess their influence on user behavior.
The results are presented in the Figure 5. Com-

pared to the scenario without malicious reviews,
the inclusion of such reviews led to a noticeable
deceleration in the growth of likes, purchases, and
reviews. These findings suggest that malicious
reviews can significantly influence user decision-
making, which aligns with real-world observations.

4.3 Ablation Study

In the ablation study, we evaluate the contributions
of the Multidimensional User Profiling and Behav-
ior Simulation Training modules. The experimental
setup follows the same configuration as described
in Section 4.1.1 with the parameter m set to 1.
The w/o personalization variant directly uses LLM
to summarize the user’s profile from 60 sampled
history interactions. The w/o training variant em-
ploys an untrained Qwen-2.5-7B-Instruct as the
agent. As shown in the Table 2, RecInter achieves
the best performance, indicating that both Multidi-
mensional User Profiling and Behavior Simulation
Training play critical roles in enhancing the realism
of user behavior simulation. In the Appendix B.4,
we conduct ablation studies by replacing differ-
ent base models, demonstrating that our fine-tuned
model achieves the best performance. Furthermore,
Appendix B.5 evaluate the impact of different rec-
ommendation algorithms and show that a effective
recommendation strategy significantly enhances
the engagement of simulated users on the platform.

Method Accuracy Precision Recall F1 Score
w/o personalization 0.5733 0.5865 0.5641  0.5601
w/o training 0.6715 0.6229  0.6732  0.6471
RecInter 0.7143 0.6646  0.7057  0.6854

Table 2: Ablation study results over 2 variants.

4.4 Phenomenon Observation

In Section 4.4.1 and Section 4.4.2, we reproduced
the phenomena of Brand Loyalty and Matthew Ef-
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Figure 5: Impact of malicious interaction on the cumulative number of likes for McDonald’s.
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Figure 6: Distribution of user interactions across items.

fect. We also analyzed Conservative Behavior phe-
nomenon through the reviews of simulated user in
the Appendix B.2.

4.4.1 Brand Loyalty

We analyzed the proportion of interactions each
item received at the final stage of the simulation rel-
ative to the total number of interactions, as shown
in Figure 6. The results indicate that brand-related
items were significantly more popular, with Mc-
Donald’s and Starbucks accounting for 15.2% and
11.7% of all interactions respectively. This suggests
the presence of Brand Loyalty among the simulated
users. To further investigate this observed Brand
Loyalty, we conducted an additional experiment.
Specifically, we replaced the brand name “McDon-
ald’s” with a fictitious name “Stack Shack” while
keeping all other attributes of the item, including
its recommendation probability, unchanged. The
purpose was to examine whether altering the brand
name would influence user’s choice. As shown in
Figure 7(a), the number of likes for the item de-
creased substantially after the brand modification.

4.4.2 Matthew Effect

In Section 4.2.1, we showed that adding an interac-
tion mechanism makes users more likely to choose
items that received positive feedback earlier. This

(a) Brand Loyalty (b) Matthew Effect

600
McDonald's (Original) Panda Express (Boosted)
500 Stack Shack (Fictitious) 150 Panda Express (Original)
Difference Difference
125
400
100
300

Likes Count
Likes Count

Final Diflerence:
75 105 likes

200 50

100 25

0

12 3 4 5 6 7 8 9 10 O12345678910

Time Steps Time Steps

Figure 7: The phenomenon observation of Brand Loy-
alty and Matthew Effect.

makes those items more popular over time, which
is an example of the Matthew Effect. To further test
this effect in our simulation, we did another exper-
iment. We chose Panda Express because it had a
medium level of popularity. Before the simulation
started, we gave it three positive reviews and set its
initial sales to 100. We wanted to see if this would
increase its number of likes. As shown in the Fig-
ure 7(b), this manual boost did lead to more likes
for Panda Express. This shows that users prefer
popular items, supporting the idea that the Matthew
Effect exists in our simulation.

5 Conclusion

We introduced ReclInter, an agent-based simula-
tion platform featuring a novel interaction mech-
anism. In RecInter, User actions and merchant
replies dynamically reshape item attributes, ad-
dressing a critical gap in prior simulations. By
integrating Multidimensional User Profiling, ad-
vanced agent architecture, and Chain-of-Thought
fine-tuned LLM, ReclInter achieves significantly
improved simulation credibility. Our experiments
highlight that this dynamic interaction is pivotal
for realistically modeling system evolution and ob-
serving emergent phenomena like Brand Loyalty
and the Matthew Effect. These capabilities posi-
tion ReclInter as a valuable and credible testbed
for recommender systems research.
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6 Limitations & Potential Risks

Several limitations warrant consideration regard-
ing the current platform’s capabilities. Firstly, the
depth of user profiling, while multidimensional, re-
lies on LLMs for generating subjective and inferred
profiles. Despite efforts to mitigate hallucinations,
the inherent biases and comprehension limitations
of LLMs may affect the accuracy and completeness
of these profiles, potentially failing to fully cap-
ture the nuanced complexity of human preferences.
Secondly, the user agents operate within a prede-
fined action space (e.g., like, review, purchase).
Although this set of actions is rich, it remains fixed,
whereas real-world user behavior can be more cre-
ative, emergent, or extend beyond these predefined
categories. Lastly, the platform’s interaction model
primarily focuses on user-item, merchant-item, and
merchant-user dynamics. Consequently, other sig-
nificant forms of interaction prevalent in real-world
recommendation ecosystems, such as user-to-user
social influence, community dynamics, or the im-
pact of external events, are not explicitly modeled
in the current implementation. Bias propagation
remains a risk. Biases present in these sources (e.g.,
demographic underrepresentation in historical data,
inherent biases in the pre-trained LL.Ms) could be
inadvertently amplified within the simulation.
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A Experiment Setting

A.1 Dataset Preprocessing

For the MovieLens (Harper and Konstan, 2015)
and AmazonBook (McAuley et al., 2015) datasets,
we followed the preprocessing procedures used by
Agentd4Rec (Zhang et al., 2024). In the case of the
GoogleLocal (Li et al., 2022) dataset, we first fil-
tered items related to the restaurant domain within
the California region. We then selected users with
an interaction history longer than 300 and items
having more than 10 interactions. The resulting
subset constitutes the GoogleLocal dataset used in
our experiments.

A.2 Baseline Details

RecAgent (Wang et al., 2025): RecAgent uses
LLM-powered agents, each with a profile, memory,
and action module, to simulate diverse user behav-
iors in a recommendation sandbox environment.
Agentd4Rec (Zhang et al., 2024): Agent4Rec
simulates users for recommendation systems us-
ing LLM-powered agents that have profiles de-
rived from real-world data and perform taste and
emotion-driven actions.

SimUSER (Bougie and Watanabe, 2025):
SimUSER creates user personas from historical
data, then having LLM-powered agents equipped
with these personas, perception, memory, and a
decision-making brain module interact with the
system.

A.3 Specific Hyperparameter Setting in
Memory Module

In our implementation of the memory module, we
set the hyperparameters « and ( to 0.7 and 0.3,
respectively. The value of  is set to 0.2, while 6,
and 6. are set to 25 and 5, respectively.

A.4 Fine-tuning Setting

The fine-tuning phase was conducted using 4
NVIDIA A100 GPUs. The batch size is set to 8 per
device and the learning rate in the cosine learning
rate scheduler is 1.0e-4 over three epochs. LoRA
was applied to all linear modules while LoRA rank
is set to 8 and LoRA alpha is set to 16. The dataset
was divided into a training set and a validation set
at a ratio of 9:1. We select the model that achieves
the best performance on the validation set as the
final trained model.
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Figure 8: Impact of merchant reply on likes count.

A.5 Base Model Setting

For closed-source large language models, we ac-
cess them via the official API, configuring the tem-
perature to O, top-p to 1, and setting both the fre-
quency penalty and presence penalty to 0. For
open-source models, we deploy them locally us-
ing vllm, and the API parameter configurations are
consistent with closed-source models.

B Supplementary Experiments

B.1 Impact of Merchant Reply

Thanks to the design of our interaction mechanism,
it becomes feasible to investigate the impact of mer-
chant decision-making on recommendation system
simulation. In this experiment, we selected Mc-
Donald’s as the focal case due to its high level of
popularity. We designed three types of merchant
response attitudes: (1) merchant who do not re-
spond to user reviews; (2) merchant who actively
engage with users in order to defend their brand
and interests; and (3) merchant who respond nega-
tively, potentially engaging in verbal conflicts with
users. Our objective is to examine how these three
distinct response strategies adopted by McDonald’s
influence the likes of its products within the recom-
mendation system simulation.

As shown in the Figure 8, merchants who ac-
tively respond to user reviews can significantly in-
crease the number of likes their store receive. At
the end of the simulation, the store from merchant
with positive responses received 164 and 63 more
likes compared to those with negative or no re-
sponses, respectively. This significant difference
demonstrates that the responsiveness of merchants
has a notable impact on the popularity of their store.
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Figure 9: Comparison of compound sentiment score
between real reviews and simulation reviews.

B.2 Conservative Behavior

We conducted an analysis comparing reviews gen-
erated by simulated users and those from real users.
By randomly sampling 1,000 reviews from both
the real-world dataset and the simulated dataset,
we applied the VADER sentiment analysis tool to
compute the Compound Sentiment Scores. The
results, as shown in the Figure 9, indicate that
both groups of reviews exhibit a similar overall
sentiment pattern: predominantly positive, with
relatively few negative reviews, and a higher pro-
portion of positive over neutral reviews. However,
simulated users demonstrated a significantly higher
tendency to leave positive reviews. We attribute
this to the ethical alignment mechanisms in large
language models, which encourage more cautious
and friendly responses, reflecting the conservative
behavior of simulated user. Additionally, we gen-
erated word clouds for both reviews shown in Fig-
ure 10. The results reveal that real user reviews
tend to be more colloquial and feature concentrated
vocabulary, whereas simulated users prefer more
formal and structured expressions. Future work
could focus on refining simulated user behavior to
better mimic authentic user reviews.

B.3 Items Distribution Comparison

The detailed items distribution comparison between
reality and simulation for GoogleLocal dataset is
shown in Figure 11.

B.4 Impact of Base Model

We maintained the same configuration as 4.1.1,
setting m = 1 and experimented with different
base models. The results are presented in Table 3.

Word Cloud - Real Reviews Word Cloud - Simulation Reviews

Figure 10: The word clouds of real reviews and simula-
tion reviews.
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Figure 11: Items distribution comparison between real-
ity and simulation for GoogleLocal dataset.

It can be observed that the choice of base model has
a certain impact on the final performance; closed-
source models such as GPT-4o generally achieve
higher accuracy compared to open-source models.
However, our fine-tuned model achieved the best
results, indicating that our fine-tuning approach can
significantly enhance the simulation accuracy of
open-source models.

Model Accuracy Precision Recall F1 Score
Llama3-8B-Instruct 0.6605 0.6138  0.6697  0.6406
Llama3.1-8B-Instruct 0.6696 0.6214  0.6721  0.6458
Qwen2.5-7B-Instruct 0.6715 0.6229  0.6732  0.6471
Qwen3-8B 0.6824 0.6214  0.6833  0.6509
Gemma2-9B-It 0.6632 0.6172  0.6702  0.6426
Qwen2.5-14B-Instruct 0.6831 0.6342  0.6673  0.6503
GPT-40-mini 0.6852 0.6307  0.6833  0.6559
GPT-40 0.6924 0.6319  0.6889  0.6592
GPT-4.1 0.6921 0.6284  0.6899  0.6577
Llama-3-8B-Instruct(finetuned) 0.7128 0.6634 0.7025 0.6824
Qwen2.5-7B-Instruct(finetuned) 0.7143 0.6646 0.7057  0.6845

Table 3: Simulation result of RecInter with different

base models.

B.5 Imapct of Recommendation Algorithm

We investigated the impact of different recommen-
dation algorithms within the ReclInter in this ex-
periment. Specifically, we experimented with five
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recommendation algorithms: Random, Most Popu-
lar, MF (Koren et al., 2009), LightGCN (He et al.,
2020), and MultVAE (Liang et al., 2018). After the
simulation ended, we collected statistics on user
actions, including the number of Like, Purchase,
Review, and Dislike. A higher number of Likes,
Purchases, and Reviews, along with fewer Dislikes,
is indicative of greater user satisfaction with the
platform. The experimental results are presented
in the Table 4. As observed, LightGCN achieved
the best performance in terms of user satisfaction,
while the Random algorithm resulted in the poorest
performance. Overall, the effectiveness of the rec-
ommendation algorithms exhibited a positive cor-
relation with user satisfaction, aligning well with
real-world expectations.

Algorithm Like Purchase Review Dislike
Random 2297 127 843 455
Pop 2937 195 908 425
MF 3041 273 1038 415
MultVAE 3134 264 1018 373
LightGCN 3246 282 1242 364

Table 4: Overall performance of RecInter with different
recommendation algorithms.

B.6 LLM-Based Evaluation Details

We first run a full simulation, randomly sample 100
agents, and retrieve their associated memories to
construct representative agent simulation samples.
An LLM then evaluates these samples based on
behavioral logic and alignment with the user’s pro-
file to assess simulation reliability. Following prior
work (Zheng et al., 2023; Liu et al., 2024a; Fu et al.,
2024), we adopt a pairwise evaluation strategy us-
ing a Judge Agent (GPT-40). Each pair of sam-
ples from different method is evaluated twice with
swapped order to reduce bias. A win is counted
only if one method is consistently preferred in both
orders; otherwise, the result is a tie. Finally, we
report the number of Wins, Ties, Losses, and com-
pute the Adjusted Win Rate for comparison:

Adjusted Win Rate =
Win Counts + 0.5 - Tie Counts
‘Win Counts + Loss Counts + Tie Counts

B.7 Human Evaluation Study for LLM
Evaluation

To further substantiate the reliability of our LLM-
based evaluation, we conducted a human evalua-

Method Win Loss Tie

RecAgent 12 216 72
Agent4dRec 114 77 109
SimUSER 106 54 140

Reclnter 143 28 129

Win Rate Loss Rate Adjusted Win Rate

0.0400 0.7200 0.1600
0.3800 0.2567 0.5617
0.3533 0.1800 0.5867
0.4767 0.0933 0.6917

Table 5: LLM-Based simulation credibility comparison
of different methods.

tion study. From the pairs evaluated by the GPT-40
Judge Agent, we randomly selected a subset of 30
distinct pairs of agent simulation samples. These
pairs were presented to three human evaluators
with expertise in agent-based simulation. The three
evaluators were all graduate students conducting
research in the field of artificial intelligence. The
evaluators were provided with the same instruc-
tions and criteria as the Judge Agent: to assess
which sample in the pair demonstrated more re-
alistic behavioral logic and better alignment with
the associated user profile. Evaluators made inde-
pendent judgments, and we used a majority vote
to determine the human-preferred sample for each
pair. We then compared the human consensus judg-
ments with the GPT-40 Judge Agent’s decisions for
these 30 pairs. As shown in Table 8,We observed
a high degree of agreement, with the LLM’s judg-
ments aligning with the human majority vote in 26
out of 30 cases (86.7% agreement). This strong
correlation between human and LLM evaluation
lends significant credibility to our LLM-based eval-
uation.

C Case Study

C.1 Subjective Profile Case

A case of Subjective Profile is shown in the Fig-
ure 12.

C.2 Inferred Profile Case

A case of Inferred Profile is shown in the Figure 13.

C.3 Agent Response Case

We conducted an analysis of the agent responses
after completing the full simulation. The Figure 14
illustrates the response case of simulated 426-th
agent at time step 3. Although McDonald’s does
not align with the agent’s dining preferences, the
agent ultimately decided to make a purchase due
to its high number of positive reviews and strong
sales performance. This response case highlights
how the interaction mechanism can influence user
decision-making again.
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Taste preferences:
* Classic American flavors
* Fast foodstaples
¢ Comfort foods like barbecue
* Bold and rich seasoning styles
Consumption budget_range: $10-$30
Scenario preferences:
e Family-friendly restaurants
* Casual dining
* Quick service options
Consumption habits:
* Values convenience
* Appears to frequent family-friendly or
casual chains
e Occasional focus on traditional or
nostalgic favorites

Figure 12: A case of Subjective Profile.

Q

Estimated age_range: 35-50
Occupation type: Middle-management professional
Income level: Middle income
Life status: Possibly married with older children
Price sensitivity: Moderate; values quality but
comments on price and value occasionally
Quality consciousness: Moderate; often comments
on cleanliness and service standards
Service preferences:

* Friendly and efficient service

* Attention to details like cleanliness

* Proactive assistance
Points of concern:

* Cleanliness

* Value for money

* Service quality
Review language style:

* Casually critical

e Detail-oriented

* Occasionally humorous

* Objective but firm

* Expresses nostalgia or disappointment when

standards aren't met

Figure 13: A case of Inferred Profile.

'9

22
Reason: I have a strong preference for high-quality
dining experiences, especially in seafood and Italian
cuisine. McDonald's and In-N-Out Burger are both
fast food options that I find reliable for quick bites,
but they
However, the feviews about McDonald’s are
overwhelmingly positive, highlighting the quality of
the food and friendly service. And the §ale§ are also
very 800d. So, I will make a purchase try for it",

Action:

[{

"name": "purchase product",
"arguments": {
"product_id": 4, #McDonald’s
"purchase_num": 1
}
1]

Figure 14: A case of agent response.

D Prompts
D.1 Subjective Profile Prompt

The prompt used in Subjective Profile is shown in
Table 6.
D.2 Inferred Profile Prompt

The prompt used in Inferred Profile is shown in
Table 7.
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Please analyze and summarize the user’s profile based on the following interaction history between
the user and items. Output in JSON format, including the following aspects :

Taste preferences
Consumption budget range
Price sensitivity

Scenario preferences
Consumption habits

The output must be in the following JSON format:

{

"reason”: "Please explain in detail the analysis process and the basis for
your conclusions”,

"profile”: {

nn

"consumption_budget_range": ,
"scenario_preferences”: [],
"consumption_habits"”: [],
"taste_preferences”: [1,
}

}

Interaction History: {input data}

Table 6: The prompt used in Subjective Profile.
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Please thoroughly analyze the interaction history between the user and each item, with particular
attention to the specific expressions in the user’s reviews. From the reviews and items information,
mine and summarize the following:

1. Basic user characteristics:
Estimated age range
Possible occupation type
Estimated income level
Life status (single/married/with children)

2. Consumption patterns:
Price sensitivity
Quality consciousness
Service preferences
Points of concern

3. Review language style:
Summarize the user’s language style in reviews (e.g., formal, casual, humorous, critical, concise,
detailed, emotional, objective, etc.)

Please form a comprehensive user profile based on this information. When there is insufficient
information to make a judgment, please output "unknown" for that item.

The output must be in the following JSON format:

{
"reason”: "Please explain in detail the analysis process and the basis for

your conclusions”,
"profile”: {
"estimated_age_range": "",
"possible_occupation_type": "",
"estimated_income_level”: "",
"life_status”: "",
"price_sensitivity”: "",
"quality_consciousness”: "",
"service_preferences”: [],
"points_of_concern”: [],
"review_language_style": []
}

}

Interaction History with Reviews: {input data}

Table 7: The prompt used in Inferred Profile.
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Pair ID Evaluator 1 Evaluator 2 Evaluator3 Human Consensus (Majority) GPT-40 Judge Agent

Agreement (Human vs. GPT-40)

1 A A A A A Yes
2 B A B B B Yes
3 A B A A A Yes
4 B B B B B Yes

5 A A B A A Yes

6 B B A B B Yes

7 A A A A A Yes

8 B A B A No

9 A B A A A Yes
10 B A B B B Yes
11 A A B A A Yes
12 B B A B B Yes
13 A A A A A Yes
14 B B B B B Yes
15 B A B B A No
16 B A B B B Yes
17 A A B A A Yes
18 B B A B B Yes
19 A A A A A Yes
20 B B B B B Yes
21 A B A A A Yes
22 B A B B B Yes
23 A A B A A Yes
24 B B A B B Yes
25 A A A A A Yes
26 B A B B B Yes
27 A A B A B No
28 B B B B B Yes
29 A B A A B No
30 A B A A A Yes

Total Agreements: 26/30 (86.7%)

Table 8: Detailed human evaluation study results.
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