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Abstract

Low-rank adaptation (LoRA) efficiently adapts
LLMs to downstream tasks by decomposing
LLMs’ weight update into trainable low-rank
matrices for fine-tuning. However, the random
low-rank matrices may introduce massive task-
irrelevant information, while their recomposed
form suffers from limited representation spaces
under low-rank operations. Such dense and
choked adaptation in LoRA impairs the adap-
tation performance of LLMs on downstream
tasks. To address these challenges, this pa-
per proposes OHoRA, an orthogonal high-rank
adaptation for parameter-efficient fine-tuning
on LLMs. According to the information bot-
tleneck theory, OHoRA decomposes LLMs’
pre-trained weight matrices into orthogonal ba-
sis vectors via QR decomposition and splits
them into two low-redundancy high-rank com-
ponents to suppress task-irrelevant informa-
tion. It then performs dynamic rank-elevated
recomposition through Kronecker product to
generate expansive task-tailored representation
spaces, enabling precise LLM adaptation and
enhanced generalization. OHoRA effectively
operationalizes the information bottleneck the-
ory to decompose LLMs’ weight matrices into
low-redundancy high-rank components and re-
compose them in rank-elevated manner for
more task-tailored representation spaces and
precise LLM adaptation. Empirical evaluation
shows OHoRA’s effectiveness by outperform-
ing LoRA and its variants and achieving com-
parable performance to full fine-tuning with
only 0.0371% trainable parameters.

1 Introduction

Fine-tuning has become a highly effective approach
to align Large Language Models (LLMs) with task-
specific behaviors and boost their performance on
target tasks, as LLMs demonstrate strong gener-
alization capabilities across multiple tasks (Kong
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Figure 1: (a) Performance of LLaMA-3.1-8B-I on
GSM8K. (b) Rank comparison of ∆W among LoRA,
HiRA, Full FT, and the proposed OHoRA.

et al., 2024; Liu et al., 2024a; Dong et al., 2024;
Tian et al., 2024). However, with model size signif-
icantly increasing, the computational cost of fine-
tuning becomes prohibitively expensive. To ad-
dress these issues, Parameter efficient fine-tuning
(PEFT) methods (Lester et al., 2021; Li and Liang,
2021a,b; Hu et al., 2022) have been proposed to
adapt LLMs by updating only a small number of
parameters. Among them, LoRA (Hu et al., 2022)
has become the most widely adopted PEFT ap-
proach because of its easy deployment and strong
performance comparable to full fine-tuning.

However, previous studies (Tian et al., 2024;
Jiang et al., 2024; Huang et al., 2025) have
demonstrated that LoRA and its variants (Dettmers
et al., 2023; Kopiczko et al., 2024) struggle with
complex tasks. One key limitation is that the
weight update ∆W is approximated by the prod-
uct of two low-rank matrices, A and B, such
that ∆W = AB. This inherently constrains
∆W to low-rank updates, since rank(∆W ) ≤
min{rank(A), rank(B)}, and leads to reduced
expressiveness. Recent work has sought to over-
come this limitation by increasing the rank of ∆W .
RandLoRA (Albert et al., 2025) represented ∆W
as a sum of multiple fixed random low-rank fac-
tor pairs to achieve full-rank adaptation. HiRA
(Huang et al., 2025) used the frozen W0 in LLMs
as a predefined high-rank matrix and combined it
with the Hadamard product to realize high-rank
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adaptation. Although these methods successfully
enrich the expressiveness of ∆W , non-trainable
random matrices cannot directly interact with spe-
cific tasks and introduce task-irrelevant redundant
information. The incorporation of rich prior knowl-
edge from W0 provides important guidance for
downstream adaptation; however, not all such prior
knowledge contributes positively to task-specific
performance. Figure 1 further demonstrates that
inclusion of W0 achieves a high-rank update com-
parable to full fine-tuning, yet model performance
remains inferior to that of LoRA due to the intro-
duction of task-irrelevant redundant information.
Consequently, due to the misalignment between the
random matrices or model priors and target task,
current static high-rank structures may introduce
task-irrelevant redundant information undermining
performance despite achieving high rank.

Combining the above observations, inspired by
Information Bottleneck (IB) theory (Tishby et al.,
2000), which explicitly decomposes input represen-
tations to remove task-irrelevant redundancy and
then recomposes the most task-tailored informa-
tion, this paper proposes OHoRA, an orthogonal
high-rank parameter-efficient adaptation method.
Specifically, given the frozen W0, OHoRA decom-
poses W0 into two low-redundancy high-rank com-
ponents via an orthogonal redundancy-elimination
scheme based on QR decomposition to minimize
the introduction of task-irrelevant information. It
then performs dynamic rank-elevated recomposi-
tion through Kronecker product to generate expan-
sive task-tailored representation spaces, enabling
precise LLM adaptation and enhanced generaliza-
tion. Additionally, OHoRA optimizes the computa-
tion of Kronecker product to reduce training costs.
Extensive experiments on commonsense reasoning,
mathematical reasoning, code generation, cross-
task NLU, and multi-turn dialogue tasks validate
the effectiveness of OHoRA. In conclusion, this
paper makes the following contributions:

• OHoRA pioneers an information bottleneck-
driven high-rank adaptation paradigm for
LLMs. It operationalizes the information bot-
tleneck theory to decompose LLMs’ weight
matrices in redundancy-elimination manner
and then recompose them in rank-elevated
manner. It efficiently performs precise adapta-
tion from cluttered representation spaces to ex-
pansive task-tailored ones with only 0.0371%
trainable parameters.

• This paper designs an efficient optimization
algorithm for Kronecker product in dynamic
rank-elevated recomposition. It reduces the
computational complexity from O(mn) to
O(r(m+n)) and memory usage from O(mn)
to O(r2).

• This paper conducts extensive experiments
on various downstream tasks to validate the
effectiveness of OHoRA.

2 Related Work

PEFT methods are proposed as a solution to
the challenges of catastrophic forgetting, overfit-
ting, and substantial computational overhead when
adapting LLMs to downstream tasks. These meth-
ods typically freeze the original model weights and
add a few additional trainable parameters to achieve
adaptation and have been developed into three main
categories: LoRA-based, Adapter-based and Soft
Prompt-based approaches. This paper mainly fo-
cuses on LoRA-based methods. Related work on
adapter-based and soft prompt-based methods is
provided in Appendix C.
Low-rank adaptation LoRA (Hu et al., 2022)
modeled the weight change ∆W as the product
of two low-rank matrices, i.e., ∆W = AB without
altering the model architecture or introducing infer-
ence delay. Following LoRA, AdaLoRA (Zhang
et al., 2023) dynamically adjusted the rank in each
model layer allowing fine-grained adaptation to tar-
get task. DoRA (Liu et al., 2024b) used weight
normalization to decompose ∆W into a magnitude
component to learn the scale of ∆W , and a di-
rection component, which plays the same role in
LoRA. OLoRA (Büyükakyüz, 2024) maintained
the same architecture as LoRA and initialized two
low-rank matrices leveraging orthonormal matrices.
RandLoRA (Albert et al., 2025) used learned linear
combinations of random low-rank matrices to per-
form full-rank updates. HiRA (Huang et al., 2025)
applied Hadamard product to increase the rank of
updated matrices and enhanced the model’s expres-
sive power. Unlike LoRA and its successors, which
constrain the update of ∆W in low-rank form or
rely on static high-rank structures to enhance ex-
pressiveness, OHoRA avoids the task-irrelevant
redundancy from random or predefined high-rank
information and uses Kronecker product to improve
model expressiveness while dynamically updating
high-rank matrices to better adapt to target tasks.
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(a) Orthogonal Redundancy-Elimination (b) Dynamic Rank-elevated Recomposition

Figure 2: The overall structure of OHoRA: (a) Perform QR decomposition on W0 and select the top 2 × rhigh
non-redundant essential subspaces ranked by wk · qk, where rhigh is the largest common divisor of both m and n,
constrained by rhigh ≤ min{√m,

√
n}. (b) Initialize Ahigh and Bhigh from the selected essential subspaces, and

use Kronecker product to achieve dynamic rank-elevated recomposition to generate a task-tailored high-rank ∆W .

Overview of Information Bottleneck (IB) theory.
The IB theory seeks a compact representation T
of the input X that discards those aspects of X
unhelpful (task-irrelevant noise) for predicting the
target Y . Formally, it optimizes

min
p(t|x)

I(X;T )− βI(T ;Y ), (1)

where I(X;T ) measures how much of the original
input information is retained; I(T ;Y ) measures
how well T predicts the target. By minimizing
this objective, IB theory explicitly filters out task-
irrelevant features and preserves only the informa-
tion necessary for predictions. In PEFT paradigm,
W0 is typically kept frozen. Under this setting, the
corresponding IB optimized objective in OHoRA
becomes:

min
p(∆W |Y )

I(W0;∆W )− βI(∆W ;Y ), (2)

where I(W0; ∆W ) measures how much redun-
dant information from W0 is retained in ∆W ;
I(∆W ;Y ) quantifies the contribution of ∆W to
the target task Y .

3 Methodology

3.1 OHoRA
Existing high-rank adaptation methods introduce
frozen or random high-rank matrices to compensate
for the low-rank limitations of ∆W on complex
tasks, thereby striking a trade-off between high-
rank expressivity and parameter-efficient train-
ing. However, these matrices introduce massive
task-irrelevant redundancy and degrade adapta-
tion performance. To address this issue, this pa-
per proposes OHoRA, an Orthogonal High-Rank

parameter-efficient Adaptation for LLMs. Accord-
ing to the IB theory, which decomposes irrelevant
redundant features to recompose more task-relevant
information, OHoRA decomposes W0 into two
low-redundancy high-rank components via an or-
thogonal redundancy-elimination scheme based on
QR decomposition. It then performs dynamic rank-
elevated recomposition through Kronecker product
to effectively convert high-rank information into
performance gains, enabling precise LLM adap-
tation and enhanced generalization. The overall
framework is illustrated in Figure 2. The entire
algorithm is summarized in Algorithm 1.

3.2 Orthogonal Redundancy-Elimination
Although random initialization or the incorpora-
tion of model priors grants LoRA and its variants
good generalization (Meng et al., 2024; Wang et al.,
2024), the resulting randomness or the excessive
injection of prior knowledge also introduces enor-
mous task-irrelevant redundancy, which can lead
to slow convergence and suboptimal performance
(He et al., 2025; Jiang et al., 2025). To address
these issues, this paper proposes an orthogonal
redundancy-elimination method to decompose W0

into two low-redundancy high-rank components
to suppress task-irrelevant information, inspired
by the IB theory that emphasizes the decomposi-
tion of redundant information to retain high-quality
representations (i.e., minimizing I(W0; ∆W ) in
equation (2)). This approach analyzes the redun-
dancy in W0 through orthogonal projection derived
from QR decomposition, and decomposes W0 into
two high-rank components that selectively retain
subspaces with significant impact on parameter up-
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dates.
The QR decomposition decomposes a matrix

into an orthogonal factor and a triangular factor
and can be achieved by Gram-Schmidt orthogo-
nalization. Let W = [w1, . . . , wn] ∈ Rm×n; the
Gram-Schmidt orthogonalization produces orthog-
onal factor Q = [q1, . . . , qn] ∈ Rm×n and triangu-
lar factor R ∈ Rn×n as follows:

W = [q1, · · · , qn]




w1 · q1 · · · wn · q1
0 · · · wn · q2
...

. . .
...

0 · · · wn · qn


 = QR.

(3)

And each diagonal element of R can be written as:

Rkk = wk · qk = ∥wk −
k−1∑

i=1

(wk · qi)qi∥, (4)

where
∑k−1

i=1 (wk · qi)qi can be considered as the
redundant information in wk within q1, q2, ..., qk,
the detailed procedure is provided in Appendix
A. Therefore, Rkk quantifies the magnitude of the
non-redundant information in wk after removing
its projections onto the orthogonal basis vectors
q1, q2, ..., qk. A larger value of Rkk indicates less
redundancy and contributes more significantly to
the weight update. In this way, OHoRA ranks and
filters all knowledge in the pretrained model based
on a "non-redundancy" metric Rkk, and the two

high-rank components Ahigh ∈ R
m

rhigh
×rhigh and

Bhigh ∈ R
n

rhigh
×rhighcan be constructed accord-

ing to wk·qk as follows: Let λ = [w1·q1, ..., wn·qn]
and π be a permutation of {1, 2, ..., n} such that

λπ(1) ≥ λπ(2) ≥ · · ·λπ(n). (5)

Defines the index sets as:
I1 = {π(i)|1 ≤ i ≤ rhigh}, (6)

I2 = {π(i)|rhigh < i ≤ 2rhigh}, (7)

where rhigh = max{k ∈ N+ | k ≤ min{√m,√
n}, m mod k = 0, n mod k = 0}. It max-

imizes the retention of critical information, and
enforces consistency between the dimensionality
of the Kronecker product of Ahigh and Bhigh

and that of ∆W . Let Q1 = Q:,I1 , R1 = RI1,:
and Q2 = Q:,I2 , R2 = RI2,:. Then, the low-
redundancy components are defined as:

Ahigh = Q1[:m/rhigh]R1[:,:rhigh], (8)
Bhigh = Q2[:n/rhigh]R2[:,:rhigh]. (9)

After decomposing the essential update informa-
tion of W0 into high-rank components, OHoRA
stores the remaining task-irrelevant information in
frozen Wres following (Meng et al., 2024). It pre-
serves the model’s foundational capabilities and

avoids the alteration of initial model behavior due
to non-zero initialization:

Wres = W0 −Ahigh ⊗B⊤
high. (10)

The corresponding forward process is presented as
follows:

y = Wresx+ (Ahigh ⊗B⊤
high)x. (11)

3.3 Dynamic Rank-elevated Recomposition

Though (Huang et al., 2025; Albert et al., 2025)
employ high-rank matrices to mitigate the low-
rank constraints inherent in LoRA, the misalign-
ment between the target task and non-adaptive
high-rank structures may introduce task-irrelevant
redundancy and degrade performance. To over-
come this limitation, this paper proposes a dy-
namic rank-elevated recomposition method that
transforms Ahigh and Bhigh into a expansive task-
tailored representation spaces to enable precise
LLM adaptation and enhanced generalization. In-
spired by the IB principle of dynamically recompos-
ing the most task-relevant information by updating
decomposed critical representations (i.e., maximiz-
ing I(∆W ;Y ) in equation (2)), this method al-
lows dynamic adjustment of high-rank components
guided by the target task. It then utilizes the rank-
multiplicative property of the Kronecker product
to effectively convert high-rank information into
performance gains.

Given Ahigh with entries aij and Bhigh, their
Kronecker product is defined as:

Ahigh⊗B⊤
high =




a11B
⊤
high · · · a1nB

⊤
high

...
. . .

...
am1B

⊤
high · · · amnB

⊤
high




︸ ︷︷ ︸
m×n

. (12)

As shown in (12), the Kronecker product expands
the selected core subspaces into m × n dynamic
subspaces. These dynamic subspaces eventually
constitute the expansive task-customized represen-
tation spaces, enabling the model to handle more
complex tasks. Therefore, the Kronecker product
can result in a higher rank ∆W compared to that
of LoRA:

rank(∆Wkp) = rank(Ahigh ⊗B⊤
high)

= rank(Ahigh)× rank(B⊤
high)

> rank(∆WLoRA) (13)

Given the forward process as shown in (11), we
analyze the gradients of the two high-rank compo-
nents to elucidate how OHoRA effectively lever-
ages critical model priors to achieve dynamic high-
rank recomposition. For brevity, consider a linear
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neural network employing the mean squared er-
ror loss L, and the gradients of the corresponding
high-rank components are given by:

∂L
∂Ahigh

= (y − ytrue)
(
In ⊗B⊤

high Z
)
, (14)

∂L
∂Bhigh

= (y − ytrue)
(
Ahigh Z⊤ ⊗ In

)
. (15)

where In ∈ Rn×n denotes the identity matrix, and

Z ∈ R
n

rhigh
×rhigh

= reshape(x). Expressions
(14), (15) reveal that the two high-rank components,
initialized with the low-redundancy parameter sub-
spaces that dominate model updates, can swiftly
adapt to target task based on performance signals,
and accelerate model convergence. Furthermore,
continuously updating the high-rank components
can effectively transform high-rank information
into task-tailored information and enhance model
performance on complex tasks. Finally, we adopt
the identity in (Massachusetts Institute of Technol-
ogy, 2023) to avoid the prohibitive computational
overhead incurred by Kronecker product:

(Ahigh ⊗B⊤
high)x = vec(B⊤

highZA⊤
high). (16)

3.4 Complexity Analysis
Parameter Efficiency Analysis. Given a weight

matrix W ∈ Rm×n, Ahigh ∈ R
m

rhigh
×rhigh , and

Bhigh ∈ R
n

rhigh
×rhigh , the total number of train-

able parameters in OHoRA is m
rhigh

×rhigh+
n

rhigh
×

rhigh = m + n. Consequently, unlike a LoRA
module which requires (m+n)r trainable parame-
ters for a user-specified rank r, OHoRA maintains
a fixed parameter count of m + n. Furthermore,
OHoRA inherently preserves high-rank capability
from the pre-trained model and avoids the need for
tuning the rank hyperparameter r.
Optimization of Kronecker Product. Let x ∈
Rn×1 be the input vector, and let Ahigh ∈
R

m
rhigh

×rhigh and Bhigh ∈ R
n

rhigh
×rhigh be the fac-

tor matrices. The calculation of (Ahigh ⊗B⊤
high)x

can be decomposed in two steps for execution:

1) Form C = Ahigh ⊗ BT
high ∈ Rm×n. This

requires O(mn) time and O(mn) memory.

2) Compute Cx. This also costs O(mn) time.

Using the vectorized formulation in equation (16)
to substitute the original Kronecker product, the
computation then decomposes into:

1) S = BT
highZ ∈ Rrhigh×rhigh . This requires

O(nrhigh) time and O(r2high) memory.

2) SA⊤
high. This requires O(mrhigh) time.

This vectorized formulation reduces computational
complexity from O(mn) to O(rhigh(m+ n)) and
memory usage from O(mn) to O(r2high), where
rhigh << {m,n}. In practice, OHoRA replaces
the original Kronecker product implementation
with the vectorized formulation to reduce training
time by 33% and memory usage by 27%. More
details are provided in section 5.5.

4 Experiments
In this section, we evaluate the performance of
OHoRA on various tasks. Initially, we use Com-
monsense Reasoning (Hu et al., 2023) to assess
Natural Language Understanding (NLU) abilities.
Subsequently, we evaluate dialogue, mathematical
reasoning, coding, and multi-task NLU capabilities
on different LLMs.

4.1 Baselines

We compare OHoRA with several baselines to
demonstrate its effectiveness. These baselines in-
clude vanilla LoRA (Hu et al., 2022), LoRA vari-
ants with original structure: OLoRA (Büyükakyüz,
2024), Pissa (Meng et al., 2024), and LoRA vari-
ants with modified structures: DoRA (Liu et al.,
2024b), HiRA (Huang et al., 2025). More details
are provided in Appendix F.

4.2 Implementation Details.

All the experiments are conducted on NVIDIA 80G
A100 GPUs. Following (Huang et al., 2025), LLMs
are fine-tuned for 1 epoch or 3 epochs, and the
AdamW optimizer (Loshchilov and Hutter, 2019)
is employed with a learning rate of 0.0002. All the
LoRA-relevant baselines are placed on the query,
key, value weights, two linear layers (i.e., down
and up projection) in attention modules, and two
linear layers in FFN (i.e., gate and out projection).
Each experiment is conducted with 3 different ran-
dom seeds and the average performance is reported.
More details about the hyperparameter setups are
provided in Appendix E.

4.3 Experiments on Commonsense Reasoning

Models and Datasets. We fine-tune the LLaMA-
2-7B (Touvron et al., 2023) and LLaMA-3-8B
(Dubey et al., 2024) on a dataset comprising 170K
training samples and evaluate the fine-tuned models
on 8 commonsense reasoning benchmarks includ-
ing BoolQ (Clark et al., 2019), PIQA (Bisk et al.,
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MODEL METHOD #PARMAS(%) BOOLQ PIQA SIQA ARC-C ARC-E OBQA HELLAS WINOG AVG ↑
CHATGPT † / / 73.10 85.40 68.50 78.50 66.10 89.80 79.90 74.80 77.01

LLAMA-2-7B

LORA 0.5898 69.80 79.90 79.50 64.70 79.80 81.00 83.60 82.60 77.61
DORA 0.6097 71.80 83.70 76.00 68.20 83.70 82.40 89.10 82.60 79.69
HIRA 0.5898 71.22 83.35 79.53 73.81 86.74 84.60 88.12 83.98 81.42
OLORA 0.5898 69.57 84.33 81.27 71.08 86.03 85.00 93.10 83.27 81.71
PISSA 0.5898 68.29 82.10 78.76 69.11 85.35 77.60 92.68 80.82 79.34
OHORA 0.0371 72.26 84.60 80.66 72.78 87.12 82.80 94.23 85.40 82.48

LLAMA-3-8B

LORA 0.5196 70.80 85.20 79.90 71.20 84.20 79.00 91.70 84.30 80.79
DORA 0.5366 74.60 89.30 79.90 80.40 90.50 85.80 95.50 85.60 85.20
HIRA 0.5196 75.40 89.70 81.15 82.90 93.27 88.32 95.36 87.70 86.72
OLORA 0.5196 72.69 87.76 81.42 79.52 91.25 86.20 81.08 86.74 83.33
PISSA 0.5196 73.03 85.64 81.88 81.83 91.54 86.80 95.62 87.69 85.50
OHORA 0.0326 75.96 89.99 82.14 83.11 93.14 88.80 96.30 89.11 87.32

Table 1: Accuracy comparison of different PEFT methods on commonsense reasoning datasets. The symbol †
indicates that the results are taken from (Huang et al., 2025).

MODEL METHOD #PARMAS(%) MT-BENCH MMLU GSM8K HUMANEVAL AVG ↑
PASS@1 PASS@10

LLAMA-2-7B

LORA 0.5898 5.20 43.67 52.84 19.57 28.05 29.91
DORA 0.6097 5.90 44.09 52.84 18.96 29.27 30.27
HIRA 0.5898 5.67 43.06 46.85 15.30 24.39 27.05
OLORA 0.5898 5.78 39.50 51.18 19.21 29.27 28.99
PISSA 0.5898 6.16 44.02 53.07 15.79 26.83 29.17
OHORA 0.0371 6.20 44.25 60.27 18.35 30.49 31.91

GEMMA-7B

LORA 0.5823 6.67 25.27 74.00 38.66 65.85 42.09
DORA 0.6042 7.10 25.27 72.02 40.49 68.29 42.63
HIRA 0.5823 6.46 25.35 59.59 35.43 64.63 38.29
OLORA 0.5823 6.73 25.13 63.68 36.52 62.80 38.97
PISSA 0.5823 6.64 24.74 67.25 41.16 66.46 41.25
OHORA 0.0366 7.25 25.42 74.37 39.51 71.34 43.58

LLAMA-3.1-8B-I

LORA 0.5196 7.46 64.49 75.97 44.70 65.85 51.69
DORA 0.5366 7.33 64.57 76.73 44.45 64.63 51.54
HIRA 0.5196 7.81 65.13 75.04 45.79 61.59 51.07
OLORA 0.5196 7.25 51.97 68.16 41.10 60.37 45.77
PISSA 0.5196 7.30 63.65 76.80 43.84 67.07 51.73
OHORA 0.0326 7.74 65.30 79.30 46.77 67.07 53.24

Table 2: Comparing different PEFT methods on dialogue, multi-task nlu, math, and code benchmarks.

2020), SIQA (Sap et al., 2019), ARC-c and ARC-e
(Bhakthavatsalam et al., 2021), OBQA (Mihaylov
et al., 2018), HellaSwag (Zellers et al., 2019) and
WinoGrande (Sakaguchi et al., 2020). The accu-
racy is chosen as the primary metric.

Results. As shown in Table 1, OHoRA consistently
outperforms all the baseline methods in terms of
average accuracy across both the LLaMA-2 7B
and LLaMA-3 8B. OHoRA achieves strong perfor-
mance with an exceptionally low parameter bud-
get—0.0371% for LLaMA-2 7B and 0.0326% for
LLaMA-3 8B by leveraging the Kronecker prod-
uct to amplify the effective information of essential
high-rank components. These findings indicate that
dynamic updates to high-rank information based
on the target task confer more specialized adap-
tation and better generalization. Using the static

high-rank structures from HiRA cannot achieve as
much flexibility as OHoRA does.

4.4 Experiments on Chat, Math, Code, and
Multi-task NLU

Models and Datasets. To further investigate the
effectiveness of OHoRA, we fine-tune the LLaMA-
2-7B, Gemma-7B (Mesnard et al., 2024), and
LLaMA-3.1-8B instruction (LLaMA-3.1-8B-I) on
four tasks: chat, math, code, and multi-task NLU.
More details are provided in Appendix E.1.
Results. OHoRA outperforms baseline methods
on nearly all tasks and achieves the highest average
scores across all models and tasks, as shown in
Table 2. For instance, OHoRA demonstrates supe-
rior performance on GSM8K and HumanEval and
highlights its effectiveness in handling complex
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METHOD BOOLQ PIQA SIQA ARC-C ARC-E OBQA HELLAS WINOG AVG ↑
OHORA 75.96 89.99 82.14 83.11 93.14 88.80 96.30 89.11 87.32

Rand 2rhigh 50.43 89.50 80.91 80.38 92.59 86.20 94.98 86.03 82.63
Kaiming-Init 55.17 77.04 52.35 67.66 75.84 64.00 94.36 77.35 70.47
w/o Kronecker 73.82 86.32 81.95 82.30 92.13 87.73 95.16 87.82 85.90

Table 3: Internal Module Analysis of OHoRA. Rand 2rhigh denotes random selection of 2rhigh diagonal elements
wk · qk and uses their corresponding entries in matrices Q and R to form the respective high-rank components Ahigh

and Bhigh. Kaiming-Init denotes the random initialization of Ahigh and Bhigh using the default initialization
method in LoRA. w/o Kronecker indicates that Ahigh and Bhigh are initialized based on wk · qk without altering
the LoRA architecture.
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Figure 3: Effective rank across layers for Full FT, OHoRA, HiRA, and LoRA.

and diverse tasks. In contrast, although HiRA ex-
hibits strong performance on HumanEval with the
LLaMA-3.1-8B-I, it falls short of baseline methods
on other models. This indicates that introducing re-
dundant task-irrelevant high-rank information may
degrade performance. OHoRA facilitates effective
adaptation across various models and tasks through
task-irrelevant redundancy filtering and dynamic
high-rank updates.

5 Discussion and Analysis
This section analyzes the effectiveness of orthog-
onal redundancy-elimination and dynamic rank-
elevated recomposition in OHoRA, the effective-
rank comparison across layers, the impact of vary-
ing training budgets on model performance, the
optimization of the Kronecker Product and the con-
vergence behavior of OHoRA. Additional analyses
can be found in Appendix G.

5.1 The effectiveness of orthogonal
redundancy-elimination and dynamic
rank-elevated recomposition in OHoRA

To analyze the effectiveness of orthogonal re-
dundancy filtering and dynamic high-rank recon-
struction in OHoRA, the orthogonal redundancy-
elimination scheme is replaced with random initial-
ization first. Additionally, instead of selecting the

top 2rhigh entries based on wk ·qk, 2rhigh diagonal
elements are randomly chosen to verify whether the
two high-rank components effectively avoid the in-
troduction of task-irrelevant redundant information.
Furthermore, the Kronecker product is substituted
with matrix multiplication to evaluate the impact
of dynamic rank-elevated recomposition. Experi-
ments are conducted on commonsense reasoning
tasks by fine-tuning LLaMA-3-8B.

As shown in Table 8, randomly initialized
high-rank components introduce substantial task-
irrelevant redundancy and lead to a sharp decline
in model performance. Although randomly select-
ing subspaces from Q and R to form Ahigh and
Bhigh incorporates some useful priors and outper-
forms random initialization, the lack of redundancy
elimination in W0 leads to markedly inferior perfor-
mance compared to OHoRA. The observed perfor-
mance drop upon removing the Kronecker product
shows that updating high-rank information on the
fly helps the model handle complex tasks better.
Section 5.2 provides the effective rank analysis to
substantiate the benefits of dynamic rank-elevated
recomposition. Section 5.3 further investigates the
effectiveness of OHoRA components from a train-
ing dynamics perspective.
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5.2 Effective Rank Comparison across Layers

To further investigate the advantage of dynamic
rank-elevated recomposition, we analyze the ef-
fective rank (Roy and Vetterli, 2007) of different
methods to demonstrate the effective high expres-
siveness of OHoRA. Effective rank measures the
effective number of significant singular values by
evaluating the statistical dispersion of the normal-
ized spectrum. The larger the effective rank, the
more expressive the matrix (Huang et al., 2025;
Shuttleworth et al., 2024). Given a M ×N matrix
A, the effective rank is defined as follows:

erank(A) = exp
(
−

Q∑

k=1

pklog pk
)
, pk =

σk

||σ||1
, (17)

where Q = min{M,N}; σk is the k-th largest
singular value and ∥ · ∥1 is the l1-norm of the sin-
gular values. We compare the OHoRA effective
rank of ∆W with full fine-tuning (Full FT), LoRA,
and HiRA across layers. In Figure 3, the largest
effective rank is obtained by Full FT, which shows
its high expressiveness but may also increase the
risk of overfitting because of the excessive train-
able parameters. The larger effective rank of HiRA
comes from the pre-trained weights W0 and the
fact that W0 is frozen during adaptation and intro-
duces massive task-irrelevant information. OHoRA
effectively mitigates the risk of overfitting and en-
ables dynamic updates to low-redundancy high-
rank components to recompose a task-tailored high-
rank matrix with only a small number of trainable
parameters. It improves performance and enhances
generalization on complex tasks.

0 2000 4000 6000 8000 10000 12000
steps

0.1

0.2

0.3

0.4

0.5

0.6

Tr
ai

ni
ng

 L
os

s

full ft
ohora
pissa
hira

0 50 100

0.4

0.6

Tr
ai

ni
ng

 L
os

s

(a)

0 500 1000 1500
steps

1.0

1.2

1.4

1.6

1.8

2.0

2.2

Tr
ai

ni
ng

 L
os

s

full ft
ohora
pissa
hira

0 50 100

1.5

2.0

Tr
ai

ni
ng

 L
os

s

(b)

Figure 4: (a) Training loss on MetaMathQA. (b) Train-
ing loss on Dolly-15K.

5.3 Convergence Speed of OHoRA

To analyze the dynamic training characteristics of
OHoRA, its convergence speed during fine-tuning
is compared with Full FT, HiRA, and Pissa. The
loss curves are reported for fine-tuning LLaMA-2
7B on Dolly-15K and LLaMA-3.1-8B-I on Meta-
MathQA. As shown in Figure 4, OHoRA rapidly
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Figure 5: Performance of different rank for OHoRA.

reduces the loss to a level comparable with Full
FT during the early stages of training. This in-
dicates that OHoRA effectively filters out task-
irrelevant redundancy from W0 through orthogonal
redundancy-elimination and dynamically recom-
poses the task-tailored high-rank matrix to accel-
erate adaptation to downstream tasks. In contrast,
the neglect of high-rank structure in Pissa and the
introduction of task-irrelevant redundancy in HiRA
constrain further learning and result in slower con-
vergence compared to OHoRA.

5.4 Impact of varying training budgets

To study the impact of rank configurations in
OHoRA on model performance, numerous com-
monsense reasoning tasks are conducted on
LLaMA-3 8B using varying rank dimensions. As
illustrated in Figure 5, increasing the rank helps
the model to generalize across diverse tasks, with
average accuracy rising from 81.75% to 87.32% as
the rank increases from 4 to 64. These results fur-
ther indicate that a low-redundancy dynamic higher
rank can enhance the model’s capacity for complex
reasoning tasks.

5.5 Optimization of Kronecker Product

To evaluate whether replacing the original Kro-
necker product implementation with a vectorized
formulation can reduce training overhead in prac-
tice, experiments are conducted on commonsense
reasoning tasks by fine-tuning LLaMA-2-7B. As
illustrated in Figure 6, the optimized Kronecker
product (O-Kron) achieves a significant reduction
in training cost compared to the original Kronecker
product (R-Kron), with approximately 1.38× lower
memory usage and a 1.49× increase in training
speed. Figure 7 presents an analysis of the memory
and time consumption of other fine-tuning methods
and highlights the training efficiency advantage of
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between O-Kron and R-Kron.
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Figure 7: Training Cost Analysis. Memory represents
the proportion of 80GB memory consumed by corre-
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24 hours used for training.

OHoRA. Table 9 demonstrates that O-Kron main-
tains comparable performance to R-Kron.

5.6 The Efficiency of QR Decomposition
To demonstrate the efficiency and applicability of
QR decomposition, two other commonly used ma-
trix decomposition methods—SVD and LU—are
compared with it in terms of computational cost,
based on both theoretical analysis and numerical
evaluation.
Theoretical analysis. For any matrix A ∈ Rm×n,
the computational complexity of these methods is
shown in Table 4. From the theoretical analysis
shown above, both QR and SVD have a time com-
plexity of O(mn2). However, the SVD typically in-
volves iterative procedures, leading to higher com-
putational cost than QR in practice.
Numerical Evaluation. To better compare the
computational cost of these decomposition tech-
niques, a matrix W ∈ R4096×4096 is applied to
each method, and the FLOPs are used as the evalu-
ation metric. The experimental results are shown
in Table 5.

As shown in the Table 5, although LU decom-
position is efficient, its applicability is limited to
square matrices, and large-scale models rarely meet
this requirement. In contrast, QR decomposition
not only offers broad applicability to non-square
matrices, but also maintains relatively low computa-
tional overhead, making it a practical and efficient

Complexity QR SVD LU

Time 2mn2 − 2
3
n3 4mn2 + 8n3 2

3
n3

Table 4: Computational complexity comparison of dif-
ferent matrix decomposition methods.

METHOD FLOPS (GFLOPS)

SVD 824.634

QR 91.626

LU 45.813

Table 5: Computational cost comparison among SVD,
QR, and LU.

choice for large model scenarios.

6 Conclusion

This paper introduces OHoRA, a method inspired
by the IB theory that enables low-redundancy dy-
namic high-rank adaptation to enhance model per-
formance on complex and diverse tasks. OHoRA
applies orthogonal redundancy-elimination to de-
compose W0 into orthogonal basis vectors via
QR decomposition and splits them into two low-
redundancy high-rank components to suppress task-
irrelevant information. It then performs dynamic
rank-elevated recomposition through Kronecker
product to generate expansive task-tailored repre-
sentation spaces, enabling precise LLM adapta-
tion and enhanced generalization. Optimization
for Kronecker product implementation further re-
duces training costs in practice and ensures effi-
ciency alongside high-rank representation. For fu-
ture work, we are interested in applying OHoRA
integrated with reinforcement learning to further
enhance its adaptability.

Limitations

The present study focuses on commonsense rea-
soning, multi-task natural language understanding,
dialogue, mathematical reasoning, and code ability
with LLMs. We are interested in applying OHoRA
in more applications for future work. In con-
structing Ahigh and Bhigh from low-redundancy
orthogonal subspaces, OHoRA directly selects the
top n/rhigh or m/rhigh rows and the top rhigh
columns for each matrix. More fine-grained selec-
tion strategies may further improve the expressive-
ness of Ahigh and Bhigh. We leave the exploration
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of such methods for future investigation.
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A QR decomposition through
Gram-Schmidt orthogonalization

The QR decomposition (also called the QR fac-
torization) of a matrix is a decomposition of the
matrix into an orthogonal matrix and a triangular
matrix. The QR decomposition of a real square
matrix A is as

A = QR, (18)

where Q is an orthogonal matrix (i.e. QTQ = I
) and R is an upper triangular matrix. There are
several methods for actually computing the QR
decomposition. One of such methods is the Gram-
Schmidt process. Let W ∈ Rm×n,m ≥ n =
rank(A). The Gram-Schmidt orthogonalization
produces Q ∈ Rm×n and R ∈ Rn×n in the factor-
ization

W = (w1, . . . ,wn) = QR, Q = (q1, . . . ,qn) , (19)

where Q has orthogonal columns and R is
upper triangular. The orthonormal columns
{q1,q2, · · · ,qn} of Q are obtained by succes-
sively orthogonalizing and normalizing the column
vectors {w1,w2, · · · ,wn} of W . ∥ · ∥ denotes the
Euclidean norm (i.e., L2-norm).

Step 1 (Initialization):

u1 = w1, q1 =
u1

∥u1∥
. (20)

Step 2 (Iterative Orthogonalization):

uk+1 = wk+1 −
k∑

i=1

(wk+1 · qi)qi, (21)

qk+1 =
uk+1

∥uk+1∥
, (22)

where k = 1, 2, · · · , n− 1.
Step 3 (The resulting QR factorization in matrix

form):

W =
[
w1, · · · ,wn]

= [q1, · · · ,qn]




w1 · q1 · · · wn · q1
...

. . .
...

0 · · · wn · qn




= QR. (23)

We can express the elements of R are given by:

Rij =





wi · qi = ∥ui∥, i = j

wj · qi, i < j

0, i > j

. (24)

From the above derivation process, when i = j,
wi · qi = ∥ui∥, this clearly indicates that the di-
agonal element Rii of the R matrix is the norm of

the intermediate orthogonal vector ui obtained dur-
ing the Gram-Schmidt orthogonalization process.
This norm plays a crucial role in QR decompo-
sition. It reflects the "length" information of the
original vector wi after progressive orthogonaliza-
tion processing and has important applications in
theoretical analyses based on QR decomposition,
such as solving linear equations and computing the
eigenvalues of a matrix.

B Proof for diagonal element

The following is a detailed derivation of how wi ·
qi equals ∥ui∥ when i = j in the Gram-Schmidt
orthogonalization process.

Derivation for the Case of i = 1: Given that
u1 = w1 and q1 = u1

∥u1∥ , we calculate w1 · q1

according to the definition of the vector inner prod-
uct:

w1 · q1 =
u1 · u1

∥u1∥
=

∥u1∥2
∥u1∥

= ∥u1∥ (25)

Derivation for the Case of i > 1: Given that
qi = ui

∥ui∥ and ui = wi −
∑i−1

j=1(wi · qj)qj by
the Gram-Schmidt orthogonalization formula, we
substitute it into wi · ui:

wi · ui = wi ·


wi −

i−1∑

j=1

(wi · qj)qj




= wi ·wi −wi ·




i−1∑

j=1

(wi · qj)qj




= wi ·wi −
i−1∑

j=1

(wi · qj)(wi · qj)

= wi ·wi −
i−1∑

j=1

(wi · qj)
2. (26)

Also, since ui = wi−
∑i−1

j=1(wi ·qj)qj , according
to the fact that the square of the vector norm is
equal to the inner product of the vector with itself,
that is, ∥ui∥2 = ui · ui:

∥ui∥2 = (wi −
i−1∑

j=1

(wi · qj)qj) · (wi −
i−1∑

k=1

(wi · qk)qk)

= wi ·wi − 2

i−1∑

j=1

(wi · qj)(wi · qj)

+

i−1∑

j=1

i−1∑

k=1

(wi · qj)(wi · qk)(qj · qk). (27)

Since {q1,q2, · · · ,qn} is a set of orthonormal
vectors, when j ̸= k, qj · qk = 0; when j = k,
qj · qk = 1. So:
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∥ui∥2 = wi ·wi − 2

i−1∑

j=1

(wi · qj)
2 +

i−1∑

j=1

(wi · qj)
2

= wi ·wi −
i−1∑

j=1

(wi · qj)
2. (28)

This shows that wi · ui = ∥ui∥2. Then

wi · qi =
wi · ui

∥ui∥
=

∥ui∥2
∥ui∥

= ∥ui∥.

In conclusion, for any i, in the Gram-Schmidt or-
thogonalization process, when i = j, wi · qi =
∥ui∥.

C Related Work

Other PEFT methods Adapter-based methods
incorporated a new trainable module into exist-
ing layer in frozen LLMs to reduce training re-
sources but introduced additional inference delay.
Typical methods included Adapter (Lester et al.,
2021) and Compacter (Mahabadi et al., 2021) that
added a linear layer composed of up-sampling,
down-sampling, and nonlinear activation function
to LLMs, and Compacter shared parameters across
layers to further achieve parameter efficiency. Soft
prompt-based (Li and Liang, 2021b; Liu et al.,
2021; Choi et al., 2023) methods applied soft to-
kens (prompts) before input or within the atten-
tion module to achieve adaptation. However, these
prompts were usually sensitive to the parameter
initialization and also extended the inference time.

D Details of Benchmarks

D.1 Commonsense Reasoning
The details of the commonsense reasoning bench-
marks are as follows:

• BoolQ: yes/no questions which are naturally
occurring and generated in unprompted and
unconstrained settings. The topics of the
questions include entertainment media, na-
ture/science, sports, law/government, history,
fictional events, and others. There are 3270
questions in the test set.

• HellaSwag: commonsense NLI questions in-
cluding a context and several endings which
complete the context. There are 10042 ques-
tions in the test set.

• SIQA: multiple choice questions for probing
emotional and social intelligence in a variety

of everyday situations. There are 1954 ques-
tions in the test set.

• PIQA: questions with two solutions requir-
ing physical commonsense. There are 1838
questions in the test set.

• ARC-c and ARC-e: multiple-choice grade-
school science questions partitioned into a
challenge set and an easy set. The challenge
set contains only question answered incor-
rectly by both a retrieval-based algorithm and
a word co-occurrence algorithm. The ARC-c
and ARC-e test sets include 1172 and 2376
questions, respectively.

• OBQA: multiple-choice questions that re-
quire combining a core fact with external com-
mon knowledge. There are 500 questions in
the test set.

• WinoGrande: fill-in-the-blank style ques-
tions with two answer choices. There are 1276
questions in the test set.

D.2 Training Corpus for Math, Code,
Dialogue, and Cross-task NLU

The details of fine-tuning datasets are as follows:

• WizardLM-Evol-Instruct: employs the Evol
Instruct strategy to iteratively rewrite seed in-
structions into increasingly complex variants
using LLMs rather than human annotators. It
contains 250k instructions in total.

• MetaMathQA: a synthetic mathematical rea-
soning dataset designed to improve LLM per-
formance by bootstrapping questions through
question rewriting. It contains 395k problems
and corresponding solutions in total.

• Code-Feedback: formats interactive code
generation sessions in the OpenAI SDK
schema. There are 68k multi-turn interactions
between users, code models, and compilers.

• Databricks-dolly-15k: the first open source,
human generated instruction tuning dataset
created to enable ChatGPT-style interactivity
without proprietary restrictions.

D.3 Validation Benchmarks on Math, Code,
Dialogue, and Cross-task NLU

The details of the math, code, dialogue, and cross-
task nlu benchmarks are as follows:
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Hyperparameter LoRA DoRA HiRA OLoRA Pissa OHoRA

Rank r 16 64

α 32 128

Dropout 0.05

Batch size 8

Epochs 3

Learning rate 2e-4 5e-4

Target module q, k, v, o, up, down, gate

Table 6: The hyperparameters for various methods on the commonsense reasoning tasks.

Hyperparameter LLaMA-2 7B Gemma 7B LLaMA-3.1-8B-I

Batch size 3

Learning rate 2e-4

Epoch 1

Rank r 16

Rank rhigh 64 32/48/64 64

α 32/128 32/64/96/128 32/128

Target module q, k, v, o, up, down, gate

Table 7: The hyperparameters for various methods for Chat, Math, Code, and Multi-task NLU.

• MT-Bench: a specialized evaluation suite of
80 multi turn prompts crafted to test conversa-
tional fluency and instruction following capa-
bilities of large language models. The bench-
mark employs GPT-4 as an automated judge
to approximate human preferences, enabling
scalable yet alignment sensitive scoring across
dialogue turns.

• GSM8K: a collection of 8.5k linguistically
diverse elementary level math word problems,
rigorously authored to require multi step arith-
metic reasoning. There are 1k questions in
test set.

• HumanEval: a hand constructed suite of 164
Python programming challenges, each speci-
fied by a function signature, explanatory doc-
string, and multiple unit tests to validate cor-
rect behavior. Problems span tasks in lan-
guage manipulation, algorithmic logic, and
simple mathematics.

• MMLU (Massive Multitask Language Un-
derstanding): a comprehensive multiple
choice benchmark covering 57 subjects across
STEM, humanities, social sciences, and pro-

fessional fields, totaling 15908 questions.

E Experimental Setup

E.1 Commonsense Reasoning
Table 6 shows the details of hyper-parameters setup
for various methods on commonsense reasoning
tasks when fine-tuning LLaMA2-7B and LLaMA3-
8B.

E.2 Chat, Math, Code, and Multi-task NLU
Following (Meng et al., 2024; Tian et al., 2024),
we fine-tune various models on WizardLM-Evol-
Instruct, MetaMathQA, Code-Feedback, Dolly-15k
datasets and evaluate on MT-Bench, GSM8K, Hu-
manEval, MMLU to test the chat, math, code and
multi-task NLU abilities. The detailed implemen-
tation is as follows:

• Chat: The models are trained on a 100k subset
of WizardLM-Evol-Instruct dataset (Xu et al.,
2024) and tested on the MT-Bench dataset
(Zheng et al., 2023) for conversational abili-
ties. MT-Bench comprises 80 multi-turn ques-
tions and GPT-4 is employed to judge the re-
sponse quality by assigning scores from 1 to
10.
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COMPONENT BOOLQ PIQA SIQA ARC-C ARC-E OBQA HELLAS WINOG AVG ↑
FC, QKV, GATE, O 75.96 89.99 82.14 83.11 93.14 88.80 96.30 89.11 87.32
FC, QKV 72.72 89.50 82.45 82.59 93.43 88.20 96.09 88.48 86.68
FC 73.58 88.63 80.25 82.25 93.27 85.60 95.66 86.74 85.75
O 72.81 88.90 80.60 80.97 92.17 85.20 95.13 86.66 85.31
QKV 72.45 89.28 80.50 80.89 92.17 85.40 95.34 85.64 85.21
QV 72.23 88.52 80.35 80.46 91.79 85.40 95.25 86.35 85.04
V 69.45 88.36 79.17 80.63 91.62 84.20 94.46 85.00 84.11
QK 70.43 87.16 78.61 78.67 90.70 81.80 93.51 82.08 82.87
Q 67.40 86.24 77.02 79.27 90.24 79.40 92.46 85.00 82.13
GATE 32.66 88.63 79.32 78.84 91.12 83.00 94.17 84.06 78.98
K 62.02 85.15 72.01 76.37 89.10 74.20 90.24 71.82 77.61

Table 8: Performance of OHoRA integrated into different components for fine-tuning LLaMA-3-8B.

COMPONENT BOOLQ PIQA SIQA ARC-C ARC-E OBQA HELLAS WINOG AVG ↑
R-KRON 71.28 84.49 80.96 73.81 87.67 81.80 94.06 84.53 82.33
O-KRON 72.26 84.60 80.66 72.78 87.12 82.80 94.23 85.40 82.48

Table 9: Performance comparison between optimized Kronecker product (O-Kron) and original Kronecker product
(R-Kron) on commonsense reasoning tasks when fine-tuning LLaMA2-7B.

• Math: The models are trained on a 100k sub-
set of MetaMathQA (Yu et al., 2024) and
tested on the GSM8K (Cobbe et al., 2021)
validation set to assess their mathematical
problem-solving abilities. Accuracy is re-
ported as the evaluation metric.

• Code: The models are trained on a 100k sub-
set of Code-Feedback (Zheng et al., 2024) and
tested on the HumanEval (Chen et al., 2021)
for coding ability. HumanEval dataset con-
tains 180 Python programming tasks, and the
PASS@1 and PASS@10 are reported as eval-
uation metrics.

• Multi-task NLU: The models are trained on
Dolly-15k (Conover et al., 2023) and evalu-
ated with MMLU (Hendrycks et al., 2021) for
cross-task high-level NLU. Accuracy is used
as the metric.

Table 7 shows the details of hyper-parameters setup
for various methods when fine-tuning LLaMA2-7B,
Gemma 7B, and LLaMA3.1-8B instruct version.

F Baselines

We select several strong baselines to demonstrate
the effectiveness of OHoRA.
LoRA fine-tuned the two low-rank matrices A and
B to reparameterize the weight update ∆W . A is

initialized using Kaiming initialization and B is
initialized with zeros.
OLoRA incorporated orthonormal initialization for
the two low-rank matrices A and B, and fine-tuned
them to achieve adaptation.
Pissa applied the SVD technique to W0, and initial-
ized A and B based on the components with larger
singular values.
DoRA used weight normalization to decompose
the weight matrix into magnitude and direction
components. It then employed LoRA for direc-
tional updates and treated magnitude as a trained
vector to achieve performance resembling FT and
ensure parameter efficiency.
HiRA introduced the Hadamard product in combi-
nation with W0 to achieve a high-rank update.

G More Analysis

G.1 Different placement in transformers

As shown in Table 8, applying OHoRA to the FC
layers, gate and output projection layers, as well
as QKV matrices, achieves the best performance
across nearly all tasks compared to alternative com-
ponent combinations. Notably, fine-tuning only the
FC layer or the output projection layer yields per-
formance comparable to that of DORA and Pissa,
highlighting the strong representational capacity en-
abled by OHoRA’s dynamic low-redundancy high-
rank adaptation.
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Figure 8: Training loss curves for fine-tuning on three models: panels (a-d) show Gemma-7B on MetaMathQA,
Code-Feedback, MMLU and MT tasks; panels (e-g) show LLaMA-2-7B on MetaMathQA, Code-Feedback and
MT; panels (h-j) show LLaMA-3.1-8B-I on Code-Feedback, Dolly-15k and MT.

Method AVG Time

SV Dbased 85.50 1375.28s

QRbased 85.90 147.52s

Table 10: Performance and initialization time cost com-
parison.

G.2 Effectiveness of QR decomposition

To validate the effectiveness of QR decomposition,
QR is replaced with singular value decomposition
(SVD) and LLaMA3-8B is fine-tuned on common-
sense reasoning tasks. As shown in Table 10, QR
decomposition exhibits substantially lower com-
putational time compared to SVD, while achiev-
ing marginally higher performance. These results
demonstrate the effectiveness of QR decomposi-
tion by selecting parameter subspaces that have

significant influence on model updates.

G.3 More training loss across different
models and tasks

Figure 8 presents additional training loss curves
for OHoRA and other baseline methods across
different models and tasks, further demonstrating
OHoRA’s training advantages and its convergence
to a better local optimum.
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Algorithm 1 OHoRA: An Orthohonal High-Rank Adaptation for Large Language Models
Input: Pre-trained weight matrix W0 = [w1, . . . , wn] ∈ Rm×n; Total iterations T ; Hyperparameter
η.

1. Initialize Ahigh and Bhigh from W0:
(1) W0

QR−−→ Q = [q1, . . . , qn] ∈ Rm×n, R ∈ Rn×n.
(2) Let λ = [w1 · q1, . . . , wn · qn] = [λ1, . . . , λn], rhigh = max{k ∈ N+ | k ≤

min{√m,
√
n},m mod k = 0, n mod k = 0}.

(3) Let π be a permutation of {1, 2, . . . , n} such that λπ(1) ≥ λπ(2) ≥ · · · ≥ λπ(n).
(4) Define index sets: I1 = {π(i) | 1 ≤ i ≤ rhigh}, I2 = {π(i) | rhigh < i ≤ 2 rhigh}.
(5) Let Q1 = Q:,I1 , R1 = RI1,:, Q2 = Q:,I2 , R2 = RI2,:. And Ahigh and Bhigh are defined

as:
Ahigh = Q1[:,m/rhigh]R1[:,:rhigh], Bhigh = Q2[:n/rhigh]R2[:,:rhigh].

(6) Update W0 to Wres: Wres = W0 −Ahigh ⊗BT
high.

2. for t = 1, . . . , T do
(1) Reshape input x: x ∈ Rn −→ Z ∈ R

n
rhigh

×rhigh .
(2) Forward pass: y = Wresx+ vec

(
B⊤

highZA⊤
high

)
.

(3) Update Ahigh and Bhigh:
A

(t)
high = Ahigh − η

∑t−1
i=1(y − ytrue)

(
In ⊗ (B

(i)
high)

⊤Z
)
,

B
(t)
high = Bhigh − η

∑t−1
i=1(y − ytrue)

(
A

(i)
highZ

⊤ ⊗ In
)
.

End for
3. Output: The fine-tuned parameters {A(T )

high, B
T
high}.
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