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Abstract

Introducing MARK, the Multi-stAge
Reasoning frameworK for cultural value sur-
vey response simulation, designed to enhance
the accuracy, steerability, and interpretability
of large language models in this task. The
system is inspired by the type dynamics theory
in the MBTI psychological framework for
personality research. It effectively predicts
and utilizes human demographic information
for simulation: life-situational stress analysis,
group-level personality prediction, and
self-weighted cognitive imitation. Experiments
on the World Values Survey show that
MARK outperforms existing baselines by 10%
accuracy and reduces the divergence between
model predictions and human preferences.
This highlights the potential of our framework
to improve zero-shot personalization and help
social scientists interpret model predictions.1

1 Introduction

Social surveys are essential for generating insights
and supporting decision-making processes in re-
search, yet traditional human-centric experiments
often incur significant costs. Therefore, recent stud-
ies leverage AI technologies with human-behaviour
simulating abilities to create more accurate and in-
terpretable simulations as a valuable alternative
(Horton, 2023; Argyle et al., 2023).

As illustrated on the left side of Figure 1, solu-
tions like demographic augmentation (Kwok et al.,
2024; Zhao et al., 2024a) and opinion insertion
(Hwang et al., 2023) were developed to improve
model simulation responses in cultural value sur-
veys. While these studies have primarily relied on

*Work done during his visit at The Hong Kong University
of Science and Technology (Guangzhou).

†Corresponding Author: Jinguang Gu. (E-mail: si-
mon@ontoweb.wust.edu.cn).

1https://github.com/alexc-l/
MARK-Multi-stAge-Reasoning-frameworK

In
pu

t Demographic info

Female, age 25, married with
2 children, work full time,...

 Question

How important is your family
to you? A. Very important.

A person can be
described as
female, age 25,
...
The person has
the following
opinions: friends
are rather
important,...
which answer
choice will this
person select?

Person X
provided the
following
demographic
information:
female, age 25,
...
What would
Person X
answer to the
following
question?

Demo info Demo + opinion

Determine how much each
demo info contributes to this
person's overall stress.

Stress analysis

MARK

Predict cognitive processes
based on demographic info and
personality development.

Personality prediction

Generate cognitive process
results and their weights on the
final decision.

Cognitive reasoning

Synthesize results of all
cognitive process and make a
final answer to the question.

Result synthesis
M

od
el

 G
en

er
at

io
n

Life-societal
stress

Situational
stress

Stress-related
cognition process

Personalization

Person development derived
cognition process

Cognition simulation

Cognition process reason and synthesis

Group-level demo-
personality relationSi

m
ul

at
io

n 
de

ta
il

v.s.

Anwser: B Anwser: B

20/100. The participants appeal moderate level of stress
due to supporting two children in a high income family, ...

Stress level:

ESTJ.  Study shows ESTJ dominance in medical fields
due to structured situations as shown in her info, ...

Personality:

(Process - choice - weight)
Te - A - 0.8, Si - A - 0.1, Ne - B - 0.03, Fi - C - 0.07

Cognition:

The final decision leans towards 'A' due to the combined
influence of the dominant process Te (80% weight), ...

Result:M
od

el
 P

re
di

ct
io

n

Anwser: A

Direct reasoning
v.s.

Figure 1: The MARK framework enhances cultural
value survey simulation via multi-stage reasoning over
MBTI personality theory with life-situational stress anal-
ysis, demographic-based group-level personality pre-
diction, and weighted cognitive imitation. These en-
hancements increase simulation accuracy, decision in-
terpretability, and response personalization.

prompting that uses personal demographic informa-
tion (shown as "demo info") as input to the model,
models still struggle with zero-shot personalization,
and prediction interpretation is still challenging.

In this paper, we focus on improving cultural
value survey simulation by incorporating psy-
chological theory into the modeling of human re-
sponses. Our key insight is that human responses
to survey questions are significantly influenced
by their mental status (like stress) and associated
cognitive processes. To capture these influences,
we build a Multi-stAge Reasoning frameworK
(MARK) that simulates how different personal-
ity types process information and make decisions.
MARK draws on the MBTI personality type dy-
namic theory (Mitchell, 2001) to model cognitive
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functions and their interactions with stress and
personal experience, aiming to achieve accurate
and psychologically grounded survey simulations
than previous methods that primarily rely on demo-
graphic information.

The process begins with a stress analysis to eval-
uate societal pressures based on demographic data,
which generates sociodemographic prompts that
enhance the simulation. Following this, a two-step
personality prediction is carried out to infer cog-
nitive functions from these descriptions, utilizing
MBTI personality theory. During the survey simu-
lation, a cognitive reasoning stage mimics human
thought processes under both life- and situational-
stress, influenced by the interplay between human
traits and specific questions. Finally, the process
concludes with a synthesis stage that reviews the
reasoning outcomes to produce the final answer.

To reduce personality assumption bias, we eval-
uate our framework on a clustered version of the
World Values Survey (see Appendix D.1). Experi-
ments show that MARK can outperform existing
baselines by 10% and reduce the divergence be-
tween model predictions and human preferences.
Further analysis reveals the robustness of our multi-
stage reasoning framework - MARK performs sta-
bly during simulation even with uncertain personal-
ities. The fidelity of our framework suggests that in-
corporating personality-driven cognitive processes
is a promising direction for improving survey sim-
ulation accuracy while providing deeper insights
into human decision-making patterns.

Our contributions are threefold:

1. We designed a multi-stage reasoning frame-
work with personality cognition called MARK
to simulate the human decision process on
value surveys.

2. Experiments on simulations show that MARK
outperforms other baselines by presenting
higher accuracy and generalizes consistently
across the U.S. and Chinese cultures.

3. Further analysis suggests that the system per-
forms robustly with uncertain personalities,
benefiting from the multi-stage design.

2 Related Work

In the field of AI for social science research, re-
searchers have increasingly explored the use of
LLMs to simulate human responses to survey
questions (Argyle et al., 2023; Cao et al., 2025; Liu

et al., 2025). Researchers investigate LLMs’ predic-
tive ability of simulating cross-cultural variations
(Kwok et al., 2024; Cao et al., 2023; AlKhamissi
et al., 2024), value diversity (Santurkar et al., 2023;
Zhao et al., 2024b), and modeling of complex value
systems (Benkler et al., 2023; Arora et al., 2023).

Moreover, LLMs also show promise in replicat-
ing human samples across various fields, including
economics (Horton, 2023), psychology (Aher et al.,
2023), and other domain tasks (Luo et al., 2025).
However, these studies also highlight the limita-
tions of LLMs in capturing the intricacies of human
behavior, particularly in nuanced decision-making
situations (Bisbee et al., 2023).

To improve simulation accuracy, researchers
have investigated various prompting strategies
(Mou et al., 2024). A key approach has been the
integration of demographic information into LLMs
to enhance zero-shot simulations (Deshpande et al.,
2023), known as sociodemographic prompting.
However, studies have found that LLMs tend to
produce stereotypes and biases under straightfor-
ward demographic prompting conditions (Cheng
et al., 2023), complicating efforts to simulate hu-
man behaviors with greater precision.

To address these challenges, researchers have
explored more sophisticated prompting methods.
Hwang et al. (2023) proposed incorporating user
opinions to better reflect specific group perspec-
tives. Zhou et al. (2023) demonstrated that includ-
ing cultural background information could enhance
model transferability. Cao et al. (2025) shows
that fine-tuning on first token probabilities can bet-
ter align simulated and real response distributions.
However, recent studies by Li et al. (2024) and
Shen et al. (2024) reveal that current methods still
fall short in simulating preference diversity and the
intricate decision-making processes characteristic
of human behavior. This limitation underscores the
need for more personalized and psychologically
grounded approaches to survey simulation.

3 MARK: Multi-stAge Reasoning
frameworK

The Myers-Briggs Type Indicator (Clawson, 2008,
MBTI) is a widely used personality assessment
tool that categorizes individuals into 16 distinct
personality types. Each personality type is charac-
terized by the interactions between four cognitive
functions that describe the mental processes in the
order of how we naturally access them and their
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Figure 2: Overview of the proposed multi-stage reasoning framework for simulating individual cognition in
survey responses. The framework comprises four stages: 1) Stress Analysis—evaluates life-societal pressures to
generate stress levels and a summarized human profile; 2) Personality Prediction—predicts cognitive functions
and personality traits based on the profile; 3) Cognitive Reasoning—assesses stress impact of specific questions,
conducts reasoning using predicted functions, and assigns weights to finalize answers; and 4) Synthesis—reviews
reasoning history, validates results, and synthesizes them into a cohesive response. Color-coded data sources:
Orange boxes indicate survey data, yellow boxes represent function call outputs, and purple boxes denote text
generated by LLMs.

development—Dominant, Auxiliary, Tertiary, and
Inferior functions (Mitchell, 2001).

The Dominant Function is the most developed,
conscious, and comfortable aspect of an individ-
ual’s personality, serving as their core and primary
cognitive function. The Auxiliary Function sup-
ports and balances the Dominant Process, aiding in
perception, judgment, and the balance between Ex-
traversion and Introversion. The Tertiary Function
is less competent and comfortable than the Domi-
nant and Auxiliary, typically activated under stress
for decision-making. The Inferior Function is the
least developed, emerging under extreme stress and
potentially causing individuals to feel out of con-
trol. (Details in Appendix A)

To capture how these personality dynamics influ-
ence survey responses, we develop MARK, a multi-
stage reasoning framework that simulates human
decision-making through the lens of personality
type dynamics. Our key insight is that personality
traits and their associated cognitive functions signif-
icantly impact how individuals process information
and respond to survey questions, particularly under
varying levels of stress.

As presented in Figure 2, MARK organizes four
major reasoning stages: stress analysis, personality
prediction, cognitive reasoning, and synthesis. We
provide a brief summary of stage functionality in
Table 1 (detailed in Appendix C).

Stage 1: Stress analysis The MBTI-type dy-
namic theory emphasizes the impact of stress on

triggering different thinking functions and induc-
ing the positive or negative reasoning pattern of
the process (Clark, 2002). Before the personality
reasoning of each human subject, we ask the model
to evaluate the features recorded in surveys and pre-
dict the stress level of each feature Sci (0 to 100).
We use the average stress level of all the features
as the overall stress level Soverall of the participant.

As personalities develop throughout life, the de-
mographic information captured in our surveys re-
flects this development and provides insights into
possible personality types. However, identifying
which features have the greatest impact on sim-
ulation results presents a challenge. To address
this, we developed an automatic sociodemographic
prompting method that preserves features associ-
ated with high-stress levels and key personality in-
teractions. Our method analyzes both relationship
dependencies between features and feature com-
plexity to maintain the integrity of preserved fea-
tures while summarizing less critical ones. For any
demographic information not retained, the model
generates profile descriptions that maintain the
overall representation of the human subject.

Stage 2: Personality prediction The MBTI type
dynamics theory (Mitchell, 2001) establishes a
comprehensive pattern of how cognitive functions
form different personalities. The personality cog-
nition compass (Figure 3) shows that personality
types can be determined once the first two functions
are selected.
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Stage Step Input Key Function Output

1. Stress Analysis Feature Evaluation Human features Assign stress levels (0-100) to each feature Features with stress scores
Profile Filtering Stress-scored features Retain high-stress features, summarize dropped ones Filtered feature profile

2. Personality Prediction Process Selection Filtered features + stress level Select MBTI cognitive processes D-A-T-I processes

3. Cognitive Reasoning Stress Impact Assessment MBTI processes + survey questions Determine if stress triggers negative aspects Processes with stress impact
Multi-Process Reasoning Stress-impacted processes + survey Generate reasoning for each process with weights Weighted reasoning results

4. Synthesis Result Integration All process reasoning + weights Evaluate consistency and synthesize final answer Final survey response

Table 1: Overview of the four-stage multi-agent reasoning framework for human value preference simulation.

Figure 3: Personality cognition compass: how cognitive
functions merge to personality types. The "DATI" rep-
resents "Dominant", "Auxiliary", "Tertiary", and "Infe-
rior" functions. Once the first two functions are selected,
the corresponding personality type is set.

While the MBTI assessment traditionally relies
on self-reported behaviors, demographic factors
serve as indirect proxies for environmental pres-
sures that systematically influence personality de-
velopment through mediating pathways (Myers,
1998; Rentfrow et al., 2013). Rather than assum-
ing direct demographic-personality mappings, our
framework leverages demographic features to
parameterize contextual priors reflecting how
occupational, educational, and geocultural environ-
ments may shape cognitive function preferences
over time. This approach provides greater mech-
anistic sophistication than direct demographic-to-
attitude prediction by modeling personality as an
intermediate latent construct influenced by environ-
mental factors.

During personality prediction, we prompt the
model to predict dominant cognitive functions us-
ing demographic information as environmental con-
text. The system selects the primary function, then
applies type dynamics theory to identify auxil-
iary function candidates, reducing prediction er-
rors. Once these two functions are determined, the

remaining functions are derived to form the com-
plete personality type. The prediction algorithm is
detailed in Appendix B.

Stage 3: Cognitive reasoning The MBTI cog-
nitive process exhibits two reasoning patterns in-
fluenced by societal and situational stress (Clark,
2002): 1) Under low situational stress, life-societal
stress predominates, leading to normal cognitive
functioning; 2) Under high situational stress, of-
ten triggered by past trauma, individuals experi-
ence heightened stress and overuse of cognitive
processes, similar to Post-traumatic Stress Disorder
(Fang et al., 2020, PTSD). In this stage, we evalu-
ate the interaction of these stress types to determine
if individuals are vulnerable to cognitive overload.
Detailed descriptions of normal and overused func-
tions are provided in Appendix A.

For each thinking process, we assign stress im-
pact levels and ask the model to reason about cog-
nitive status and generate value preferences. To
determine the confidence in each function’s result,
we also assign influence weights for each process,
which are used in the synthesis stage.

Stage 4: Synthesis During synthesis, we collect
and document the complete reasoning trajectory.
The model reviews these to ensure consistency with
the explanations and process descriptions. If it finds
misalignments, it rewrites the results to minimize
hallucinations and verifies that appropriate weights
are assigned to each process in the MBTI hierarchy.

Following this evaluation, the model synthesizes
the reasoning results based on weights and selects
the most appropriate survey response option. To en-
hance explainability, it provides a brief explanation
of how weights influenced the final decision.

4 Experiment

4.1 Dataset
Our simulation samples are drawn from the 7th

wave of the World Values Survey, a comprehen-
sive global study that examines changing values
and their influence on social and political life. For
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Model GLM-4-air GPT-4o Doubao-1.5-pro

Global Distribution

Avg. Metrics 1-JSD ↑ EMD ↓ κ ↑ 1-JSD ↑ EMD ↓ κ ↑ 1-JSD ↑ EMD ↓ κ ↑
Random selection† 0.3319 0.2848 0.0000 0.3319 0.2848 0.0000 0.3319 0.2848 0.0000
Without Demo. 0.4492 0.1398 0.0125 0.4421 0.1177 0.0138 0.3788 0.1455 0.0112
Durmus et al. (2024) 0.2664 0.1466 0.0142 0.4411 0.0981 -0.0071 0.3544 0.1280 0.0116
Liu et al. (2025) 0.4371 0.0490 0.0118 0.4620 0.0211 0.0113 0.5258 0.0218 0.0104
Demo.+Ideo. 0.4336 0.1041 0.0011 0.6404 0.0987 0.0112 0.5520 0.1011 0.0180
Demo.+Ideo.+Opinion 0.5425 0.1112 0.0180 0.6449 0.0981 0.0097 0.5695 0.0995 0.0198
Zhao et al. (2024a) 0.4267 0.1280 0.0024 0.6174 0.1113 0.0111 0.3974 0.1265 0.0123

MARK (Ours) 0.5963 0.1026 0.0127 0.6438 0.0985 0.0128 0.6111 0.1141 0.0123

Sampled Distribution

Avg. Metrics ACC (%) 1-JSD ↑ EMD ↓ κ ↑ ACC (%) 1-JSD ↑ EMD ↓ κ ↑ ACC (%) 1-JSD ↑ EMD ↓ κ ↑
Demo.+Ideo. 25.49 0.3539 0.0741 0.02 32.30 0.4075 0.0755 0.09 30.75 0.4563 0.0685 0.02
Demo.+Ideo.+Opinion 25.06 0.4313 (0.6) 0.0669 0.11 33.07 0.4069 0.0739 0.09 31.45 0.4723 0.0703 0.08
Zhao et al. (2024a) 26.98 0.3814 0.0452 0.05 36.96 0.4654 0.0610 0.12 24.23 0.3584 0.0364 0.05

MARK (Ours) 33.69 0.4348 0.0887 0.15 38.11 0.4879 0.0826 0.15 46.98 0.5195 0.0561 0.09

Table 2: MARK simulation performance on U.S. social-survey data, evaluated under both global-distribution and
sampled-distribution settings. ‘Avg.’ denotes the overall mean metric values, (value) denotes the p-value of results
between baseline and MARK larger than 0.05. MARK shows improvements on sampled distributions by achieving
the highest simulation accuracy while maintaining low divergences, with most improvements being statistically
significant. It also shows generalization to global distributions with unseen demographics.

evaluation purposes, we utilize survey data from
the United States and China as case studies.

Setting 1: Global Distribution To evaluate the
generalization of MARK on responses over the
whole survey population in specific cultural back-
grounds, we also compare the model-predicted re-
sponses based on sampled demographic informa-
tion, presented in setting 2, with the distribution
divergence and agreement with the whole survey
population (Global Distribution setting).

Setting 2: Sampled Distribution To encompass
a broader range of human features, we examine 30
features detailed in the survey, such as continent,
residential area, and education level (Zhao et al.,
2024a). To reduce assumption bias for individual
data, representatives are selected through a group-
level clustering approach (Sampled Distribution
setting) reflecting the diversity of demographics.

We conducted a group-level demographic-based
clustering analysis in the following steps: 1)
Numerically transform and normalize the demo-
graphic feature attributes for human subjects from
the social survey. 2) Implement the Silhouette Anal-
ysis (Oncevay et al., 2020) to determine cluster
optimality and apply the K-means clustering.

Based on analysis (see Appendix D.1), we con-
ducted the configuration of 20 clusters and sampled
20 subjects from each cluster to represent U.S. cul-
ture, utilizing a dataset of 102,800 QA pairs. To
evaluate the generalizability of our method, we ap-

plied the same clustering approach to the Chinese
version of the survey and selected the cluster cen-
troids as our simulation targets. Ultimately, we
obtained 20 subjects for the simulation, using a
dataset of 4,340 QA pairs.

Moreover, we augmented the World Values Sur-
vey with the assumed personalities (oracle person-
ality) of human participants to study the robustness
of our framework. (See Appendix D.2)

4.2 Baselines

We introduce several baseline methods without per-
sonal demographic info by Durmus et al. (2024)
to investigate the generalization of MARK on the
Global Distribution setting:

Random selection† We present a random selec-
tion as the lower bound performance for the task.
Given that random selection is independent of any
model, the performance outcomes remain consis-
tent across all models. To facilitate improved com-
parison, these results are reiterated in the accompa-
nying table.

Without Demo. (Durmus et al., 2024) uses
multiple-choice survey questions originally written
without any indication of the personal demographic
information (DP setting in their paper). Nation
Info Only (Durmus et al., 2024; Cao et al., 2025;
Liu et al., 2025) asks LLMs to predict how some-
one from the U.S. or China would respond to these
questions. We chose two standard baseline prompt
as this kind of basline: Durmus et al. (2024) (CP
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Figure 4: Group-level performance of survey simulation on U.S. culture in the Sampled Distribution setting. MARK
shows significant improvement over other baseline methods on most clusters in terms of ACC and 1-JSD.

setting) and Liu et al. (2025).
We also select three baseline methods presented

by Hwang et al. (2023) and Zhao et al. (2024a)
using the demo. info to investigate the alignment
of LLMs with individual user preferences, focusing
on modeling user demographics, ideologies, and
past opinions to predict future responses:

Demo.+Ideo. (Hwang et al., 2023) combines
demographic information and ideological inclina-
tions of a user to predict their responses to survey
questions. Demo.+Ideo.+Opiniontop3 (Hwang
et al., 2023) combines demographic information,
ideological inclinations, and the top 3 most rele-
vant opinions to predict user responses. Zhao et al.
(2024a) focuses on three demographic variables
(i.e., the continent, resident area, and education
level) to indicate a human and asks the model to
predict their preferences on survey questions.

4.3 Models

All the experiment is conducted with GLM-4-
air (GLM et al., 2024), GPT-4o (gpt-4o-2024-
08-06) (OpenAI et al., 2024)2, and Doubao-1.5-
pro3 via API4, and the embedding model used
by Demo.+Ideo.+Opiniontop3 is embedding-v3 by
ZHIPU AI5. The experiments for the U.S. and Chi-
nese simulations were completed with a budget of
$1000. The generation temperature is 0.9, and the
max token length is 4096.

2Due to budget limitations, we only conduct simulations
on cluster centers on GPT-4o model.

3https://team.doubao.com/en/direction/llm
4We also test on Llama-3.1-7B/13B, and found they are

limited in conducting cognitive simulations, likely due to the
complexity of instructions and human features.

5http://open.bigmodel.cn/dev/howuse/model

4.4 Metrics

We evaluate the simulation performance via the
preference distribution gathered from the responses
and prediction accuracy with exact text matching.

Response accuracy (ACC) ACC measures how
well the model predicts the exact responses com-
pared to the actual labels. We obtain ACC by calcu-
lating the percentage of the correct responses of all
responses in the cluster and all simulation targets.
Higher ACC indicates better alignment.

Distribution divergence (1-JSD, EMD) 1-JSD
and EMD metrics evaluate how well the distribu-
tion of the model’s predictions aligns with the ac-
tual human distribution. (1) 1-JSD, known as 1 mi-
nus the Jensen-Shannon divergence, implemented
by Durmus et al. (2024), is a symmetric measure
of the similarity between two probability distribu-
tions; (2) the Earth Mover Distance (Rubner et al.,
1998, EMD), known as the Wasserstein distance,
quantifies the minimum amount of work required
to transform one distribution into another.

Particularly for the Sampled Distribution setting,
we collect responses from each cluster per ques-
tion, then plot distributions for human participants
and model predictions within the cluster. Then,
we calculate the 1-JSD and EMD score over these
distributions. We took the mean values across all
clusters as average scores. Lower EMD and higher
1-JSD values indicate better alignment.

Cohen’s κ utilized by (Badshah and Sajjad,
2024) measuring the percentage of agreements on
the group-level voting. We calculate the agreement
of model predictions and human responses using
Cohen’s κ. Higher agreement shows better perfor-
mance.
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Figure 5: Group-level results of survey simulation on U.S. culture with various personality strategies in the
Sampled Distribution setting. The horizontal line indicates the average score of each metric. MARK shows robust
performance across strategies and exceeds with oracle personalities.

5 Results

This section presents the experimental results and
examines the impact of incorporating personality
traits for simulation. Additionally, we evaluate the
system’s robustness, generalization on the Chinese
culture, and significance of each component in the
MARK system through ablation studies conducted
on best- and worst-performing models.

5.1 Generalization to Global Distribution
Table 2 (top) reports results when each model’s
aggregate predictions—conditioned solely on de-
mographics (or nothing)—are compared to the full
U.S. survey population histogram. MARK shows
competitive performance: it achieves the compet-
itive 1–JSD (0.5963 on GLM-4-air; 0.6438 on
GPT-4o; 0.6111 on Doubao-1.5-pro) and the lower
EMD (0.1026, 0.0985, 0.1141, respectively), indi-
cating its simulated population closely mirrors the
true preference distribution. Cohen’s κ remains at
or above the level without demo. info and nation
info only prompts, underscoring robust group-level
agreement even under sparse conditioning.

5.2 Sampled-Distribution Performance
Table 2 (bottom) summarizes each model’s ac-
curacy (ACC), distributional alignment (1–JSD,
EMD), and category-agreement (Fleiss’κ) when
predicting the held-out human responses from our
sampled participant pool. Across all three base
LLMs (GLM-4-air, GPT-4o, Doubao-1.5-pro),
MARK achieves the highest ACC, improving over
the strongest “Demo+Ideo+Opinion” baseline by
4.3% on GLM-4-air, 8.9% on GPT-4o, and a strik-
ing 15.5% on Doubao-1.5-pro. These gains are

statistically significant (p<0.05), demonstrating
its robustness in predicting exact responses.

In tandem with higher accuracy, MARK also
yields the best distributional fidelity: it at-
tains the largest 1–JSD scores (indicating min-
imal Jensen–Shannon divergence) and competi-
tive EMD values. For example, on GLM-4-air,
MARK’s 1–JSD of 0.4348 and EMD of 0.0887
outperform both the pure demographic base-
lines (1–JSD≃0.35–0.43, EMD≃0.045–0.074) and
Zhao et al. (2024b). Finally, MARK’s Fleiss’ κ
(0.15) more than triples the “Demo+Ideo” baseline
(0.02), demonstrating that its categorical vote pro-
portions align substantially better with the actual
human label distributions.

Further analysis in Figure 4 shows that MARK
presents different sensitivity over certain groups
of humans with similar demographic background:
For example, GLM-4-air shows a strong perfor-
mance in demographics of married working full-
time jobs like in C0 (34.28%) and C5 (34.59%).
And Doubao-1.5-pro excels in demographics of
skilled workers for private business as in clusters
C10 (56.96%) and C19 (52.45%), where it outpaces
competitors by large margins.

These superior performances of MARK can be
attributed to its integration of MBTI personality
cognition, which enhances its ability to simulate
human-like responses in social surveys. By incor-
porating cognitive traits, MARK captures nuanced
behavioral patterns of the demographic information
and value preferences. This cognitive augmenta-
tion allows MARK to better align with real-world
survey responses, leading to higher accuracy and
demonstrating the importance of psychological di-
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mensions in social survey simulations.

5.3 Framework Robustness

Due to limited reliable personality data, we use
Gemini-2-pro to estimate the likelihood of different
personalities selecting survey responses, designat-
ing the most probable as the oracle personality6.
Three personality assignment strategies—predicted
(Predicted), random (Random), and oracle (Ora-
cle)—are integrated into MARK reasoning to as-
sess robustness against personality uncertainty.

As shown in Figure 5, MARK demonstrates
strong robustness across all assignment strategies
on all models, with simulation accuracy (ACC) and
response distribution similarity (1-JSD) remaining
stable. For example, Doubao-1.5-pro’s ACC stays
at 0.47 (± 0.04–0.05) and 1-JSD between 0.52 and
0.53 across strategies, with similar consistency ob-
served in GLM-4-air.

Personality similarity (role- and type-level) also
has minimal influence on simulation performance.
Although role-level MBTI similarity is moderately
high, type-level alignment is much lower, espe-
cially under random assignment. Importantly, clus-
ters with low type similarity do not show reduced
ACC or increased divergence. Performance vari-
ance across clusters is nearly identical between
strategies, and performance curves overlap, indicat-
ing stability even with noisy personality data.

MARK’s robustness is attributed to its design:
group-level experimental structure, weighted cogni-
tive imitation, and stress-informed reasoning, all of
which collectively mitigate the impact of noisy per-
sonality inputs and ensure consistent performance
across experimental conditions.

5.4 Generalization to Chinese Culture

We evaluate the system’s generalization to Chinese
culture using both Chinese and English prompts on
the Sampled Distribution setting.

Chinese prompts As shown in Table 3b, MARK
consistently outperforms baselines in accuracy and
response alignment. For Doubao-1.5-pro, MARK
achieves 45.16% ACC, significantly higher than
previous benchmarks, and for GLM4, it closely
matches the top-performing baseline that lever-
ages additional human opinion data. MARK also
records the best distributional metrics (Avg. 1-JSD

6We treat this kind of personality as an upper-bound per-
formance scenario because this setting has access to the actual
survey responses we are attempting to predict.

and Avg. EMD) across both models, underscoring
its ability to capture behavioral patterns and align
with human preferences.

English prompts With English prompts (Table
3a), MARK maintains superior performance in the
Chinese cultural context. It achieves the highest
ACC with Doubao-1.5-pro (44.08%), and strong
distributional alignment for both models (highest
Avg. 1-JSD, lowest Avg. EMD).

Notably, MARK’s accuracy and distributional
consistency are slightly higher with English
prompts, especially for Doubao-1.5-pro, further
demonstrating robust generalization to Chinese cul-
ture across languages.

5.5 Ablations

We conduct an ablation study to evaluate the impact
of dynamic processes within the system on the
performance of social survey simulations.

As shown in Table 4, the ablation study under-
scores the importance of combining all four pro-
cesses in the full MARK system. The dominant
process marginally outperforms the auxiliary, ter-
tiary, and inferior processes in predictive metrics,
but all single processes are insufficient alone.

This illustrates the critical role of integrating
multiple cognitive processes to achieve accurate
simulations. Single processes alone are insufficient
for producing reliable predictions.

6 Conclusion

In this paper, we addressed the challenge of sim-
ulating human survey responses by introducing
MARK (Multi-stAge Reasoning frameworK),
a novel framework grounded in MBTI personal-
ity theory. Through a multi-stage approach that
considers stress levels, personality types, and their
associated cognitive functions, MARK provides a
more psychologically grounded method for predict-
ing survey responses.

Our experiments on the World Values Survey
demonstrate that MARK can outperform existing
baselines by 10%. This improvement suggests that
modeling personality-based cognitive processes of-
fers a promising direction for enhancing survey
simulation accuracy. Furthermore, our analysis re-
veals that our group-level experiment, weighted
cognitive imitation, and stress-informed reasoning
reached robustness on uncertain personalities.

Moving forward, this work opens new avenues
for leveraging AI technologies to create low-
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Method avg_ACC avg_1-JSD↑ avg_EMD↓

GLM-4-air

Demo.+Ideo. 25.48% 0.4206 0.0848
Demo.+Ideo.+Opiniontop3 35.21% 0.5293 0.0861
Zhao et al. (2024a) 27.07% 0.4169 0.0932
MARK (Ours) 31.58% 0.5704 0.0620

Doubao-1.5pro

Demo.+Ideo. 30.35% 0.5007 0.0810
Demo.+Ideo.+Opiniontop3 30.55% 0.5128 0.0830
Zhao et al. (2024a) 30.28% 0.4407 0.0897
MARK (Ours) 45.16% 0.6010 0.0861

(a) Result on Chinese prompts.

Method avg_ACC avg_1-JSD↑ avg_EMD↓

GLM-4-air

Demo.+Ideo. 29.47% 0.4670 0.0877
Demo.+Ideo.+Opiniontop3 35.60% 0.5339 0.0875
Zhao et al. (2024a) 26.24% 0.4054 0.0997
MARK (Ours) 31.37% 0.5793 0.0580

Doubao-1.5pro

Demo.+Ideo. 26.98% 0.5039 0.0888
Demo.+Ideo.+Opiniontop3 27.44% 0.5244 0.0884
Zhao et al. (2024a) 32.24% 0.4515 0.0923
MARK (Ours) 44.08% 0.6001 0.0839

(b) Results on English prompts.

Table 3: Experimental results within the Chinese cultural context demonstrate that MARK achieves superior
accuracy and the lowest distribution divergence compared to other methods.

Method avg_ACC (%) avg_1-JSD↑ avg_EMD↓

Dominant process only 16.25 0.3126 0.1856
Auxiliary process only 16.21 0.3124 0.1856
Tertiary process only 16.19 0.3116 0.1856
Inferior process only 15.74 0.3074 0.1851

MARK (Full system) 33.69 0.4348 0.0887

Table 4: Ablation results within the U.S. cultural context
reveal that single-process models are insufficient on
their own, underscoring the importance of combining
multiple processes to achieve high performance in social
survey simulations.

divergence, personalized survey simulations, po-
tentially reducing the reliance on costly and time-
consuming human experiments in social survey
research. Future work could focus on improving
personality prediction accuracy and expanding the
framework to handle a broader range of survey
types and domains.

Limitations

Accurate subject personality Our study exam-
ines the personality traits of human subjects in the
World Values Survey through predictions made by
LLMs based on human and personality preferences,
presenting a complex challenge. Our findings sug-
gest that incorporating human personalities can en-
hance simulation performance; however, this may
also restrict the applicability of the findings with-
out real-world personality information. We hope
that future survey investigations will consider in-
corporating personality as a key human feature to
provide more precise psychological insights.

Language and countries coverage Our study
employs English and Chinese prompts for simu-
lations conducted in the United States and China,
highlighting the distinct cultural differences related

to cognition, language, perception, and reasoning
(Cao et al., 2024). While the diverse populations of
both the U.S. and China illustrate significant East-
West cultural contrasts, this approach does not fully
capture the broader cultural diversity present world-
wide. To address these limitations, future research
should consider incorporating additional countries
and languages to strengthen the robustness of our
framework.

Model choices Due to considerations regarding
computational resources, we conducted experi-
ments with closed-source models through API,
selecting a limited number of models for valida-
tion. We also implemented our framework on open-
source models such as Llama-3.1-7B/13B. Experi-
mental results showed they are limited in following
complex instructions and conducting cognitive sim-
ulations, likely due to the length and complexity
of system instructions and human features. In our
future work, we plan to explore a variety of open-
source models that feature large context windows
and robust instruction-following capabilities. This
approach will enable us to uncover valuable in-
sights. We believe the conclusions we draw will
significantly contribute to future research, encour-
aging further exploration of additional models to
enhance our understanding of personalities in sim-
ulations.

Psychological Validity vs. Computational
Tractability We acknowledge the well-
documented empirical limitations of the Myers-
Briggs Type Indicator (MBTI) framework in
psychological research, including reduced re-
liability (Boyle) and validity compared to the
Big Five (Graziotin et al., 2021). However, our
methodological choice prioritizes computational
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tractability, as MBTI’s hierarchical function
stack provides explicit precedence rules for
information processing, systematic cognitive
load balancing (Eckstein and Collins, 2020), and
adaptive reasoning capabilities (Hall, 1989).
While the Big Five excels at empirical personality
measurement (DeYoung, 2015), it lacks the
hierarchical cognitive process models essential for
structured multi-step reasoning, as it identifies
what cognitive differences exist but provides
limited frameworks for how these differences
operate as integrated systems. Future work should
explore hierarchical frameworks grounded in
empirically validated personality dimensions.
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A Cognition Functions

The cognition processes of the MBTI personality
type dynamics can be formulated into eight func-
tions:

1. Extroverted Sensing (Se): Acts on concrete
data in the here and now. Likes to experi-
ence the world—active, talkative, and social.
Trusts the present, what is tangible and real.
When the stress level is high, this function
will tend to be overindulgent, hyperactive, and
overly talkative.

2. Introverted Sensing (Si): Compares present
facts and situations to past experience. Ex-
cellent recall for specific details. Trusts and
remembers the past. Stores sensory data that
is important to them for future use. When the
stress level is high, this function will tend to
be dogmatic, obsess about unimportant data,
and withdraw.

3. Extroverted Intuition (Ne): Sees possibilities
in the external world. Enthusiastic and enjoys
networking. Trusts the big picture, and forms
patterns and connections, which can then be
shared with others. When the stress level is
high, this function will tend to be over the
top, swamped with options, and change for
the sake of change.

4. Introverted Intuition (Ni): Can appear vision-
ary. Connects unconscious images, themes,
and connections to see things in new ways.
Brainstorm internally with themselves. Trusts
and relies on inner insights, which may be
hard for others to understand. When the stress
level is high, this function will tend to have
unrealistic visions, only accept data that sup-
ports their theories, and make things overcom-
plicated.

5. Extroverted Thinking (Te): Seeks logic and
consistency in the outside world. Concern for
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external laws and rules. Logical, analytical
decision-makers who organize the environ-
ment to achieve goals. When the stress level
is high, this function will tend to be detached,
cold, overly rational, and critique the lack of
logic in others.

6. Introverted Thinking (Ti): Seeks internal con-
sistency and logic of ideas. Trust’s internal
framework, which may be difficult to explain
to others. Experience a depth of concentra-
tion that is objective and analytical. When the
stress level is high, this function will tend to
be an obsessive search for the truth, detached,
look only at the cons, driven like a machine
out of control.

7. Extroverted Feeling (Fe): Seeks harmony with
and between people in the outside world. In-
terpersonal and cultural values are important.
Encouraging and interested in others. When
the stress level is high, this function will tend
to be insistent, meaning that they know what
is best for everyone, are intrusive, ignore prob-
lems, and force superficial harmony.

8. Introverted Feeling (Fi): Seeks harmony of ac-
tion and thoughts with personal values. May
not always articulate those values. Empa-
thetic, sensitive, and idealistic. When stress
levels are high, this function will tend to carry
the weight of the world on their shoulders, be
hypersensitive, pompous, and feel sorry for
themselves.

B Personality Selection Algorithm

In this section, we present the personality selection
algorithm during Stage 2 of the MARK framework
in algorithm 1.

C Reasoning Prompts

In this section, we present the system prompts de-
signed for each stage within the MARK system.

For the human stress analysis stage, as pre-
sented in Table 9, we first instruct the model to
assign a stress level based on human features. Sub-
sequently, the model automatically generates so-
ciodemographic prompts by filtering out insignifi-
cant features.

For the personality prediction, as shown in Ta-
ble 10, we employ a similar system prompt to guide
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Figure 6: The Silhouette Analysis for demographic clus-
tering to determine the optimal number of clusters using
KMeans clustering. The optimal number for demo-
graphic clustering is 20.

the model in predicting the dominant and auxil-
iary processes based on human features. To ensure
the quality of process combinations, we derive the
tertiary and inferior processes using MBTI-type
dynamics theory.

During the survey response generation phase, we
employ the Cognitive Reasoning Stage, guided by
the prompts in Table 11, to produce simulation re-
sults based on the predicted personality processes.
First, the model evaluates the situational stress im-
pact on each of the four processes using sociode-
mographic prompts and the given survey question.
This step determines whether the stress level is
sufficiently high to trigger the negative effects of
a process. Next, the model generates distinct de-
scriptions for each process and produces potential
responses for each one.

After generating answers for the four processes,
the Synthesis Stage, prompted as shown in Table
12, synthesizes the results based on the importance
weights provided by the reasoning stage. Finally, it
consolidates the outputs to determine the simulated
preference.

D Data Construction Details

In this section, we present the implementation de-
tails for constructing the experiment dataset.

D.1 Group-level Demographic Clustering

The analysis in Figure 6 revealed an optimal con-
figuration of 20 clusters, and we gathered subjects
according to these clustering results.
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D.2 Personality Augmentation for Dataset
We instructed the LLMs following Table 8 to pre-
dict the likelihood of each role and personality type
selecting a specific answer based on a given ques-
tion. For individual data, we identified the role
with the highest probability and then determined
the most probable personality within that role. This
process yielded a comprehensive personality pro-
file for each survey subject.

D.3 Full Experiment Results of feature
Sensitivity

As presented in Table 13, our method MARK ob-
tained the highest simulation accuracy on most clus-
ters for both feature clustering.

For distribution divergence, in Table 14 and
15, MARK presents lower performance than
Demo.+Ideo+Opiniontop3; this might be caused by
a potential preference leakage during the inference
time, where we provide the top relevant answers
from the subject gold labels.

We also provide the detailed results of the differ-
ent personality strategies for both feature clustering
in Table 16. With the personalities assumed from
the subjects’ preferences provided, the simulation
performance soared on both clustering settings both
improving accuracy and reducing divergence.

We provide prediction accuracy for feature clus-
tering in Table 17. The result suggests that the
model has different sensitivities to predicting per-
sonalities based on similar human demographic
information. Generally, it achieved high accuracy
in predicting high-level personalities (role), while
having difficulties predicting the correct low-level
types.

E Reasoning Demo

To better understand the model’s behaviors dur-
ing survey completion, we present a Reasoning
demo (model prediction in sans serif or tables)
that shows how the reasoning works in practice.

Background Here we present some background
information for this case:

• Case Group: This group of respondents, pre-
dominantly female and middle-aged, shares
similar demographic and socioeconomic char-
acteristics.

• Subject Profile: The unique profile of the
group representative (selected by the k-means
algorithm) is presented in Table 5.

Category Description

Location Urban, Georgia, USA
Education Upper secondary education (high school diploma)
Marital Status Married
Family 2 children
Age 44 years old
Occupation Homemaker, not employed outside the home
Citizenship US citizen
Religion Catholic
Ethnicity US, two or more, non-Hispanic

Table 5: This table summarizes the key characteristics
of the group representative, providing a comprehensive
overview of her demographic, socioeconomic, and cul-
tural background.

• Survey Question: For family, would you say
it is very important, rather important, not very
important, or not important at all?

• Options: (A) Very important, (B) Rather im-
portant, (C) Not very important, (D) Not im-
portant at all

Stage 1: Stress Analysis - Sociodemographic
Context Generation GPT-4o analyzed stress
level are in Table 6. The generated sociodemo-
graphic context prompt for features with minimal
impact on the simulation is:

The dropped characters represent a demographic situated

in urban Georgia, navigating the moderate pressures of middle

age as a native citizen.

The household is small, comprising two adults without

direct parental support, reflecting a stable yet limited economic

situation. The educational background is primarily secondary,

indicating potential limits in career advancement opportunities.

Being married provides some relational stability, while their

involvement in religious activities offers additional community

support.

Stage 2: Personality Prediction Based on the
analyzed demographic features and sociodemo-
graphic context prompt, GPT-4o predicted the ISFJ
as her personality and provided the following cog-
nition process:

Introverted Sensing (Si): Strong preference for proven,

secure approaches

Extraverted Feeling (Fe): Concern for family/community

welfare

Introverted Thinking (Ti): Practical evaluation of options

Extraverted Intuition (Ne): Limited exploration due to

risk aversion

Stage 3: Cognitive Reasoning First, the model
evaluates how survey stress, combining social
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Demographic Feature Value Stress
Level

Stress
Category Rationale

Financial Behavior
Spent savings and borrowed
money

70/100 Economic
Negative financial trajectory indicates severe resource
pressure affecting security priorities

Employment Status
Homemaker not otherwise
employed

40/100 Career/Identity
Lack of formal employment creates moderate stress
around financial independence and social identity

Age 44 years 25/100 Life Stage
Middle-age responsibilities bring moderate complexity
to decision-making processes

... ... ... ... ...

Table 6: Demographic Profile and Stress Analysis for Framework Demonstration

Reasoning
Stage

Cognitive
Process

Stress
Impact Impact Rationale

Dominant
Introverted
Sensing (Si)

Positive
Past security experiences guide current
decision-making effectively

Auxiliary
Extroverted
Feeling (Fe)

Positive
Community values support importance
of family security

Tertiary
Introverted
Thinking (Ti)

Positive
Logical analysis remains functional
despite stress

Inferior
Extraverted
Intuition (Ne)

Positive
Stress level manageable, allows
consideration of possibilities

Table 7: Cognitive Process Stress Impact Analysis

stress (from stage 1), affects each cognitive pro-
cess. Analyzed results are in Table 7. All processes
remain functional (positive impact) as the stress
level (46.5/100) does not reach the threshold for
cognitive disruption.

Then the model reason over the function descrip-
tion and choose an option as an answer for the
survey question. In this case, GPT-4o predicted:

Dominate process (Si): (A) Very important, weight - 0.6

Auxiliary process (Fe): (A) Very important, weight - 0.5

Tertiary process (Ti): (C) Not very important, weight - 0.3

Inferior process (Ne): (D) Not at all important, weight - 0.2

Stage 4: Synthesis Finally, GPT-4o reviewed
previous predictions and combined the results ac-
cording to the reviewed weight and chose one op-
tion as the final answer:

Conclusion: (A) Very important

Reasoning Summary: The final conclusion of "Very im-

portant" emerges from the dominant Introverted Sensing pro-

cess (60% weight) and auxiliary Extroverted Feeling process

(50% weight), both strongly aligning with cultural and com-

munity emphasis on family. Although the tertiary and in-

ferior processes suggested "Not very important" and "Not

at all important" view, their lesser weights (30% and 20%,

respectively) resulted in a decisive emphasis on the highest

importance of family.
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Algorithm 1: Personality process selection algorithm for subject j.
Input: Selection system prompt Psys, generated sociodemographic prompting Pdemo, overall stress

Soverallj ,
Output: Selected four cognition processes pcogj and corresponding personality type Tj

Hyperparameters:
1. Model generation temperature t

2. Model generation max tokens mtoken

Functions:

1. Access all cognition process descriptions: get_all_process_desc()

2. Access process candidates with description: get_next_process(process name, process)

3. Gather instructions and data into input string: gather_input([list of instructions], [list of data])

4. LLMs generate API: generate(messages, temperature, max tokens)

5. Depth-first search for tertiary and inferior processes: dfs(dominant process, auxiliary process)

Step 1: Dominant process prediction - We ask the model to predict the dominant process based on
human features and process descriptions.

1. proc_desc← get_all_process_desc();

2. user_inputdom ← gather_input(["", "Stress level"], [Pdemo, Soverallj ]);

3. message← [{"role": "system",
"content": Psys}, {"role": "user", "content": user_inputdom}, {"role": "tool", "content":
proc_desc}];

4. pdom ← generate(message, t, mtoken);
Step 2: Auxiliary process prediction - We ask the model to predict the auxiliary process based on
human features and candidate process descriptions.

1. aux_candidates← get_next_process("dominant", pdom);

2. message← message+ [{"role": "assistant", "content": pdom}, {"role": "user", "content": "Select
auxiliary from
process candidates."}, {"role": "tool", "content": aux_candidates}];

3. paux ← generate(message, t, mtoken);
Step 3: Filling the rest processes - We automatically find the tertiary and inferior processes by
depth-first search over the process tree (Fig.3).

1. pter, pinf, Tj ← dfs(pdom, paux);

2. pcogj ← [pdom, paux, pter, pinf];
return pcogj , Tj
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System Prompt for Data Augmentation
Personality Augmentation
Task: You will analyze the likelihood of different personality types selecting specific choices in response to a survey question. Based on
the descriptions of each personality type, predict the probability (as a percentage from 0% to 100%) that each type would choose a given option.
Input Format:
Survey Question:
[QUESTION]

Choices:
[CHOICE 1]
[CHOICE 2]
[Additional choices as needed.]

Output Format:
Provide the predicted probabilities in the following structured format:
{
"[ROLE/TYPE NAME 1]": "PROB%",
"[ROLE/TYPE NAME 2]": "PROB%",
...

}
Using the provided personality type descriptions, predict the probability (0% to 100%) that each type would select each choice in response to the
survey question.
Cultural Value Orientation Augmentation
Task: You are an expert in social science specializing in cross-cultural value studies. Your task is to analyze survey questions, identify the
relevant value dimension(s), and determine which answer choices indicate a high score in those dimensions.
Input: A survey question with multiple choice answers, pre-assigned value dimension(s), and features of people with high score on
this value.
Output: A JSON object containing the question, value dimension(s), and high-scoring choices, formatted as follows:
[{"value_name": "VALUE1", "high_score_choices": ["CHOICE1", "CHOICE2", ...]},
{"value_name": "VALUE2", "high_score_choices": ["CHOICE4", "CHOICE5", ...]}, ...]

Instructions:
1. Carefully read and analyze the given survey question and its answer choices.
2. Confirm the relevance of the pre-assigned value dimension(s) to the question.
3. Identify which answer choice(s) indicate a high score in the given value dimension(s).
4. Ensure each value dimension appears only once in the "values" array.
5. Include all relevant high-scoring choices in the "high_score_choices" array.
6. Ensure your response is in valid JSON format that can be parsed by Python’s json package.
Note: High-scoring choices are those that strongly align with or exemplify the given value dimension(s). Multiple choices may
indicate high scores if they all strongly represent the value(s).
Example input:
Question: "How important is it for you to follow traditions?"
Choices: A) Very important, B) Somewhat important, C) Not very important, D) Not at all important
Pre-assigned value: Tradition
Features of people with high score: At the individual level, those who value tradition highly believe following their culture’s
traditions provides meaning, belonging, and guidance in life. They have pride in their heritage and faithfully observe rituals and customs.
Example output:
[{"value_name": "Tradition Index", "high_score_choices": ["A"]}],
Please provide your analysis for the given survey question, choices, and pre-assigned value dimension(s).

Table 8: Data augmentation prompt for personality and cultural value orientation.
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System Prompt for Human Stress Analysis Stage
Stress Level Assign Based on Features
Role: You are a component in a multi-agent system designed to simulate human value preferences based on given features.
Your task is to assign stress levels (integers from 0 to 100) to each feature, reflecting its potential impact on the individual’s stress.
These stress levels will be used by other models to simulate the individual’s thinking process.
Input: A list of human feature in the format [{feature KEY: VALUE}].
Output: A JSON object containing each features and its assigned stress level, formatted as follows:
{"features": [
{"features": "feature1", "value": "VALUE1", "stress_level": INTEGER1, "explanation": "EXPLANATION1"},
{"features": "feature2", "value": "VALUE2", "stress_level": INTEGER2, "explanation": "EXPLANATION2"},
...

]}
Instructions:
1. Analyze each features individually.
2. Consider the general impact of each features on stress levels, not just in specific scenarios.
3. Assign a stress level (0-100) to each features based on its potential to cause stress.
4. Ensure each features appears only once in the output, and the output can be directly loaded by JSON package in Python.
5. Provide a brief explanation (1-2 sentences) for each assigned stress level.
Note: The stress levels you assign will guide a reasoning model in simulating human thinking processes when answering social surveys.
Therefore, your analysis should be general and applicable to a wide range of situations.
Example input:
[{"income level": "Medium"}, {"employment status": "Full time (30 hours a week or more)"}]
Example output:
{"features": [
{"features": "income level", "value": "Medium", "stress_level": 50, "explanation": "A medium income level can provide stability
but may also cause stress due to financial limitations."},
{"features": "employment status", "value": "Full time (30 hours a week or more)", "stress_level": 60, "explanation": "Full-time
employment offers security but can lead to work-related stress and time management issues."}

]}
Please proceed with your analysis for the given feature.
Sociodemographic Prompt Generation
Role: feature Impact Analyzer for Personality Simulation Systems
Task: Filter and summarize feature profiles based on their stress impact and personality influence.
Input Schema:
Human features:
{ "features": [ { "features": string, "value": string, "stress_level": integer(1-100), "explanation": string } ] }
Average stress level: xx/100
Evaluation Criteria:
1. Primary Retention Factors:
- Stress level larger than the average stress level
- Direct impact on simulation outcomes
- Critical personality interactions

2. Secondary Considerations:
- Relationship dependencies
- Value contribution weight
- feature complexity

Output Schema:
{
"kept_features": [{ "features": string, "value": string, "stress_level": integer(1-100), "explanation": string, "retention_reason": string }],
"dropped_features": [{ "features": string, "value": string, "stress_level": integer(1-100), "exclusion_reason": string }],
"dropped_profile": string,
"metadata": { "total_features": integer, "retained_count": integer, "average_stress_retained": float, }

}
Requirements:
- Maintain original data structure for retained features
- Provide clear exclusion reasoning
- Write a one-paragraph profile describing the human features based on dropped feature values
- Ensure traceability between related features
- Only output the JSON results and make sure the key are the same as presented in output schema
Please proceed with your summarization of the given feature.

Table 9: System prompt for human stress analysis.
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System Prompt for Personality Prediction Stage
Single Process Prediction
Role: You are the initial node in a multi-agent system designed to simulate human value preferences based on provided human feature.
Your task is to assess the current stage of reasoning and select the appropriate thinking process from the 8 processes defined by the MBTI
Processes of Type Dynamics theory.
Input:
1. Human feature
2. Current stress level
3. Current reasoning step and selected thinking process
Output: A JSON array containing the selected reasoning processes and current reasoning stages.
Instructions:
1. Conduct reasoning in four stages according to the MBTI Processes of Type Dynamics theory:
a. Dominant process: The Dominant Process in MBTI type dynamics is the most developed, conscious, and comfortable aspect of an individual’s
personality, serving as their core and primary cognitive function.
b. Auxiliary process: The Auxiliary Process in MBTI type dynamics is the second most developed function that supports and balances the
Dominant Process, aiding in perception, judgment, and the balance between Extraversion and Introversion.
c. Tertiary process: The Tertiary Process in MBTI type dynamics is the third most developed function, less competent and comfortable than the
Dominant and Auxiliary, typically activated under stress for decision-making and problem-solving.
d. Inferior process: The Inferior Process in MBTI type dynamics is the least developed function, emerging under extreme stress and potentially
causing individuals to feel out of control or display negative feature.

2. For each stage:
a. Use the "get_all_process_desc" tool to access all the thinking processes’ descriptions.
b. Select the appropriate process based on the human feature.
c. Use the "get_next_process" tool to access process candidates for the next stage.

4. Use the provided tools for additional information as needed.
5. Only output the JSON results and make sure the key are the same as presented in example output.
Tools:
[{"tool_name": "get_all_process_desc", "description": "obtain all the thinking process descriptions", "inputs": None},
{"tool_name": "get_next_process", "description": "access process candidates for the next stage based on current process", "input": {"current_stage":
CURRENT_STAGE, "previous_processes":[PROCESS1, PROCESS2,
... ]}

}]
Note: Ensure each process appears only once in the output.
Example output:
[{ "reasoning_stage": "Dominant", "process": "Extraverted Thinking", },
{ "reasoning_stage": "Auxiliary", "process": "Introverted Intuition", },
...

]
Please proceed with your analysis for the given human feature, stress level, and survey questions.

Table 10: System prompt for personality prediction.
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System Prompt for Cognitive Reasoning Stage
Assign Stress Impact on Processes
Role: You are the second node in a multi-agent system designed to simulate human value preferences based on provided human feature.
Your task is to assess each of the reasoning stages and assign the appropriate stress impact based on survey questions and feature-based stress level.
Input:
1. Human feature
2. Current stress level
3. Selected thinking process
4. Survey questions
Output: A JSON array containing the selected reasoning processes and current reasoning stages.
Instructions:
1. For each stage, during evaluating the stress impact:
- Assess if the survey questions may increase or decrease stress.
- Determine if the stress level is high enough to trigger the negative aspect of the process.
- Output "negative" if triggered, otherwise "positive".

2. Only output the JSON results and make sure the key is the same as presented in the example output.
Note: Ensure each process appears only once in the output.
Example output:
[
{ "reasoning_stage": "Dominant", "process": "Extraverted Thinking", "stress_impact": "positive" },
{ "reasoning_stage": "Auxiliary", "process": "Introverted Intuition", "stress_impact": "negative" },
...

]
Please proceed with your analysis of the given human feature, stress level, and survey questions.
Predict Answer with Four Processes
Role: You are the second node in a multi-agent system designed to simulate human value preferences based on provided human feature.
Your task is to complete the reasoning processes given by the previous node and answer survey questions based on the human feature and
stress impacts on each process.
Input:
1. Human feature
2. Overall stress level
3. Survey questions with multiple-choice options
4. Previous node’s output (reasoning processes and stress impacts)
Output: A JSON array containing the reasoning results for each process.
Instructions:
1. For each of the four MBTI Processes of Type Dynamics theory stages:
a. Conduct reasoning according to the process description, human feature and answer the survey question.
b. Provide the reasoning result for each process and a brief explanation (1-2 sentences).
c. Assign a weight (0 to 1) to each process based on the overall stress level and the process’s position in the MBTI hierarchy.

2. Only output the JSON results and make sure the key are the same as presented in example output.
Note: Ensure each process appears only once in the output.
Example output:
[{
"reasoning_stage": "Dominant", "process": "Extraverted Thinking",
"process_description": "Organizing and sequencing information and ideas",
"reasoning_result": "(B) somewhat agree",
"reasoning_explained": "The individual is likely to approach this question by logically analyzing the options and their potential consequences.",
"weight": 0.4

}, ... ]
Please proceed with your analysis for the given human feature, stress levels, and survey question.

Table 11: System prompt for cognitive reasoning.
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System Prompt for Synthesis Stage
Synthesize Process Results
Role: You are the final node in a multi-agent system designed to simulate human value preferences based on provided human feature
and thinking processes. Your task is to evaluate the reasoning results from previous nodes, ensure their alignment with process descriptions,
and provide a final decision based on weighted results.
Input:
1. Human feature
2. Survey question with multiple-choice options
3. Previous nodes’ output (reasoning processes, descriptions, results, and weights)
Output: A JSON array containing the evaluated reasoning results for each process and a final conclusion.
Instructions:
1. For each of the four MBTI Processes of Type Dynamics theory stages:
a. Review the reasoning result and explanation provided by the previous node.
b. Verify if the reasoning aligns with the process description and given explanation.
c. If misaligned, rewrite the result and explanation to ensure consistency.
d. Ensure the weight assigned is appropriate for the process’s position in the MBTI hierarchy and the overall stress level.

2. After evaluating all four processes:
a. Synthesize the reasoning results, considering the weights assigned to each process.
b. Choose the most appropriate answer from the given survey options based on the weighted synthesis.
c. Provide a brief explanation (1-2 sentences) for the final decision, explicitly mentioning how the weights of each process influenced the
conclusion.

3. Format the output as a JSON array, including all process evaluations and the final conclusion.
4. Only output the JSON results and make sure the key are the same as presented in example output
Note: Ensure each process appears only once in the output, and the conclusion matches one of the given survey question choices.
Example output:
[
{ "reasoning_stage": "Dominant", "process": "Extraverted Thinking",
"process_description": "Organizing and sequencing information and ideas",
"reasoning_result": "(B) somewhat agree",
"reasoning_explanation": "The individual is likely to approach this question by logically analyzing the options and their potential consequences.",
"reasoning_evaluate": "This aligns with the Extraverted Thinking process, which focuses on external logic and organization of ideas.",
"weight": 0.4
}, ...,
{ "conclusion": "(B) Somewhat agree",
"explanation": "The final decision leans towards ’Somewhat agree’ due to the dominant Extraverted Thinking process (40% weight) favoring a
logical approach, balanced by the auxiliary Introverted Intuition (30% weight) considering long-term implications. The tertiary and inferior
processes (15% each) provided minor influences, resulting in a measured agreement rather than a strong stance."
}

]
Please proceed with your analysis and final decision based on the given reasoning results and weights.

Table 12: System prompt for synthesis stage.

Model GLM-4-air Doubao-1.5-pro

Method Demo.+Ideo. Demo.+Ideo.+
Opiniontop3 Zhao et al. (2024a) MARK (Ours) Demo.+Ideo. Demo.+Ideo.+

Opiniontop3 Zhao et al. (2024a) MARK (Ours)

C0 24.24 23.64 22.72 34.28% 23.48 25.12 23.48 42.20
C1 19.47 26.25 28.33 34.18% 26.61 27.53 22.00 47.82
C2 16.01 27.24 31.67 34.01% 29.63 29.67 22.59 49.82
C3 28.54 27.76 29.81 33.99% 37.47 34.98 28.99 51.11
C4 32.24 29.77 34.09 33.91% 38.09 37.41 25.18 49.84
C5 27.49 31.34 31.40 34.59% 30.70 31.93 22.10 45.21
C6 28.44 27.41 27.37 33.62% 25.95 26.83 25.62 44.20
C7 23.21 28.17 22.65 33.35% 35.06 36.60 20.45 44.64
C8 23.33 32.61 21.79 34.01% 24.82 25.53 24.46 41.13
C9 25.51 21.98 27.16 33.44% 25.97 27.72 23.13 52.06
C10 29.34 32.55 33.37 33.42% 41.42 42.14 28.68 56.96
C11 28.93 27.49 30.88 33.87% 38.64 37.47 24.51 46.69
C12 8.83 6.13 8.77 33.05% 31.32 30.80 20.00 41.05
C13 29.20 18.70 26.07 33.60% 24.59 26.13 32.45 41.85
C14 30.70 27.26 28.02 33.09% 28.50 30.35 23.04 47.74
C15 26.73 22.80 29.46 33.42% 36.60 36.23 29.51 49.44
C16 25.00 19.90 22.94 33.75% 29.86 32.98 19.96 50.64
C17 29.32 21.61 26.98 33.62% 20.97 24.46 18.64 39.53
C18 28.19 23.66 29.86 33.58% 33.56 31.98 26.26 45.14
C19 25.10 24.84 26.25 33.02% 31.65 33.19 23.56 52.45

Avg. 25.49 25.06 26.98 33.69% 30.75 31.45 24.23 46.98

Table 13: The simulation ACC for U.S. culture. Our method achieves the highest ACC (%) on some clusters for
both models.
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Model GLM-4-air Doubao-1.5-pro

Method Demo.+Ideo. Demo.+Ideo.+
Opiniontop3 Zhao et al. (2024a) MARK (Ours) Demo.+Ideo. Demo.+Ideo.+

Opiniontop3 Zhao et al. (2024a) MARK (Ours)

C0 0.3630 0.4189 0.3523 0.4248 0.4167 0.4481 0.3586 0.5083
C1 0.3364 0.4517 0.3933 0.4445 0.4231 0.4551 0.3452 0.5462
C2 0.3182 0.4251 0.4135 0.4503 0.4343 0.4585 0.3400 0.5447
C3 0.3423 0.4438 0.4038 0.4665 0.4818 0.4945 0.3916 0.5610
C4 0.3667 0.4662 0.4451 0.4718 0.4654 0.4735 0.3759 0.5409
C5 0.3582 0.4617 0.4239 0.4447 0.4709 0.4805 0.3528 0.5040
C6 0.3620 0.4580 0.3913 0.4518 0.4768 0.4897 0.3500 0.5388
C7 0.3571 0.4332 0.3523 0.4219 0.4650 0.4803 0.3381 0.5055
C8 0.3353 0.4584 0.3480 0.4887 0.4280 0.4439 0.3545 0.4767
C9 0.3614 0.4317 0.3818 0.4374 0.4726 0.4844 0.3637 0.5388
C10 0.3794 0.4317 0.4120 0.4609 0.5030 0.5254 0.3841 0.5683
C11 0.3614 0.4496 0.3907 0.4450 0.4625 0.4692 0.3469 0.5055
C12 0.2316 0.2623 0.2368 0.2869 0.4204 0.4367 0.3312 0.4654
C13 0.3646 0.4177 0.3706 0.4063 0.4304 0.4418 0.3863 0.4775
C14 0.3753 0.4482 0.4015 0.4412 0.4811 0.4927 0.3682 0.5346
C15 0.3761 0.4302 0.3895 0.4473 0.4807 0.4904 0.3743 0.5339
C16 0.3458 0.4194 0.3581 0.4339 0.4571 0.4757 0.3459 0.5361
C17 0.3839 0.4333 0.3897 0.4020 0.4133 0.4339 0.3336 0.4563
C18 0.3875 0.4376 0.3904 0.4282 0.4685 0.4752 0.3630 0.5096
C19 0.3722 0.4468 0.3824 0.4411 0.4751 0.4975 0.3630 0.5388

Avg. 0.3539 0.4313 0.3814 0.4348 0.4563 0.4723 0.3584 0.5195

Table 14: The simulation distribution divergence for U.S. culture. Our method achieves a higher 1-JSD score on
some clusters for feature clustering.

Model GLM-4-air Doubao-1.5-pro

Method Demo.+Ideo. Demo.+Ideo.+
Opiniontop3 Zhao et al. (2024a) MARK (Ours) Demo.+Ideo. Demo.+Ideo.+

Opiniontop3 Zhao et al. (2024a) MARK (Ours)

C0 0.0330 0.0578 0.0392 0.0821 0.0293 0.0360 0.0182 0.0338
C1 0.0455 0.0682 0.0419 0.0874 0.0597 0.0596 0.0246 0.0532
C2 0.0694 0.0697 0.0424 0.0870 0.0660 0.0640 0.0295 0.0527
C3 0.0745 0.0648 0.0427 0.0861 0.0706 0.0694 0.0326 0.0560
C4 0.0780 0.0640 0.0426 0.0858 0.0678 0.0649 0.0305 0.0547
C5 0.0792 0.0612 0.0439 0.0859 0.0669 0.0650 0.0291 0.0543
C6 0.0785 0.0648 0.0485 0.0868 0.0681 0.0680 0.0382 0.0584
C7 0.0786 0.0652 0.0476 0.0879 0.0671 0.0688 0.0381 0.0591
C8 0.0768 0.0654 0.0470 0.0885 0.0707 0.0732 0.0387 0.0610
C9 0.0788 0.0685 0.0461 0.0893 0.0729 0.0749 0.0369 0.0600
C10 0.0792 0.0685 0.0458 0.0900 0.0703 0.0737 0.0378 0.0599
C11 0.0786 0.0671 0.0457 0.0902 0.0729 0.0771 0.0389 0.0587
C12 0.0796 0.0660 0.0453 0.0907 0.0705 0.0752 0.0390 0.0574
C13 0.0802 0.0684 0.0468 0.0907 0.0729 0.0766 0.0428 0.0573
C14 0.0799 0.0681 0.0470 0.0908 0.0724 0.0756 0.0416 0.0576
C15 0.0792 0.0686 0.0467 0.0909 0.0718 0.0748 0.0439 0.0574
C16 0.0783 0.0694 0.0464 0.0910 0.0716 0.0746 0.0426 0.0569
C17 0.0787 0.0709 0.0465 0.0910 0.0757 0.0781 0.0413 0.0574
C18 0.0778 0.0704 0.0462 0.0912 0.0752 0.0774 0.0423 0.0572
C19 0.0783 0.0710 0.0461 0.0916 0.0770 0.0781 0.0423 0.0581

Avg. 0.0741 0.0669 0.0452 0.0887 0.0685 0.0703 0.0364 0.0561

Table 15: The simulation distribution divergence for U.S. culture. MARK achieves a lower EMD score on some
clusters for both models against most methods.
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Metrics ACC (%) 1-JSD ↑ EMD ↓

Model GLM-4-air Doubao-1.5-pro GLM-4-air Doubao-1.5-pro GLM-4-air Doubao-1.5-pro

Method Predicted
personality

Given
personality

Predicted
personality

Given
personality

Predicted
personality

Given
personality

Predicted
personality

Given
personality

Predicted
personality

Given
personality

Predicted
personality

Given
personality

C0 34.28 32.24 42.20 42.84 0.4248 0.4281 0.5083 0.5131 0.0821 0.0801 0.0338 0.0388
C1 34.18 35.19 47.82 47.59 0.4445 0.4490 0.5462 0.5465 0.0874 0.0826 0.0532 0.0527
C2 34.01 36.32 49.82 50.21 0.4503 0.4543 0.5447 0.5508 0.0870 0.0817 0.0527 0.0511
C3 33.99 38.52 51.11 52.45 0.4665 0.4711 0.5610 0.5664 0.0861 0.0823 0.0560 0.0502
C4 33.91 38.48 49.84 49.96 0.4718 0.4688 0.5409 0.5480 0.0858 0.0826 0.0547 0.0493
C5 34.59 34.94 45.21 45.45 0.4447 0.4465 0.5040 0.5087 0.0859 0.0834 0.0543 0.0497
C6 33.62 35.70 44.20 44.40 0.4518 0.4501 0.5388 0.5396 0.0868 0.0840 0.0584 0.0545
C7 33.35 30.58 44.64 45.82 0.4219 0.4228 0.5055 0.5106 0.0879 0.0861 0.0591 0.0547
C8 34.01 39.77 41.13 41.17 0.4887 0.4822 0.4767 0.4732 0.0885 0.0863 0.0610 0.0573
C9 33.44 32.96 52.06 50.08 0.4374 0.4321 0.5388 0.5424 0.0893 0.0858 0.0600 0.0575
C10 33.42 35.97 56.96 56.63 0.4609 0.4602 0.5683 0.5738 0.0900 0.0871 0.0599 0.0572
C11 33.87 35.08 46.69 45.86 0.4450 0.4427 0.5055 0.5062 0.0902 0.0872 0.0587 0.0565
C12 33.05 14.26 41.05 41.23 0.2869 0.2828 0.4654 0.4659 0.0907 0.0875 0.0574 0.0554
C13 33.60 30.43 41.85 41.73 0.4063 0.4050 0.4775 0.4777 0.0907 0.0877 0.0573 0.0559
C14 33.09 33.85 47.74 47.98 0.4412 0.4387 0.5346 0.5334 0.0908 0.0879 0.0576 0.0566
C15 33.42 34.36 49.44 49.53 0.4473 0.4458 0.5339 0.5370 0.0909 0.0881 0.0574 0.0564
C16 33.75 35.37 50.64 49.98 0.4339 0.4317 0.5361 0.5358 0.0910 0.0883 0.0569 0.0560
C17 33.62 29.55 39.53 38.27 0.4020 0.4038 0.4563 0.4570 0.0910 0.0880 0.0574 0.0564
C18 33.58 35.68 45.14 44.71 0.4282 0.4264 0.5096 0.5082 0.0912 0.0881 0.0572 0.0562
C19 33.02 33.93 52.45 52.06 0.4411 0.4406 0.5388 0.5393 0.0916 0.0881 0.0581 0.0572

Avg. 33.69 33.66 46.98 46.90 0.4348 0.4341 0.5195 0.5217 0.0887 0.0857 0.0561 0.0540

Table 16: The simulation performance with predicted personality and accurate personality on the U.S. culture.
Providing the assumed correct personality can improve the simulation accuracy and lower the distribution divergence.

Model Personality C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 Avg.

GLM-4-air role 60 65 70 75 75 80 50 70 75 75 70 65 65 75 90 75 65 60 75 65 70
type 15 15 15 25 5 30 10 5 25 15 15 30 5 20 20 15 10 5 10 5 15

Doubao-1.5-pro role 0 90 85 100 0 55 70 0 100 100 0 100 100 100 100 100 100 5 100 100 70
type 0 90 0 75 0 50 0 0 95 0 0 5 100 10 100 0 0 0 100 0 31

Table 17: The detailed personality prediction accuracy (%) result for the U.S. culture simulation. The model can
predict more accurately in terms of role level but has difficulty predicting the smaller granular personality types.
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