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Abstract

Recent advances in large language models
(LLMs) have demonstrated significant promise
in document understanding and question-
answering. Despite the progress, existing ap-
proaches can only process short documents
due to limited context length or fail to fully
leverage multi-modal information. In this
work, we introduce DocAgent, a multi-agent
framework for long-context document under-
standing that imitates the human reading prac-
tice. Specifically, we first extract a struc-
tured, tree-formatted outline from documents
to help agents identify relevant sections effi-
ciently. Further, we develop an interactive read-
ing interface that enables agents to query and
retrieve various types of content dynamically.
To ensure answer reliability, we introduce a
reviewer agent that cross-checks responses us-
ing complementary sources and maintains a
task-agnostic memory bank to facilitate knowl-
edge sharing across tasks. We evaluate our
method on two long-context document under-
standing benchmarks, where it bridges the
gap to human-level performance by surpass-
ing competitive baselines, while maintaining a
short context length. Our code is available at
https://github.com/lisun-ai/DocAgent.

1 Introduction

Effectively understanding and answering questions
about lengthy multi-modal documents is crucial for
various real-world applications, including business
intelligence, academic research, and legal analysis
(Mathew et al., 2021). However, automatic docu-
ment understanding remains a significant challenge
due to three key factors. First, unlike purely un-
structured text, documents exhibit a hierarchical
structure (Tkaczyk et al., 2015), requiring models
to capture contextual relationships across sections,
subsections, and embedded elements. Second, doc-
uments contain diverse modalities, such as text,
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tables and images (Ma et al., 2024). Processing
these multi-modal components adds complexity,
as it demands specialized techniques for extract-
ing, interpreting, and integrating information from
different formats. Finally, many documents, such
as financial reports and legal agreements, are ex-
tensive, often spanning hundreds of pages (Chia
et al., 2024). This sheer length poses computa-
tional challenges for natural language processing
(NLP) models, which struggle with long-range de-
pendencies and memory constraints (Finkel et al.,
2005).

In recent years, researchers have explored ways
to develop automatic document understanding and
question-answering models, which can be broadly
categorized into two main approaches. The first re-
lies on Optical Character Recognition (OCR) to ex-
tract text from documents, often integrating visual
elements such as images or layout structures for
answer prediction (Xu et al., 2020, 2021; Huang
et al., 2022; Peng et al., 2022). The second ap-
proach adopts an end-to-end learning framework
that interprets documents holistically, bypassing
explicit text extraction via OCR (Kim et al., 2022;
Lee et al., 2023).

Despite significant progress, most prior research
has mainly focused on short documents spanning
only a few pages due to memory and computational
constraints. However, real-world documents – such
as legal contracts, research papers, and technical re-
ports – are often substantially longer, sometimes ex-
tending to hundreds of pages. Moreover, prior work
has not fully leveraged structural and multi-modal
information (Saad-Falcon et al., 2024). Addressing
these limitations is essential for advancing long-
context and multi-modal document understanding.

To bridge the gap, we propose DocAgent, an
agentic framework for long multi-modal document
understanding. LLM agents are AI systems that
leverage LLMs to perform complex tasks, often
utilizing external tools to plan and execute effi-
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ciently (Yao et al., 2023; Shinn et al., 2024). Our
approach is inspired by how humans answer ques-
tions based on long documents. When engaging
with extensive content, humans do not read the en-
tire document word for word; instead, we follow
a structured process–scanning the outline, identi-
fying relevant sections, cross-referencing informa-
tion across sources, and progressively synthesizing
insights. Our framework emulates this strategy.
Specifically, we extract a concise hierarchical out-
line from the document to guide the LLM agent in
identifying question-relevant sections. This outline
provides structural cues, including section head-
ings, table titles, and image captions. Additionally,
we develop an interactive reading interface that al-
lows the agent to query and retrieve multi-modal
content. By leveraging the outline and selectively
retrieved content instead of the full document, we
significantly reduce the required context length.
Prior research efforts (Shi et al., 2023) have demon-
strated that irrelevant context can distract LLMs
and degrade performance. Furthermore, we intro-
duce a reviewer agent that cross-verifies answers
using complementary sources, enhancing reliability
and minimizing errors. When a correction is nec-
essary, the reviewer updates a task-agnostic mem-
ory bank, enabling knowledge sharing across tasks.
To validate our model, we conduct a comprehen-
sive comparison against various baselines, includ-
ing OCR-based approaches (Smith, 2007), Multi-
modal LLMs (Hurst et al., 2024), and Retrieval-
Augmented LLMs (Saad-Falcon et al., 2024; Cho
et al., 2024).

Our contributions can be summarized as follows:

• We propose a novel multi-modal agentic
framework that leverages a tree-structured out-
line and retrieval tools to identify and extract
relevant document content efficiently.

• We introduce a reviewer agent that cross-
verifies and enhances answers by incorporat-
ing information from complementary sources.

• We develop a task-agnostic memory bank that
enables the agent to learn from prior experi-
ence, improving performance across tasks.

• We conduct experiments on two long-context
multi-modal document understanding bench-
marks and perform ablation studies to validate
the effectiveness of our proposed method.

2 Related Work

2.1 Document Question Answering

Efforts to advance document question answering
(DQA) have generally followed two primary paths.
The first utilizes OCR to extract text from docu-
ments, often integrating visual features to enhance
answer prediction. For example, LayoutLM se-
ries (Xu et al., 2020, 2021; Huang et al., 2022)
integrate both OCR-extracted text and visual em-
beddings for document understanding tasks. The
second path bypasses the OCR stage and employs
an end-to-end learning paradigm (Kim et al., 2022;
Lee et al., 2023). Recent works (Hu et al., 2024;
Rasool et al., 2024) leverage the capability of LLM
to empower DQA. For example, LayoutLLM (Luo
et al., 2024) proposes layout chain-of-thought to
guide the LLM to focus on relevant regions. Our
work differentiates from these previous studies in
two aspects: On methodology, we propose an agen-
tic framework that imitates human reading prac-
tice; On evaluation, we conduct experiments on
long documents spanning over hundreds of pages,
where most previous works only benchmark on
short documents with few pages.

2.2 LLM Agents

LLM agents interact with their environment and
take actions to accomplish specific goals. Re-
Act (Yao et al., 2023) introduces interleaved genera-
tion of reasoning trace and actions to help the agent
overcome hallucination and reduce error propaga-
tion in long chain-of-thought. Reflection (Shinn
et al., 2024) proposes to use linguistic feedback
to reinforce language agents. Moreover, Wu et al.
(2023) consolidate multi-agent workflows with con-
versations to complete complex tasks. Furthermore,
Zhou et al. (2024) saves previous trajectories in
memory to provide additional context to the agent.
Our method differs from these previous works by
introducing a novel reflection module that com-
pares the trajectories between actor and reviewer
to derive insights into memory.

2.3 Enhancing LLM Efficiency for Long
Contexts

Since the complexity of the transformer grows
quadratically with sequence length, researchers
have been actively exploring techniques to opti-
mize LLM for extended context size. For example,
MARG (D’Arcy et al., 2024) utilizes a multi-agent
framework that divides long content into chunks
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and distributes them to worker agents for process-
ing. However, this fragmentation may lead to chal-
lenges in maintaining long-distance dependency,
potentially affecting the overall comprehension
and consistency. In addition, retrieval augmented
generation is introduced to overcome the context
length constraint (Xu et al., 2023). For example,
PDFTriage (Saad-Falcon et al., 2024) uses tools
to fetch information from the document. However,
their method is constrained to the language modal-
ity and lacks the capability to handle images and
charts. Wang et al. (2023) propose to recursively
summarize textural contexts to overcome context
constraints. Despite the progress, enhancing LLM
efficiency for multi-modal long context is still an
under-explored area.

3 Method

Our proposed DocAgent consists of four key com-
ponents: (1) Outline construction module – Gen-
erates a structured and concise layout of lengthy
documents, serving as a navigational guide for the
agent; (2) Actor agent – Utilizes the outline and
tool interface to retrieve relevant content and gener-
ate an initial answer; (3) Reviewer agent – Verifies
and refines the initial answer to improve accuracy
and reliability; and (4) Memory module – Stores
task-agnostic knowledge through reflection to facil-
itate knowledge transfer across tasks. The overall
architecture of our model is illustrated in Fig. 1.
In the following sections, we provide a detailed
discussion of each component.

3.1 Outline Construction from Document

To help the LLM agent efficiently navigate the doc-
ument and locate evidence for question answer-
ing, we construct an outline from the document.
Specifically, we first parse and extract content us-
ing Adobe PDF Extract (Adobe, 2024). We also
note the availability of open-source alternatives for
document content extraction, such as DocXChain
(Yao, 2023) and PyMuPDF (Artifex, 2024). Next,
we construct a hierarchical XML tree that repre-
sents the document’s structure. This involves sys-
tematically organizing the document into a nested
tree format to provide a clear and structured rep-
resentation. Specifically, each section serves as a
parent node, with its associated headers, subsec-
tions, paragraphs, images, and tables arranged as
child nodes, forming a well-defined hierarchy. To
facilitate precise navigation, each section includes

attributes for the starting and ending page num-
bers, allowing the agent to locate relevant content
efficiently. To optimize context length, paragraph
content remains hidden, while only the first sen-
tence is provided as an attribute of the paragraph
element, offering the agent a contextual hint. Simi-
larly, the visual content of figures is omitted, with
only the caption included as an attribute of the im-
age element. Additionally, each section, image,
and table is assigned a unique identifier, enabling
the agent to retrieve full content when necessary.
An example of a constructed document outline is
shown in Fig. 1.

3.2 Actor Agent

The actor MA operates using LLM as its reasoning
engine. At each timestep n, the agent receives state
observations sn, a question Q, a set of predefined
instructions IA, and learned guidelines in memory
mem in its prompt. Based on these inputs, the actor
samples an action an from its policy ρA, which
can either involve tool calls to retrieve additional
evidence from the document or directly provide an
answer, thereby terminating the loop. Formally,

an ∼ ρA(a|sn, Q, IA,mem). (1)

To facilitate efficient query and retrieval of multi-
modal content, we design a document interface
with five tools that enable the agent to interact
with the document effectively. The descriptions
of the tools are presented in Table. 1. When
these tools are executed, their outputs are incorpo-
rated into the agent’s observation state sn, contin-
uously refining its understanding of the document.
TA = {s0, a0, · · · , sn, an} is the agent trajectory.

3.3 Reviewer Agent

Given that documents often present information
across multiple modalities with overlapping con-
tent (e.g., the same information appearing in both
images and associated text) (Hassan et al., 2013),
we introduce a reviewer MR to validate the actor’s
initial responses. The reviewer cross-references ad-
ditional evidence from different sources or modali-
ties to ensure the accuracy and completeness of the
provided answers. Concretely, at each timestep n,
the reviewer processes three inputs: the question Q,
the reviewer’s instructions IR, and the actor’s tra-
jectory TA (which includes the initially proposed
answer). Based on these inputs, the reviewer sam-
ples an action an – either invoking additional tools
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   <Section section_id=1, start_page=1, end_page=1>
       <Heading>Introduction</Heading>
       <Paragraph page_num=1, first_sentence="Fact …">
   </Section>
   <Section section_id=2, start_page=1, end_page=2>
       <Heading>Method</Heading> 
       <Section section_id=2.1, start_page=1, end_page=1>
           <Heading>Program-Guided Reasoning</Heading>
           <Paragraph page_num=1, first_sentence="The …">
       </Section>
   </Section>

Tool Calling

Actor Agent Reviewer Agent Answer

MemoryQuestion

Document

Extract

Tool Calling

Retrieval

Read Update
Tree-Structured Outline

Figure 1: The overview of our approach. We first construct the document outline as a compact XML tree structure.
An actor agent processes the outline and question as input, leveraging retrieval tools to extract relevant content for
answering the question. Next, an evaluator agent reviews the initial response. If a correction is necessary, the actor
agent’s memory is updated through reflection, facilitating knowledge transfer across tasks.

Table 1: Overview of available tools.

Tool name Parameter Description

search keyword Find and extract all contents where the search term appears
get_section_content section_id Get the full-text content of a section
get_image image_id Get the visual content of an image
get_page_images start_page_num, end_page_num Extract scanned page images from a specified range of pages
get_table_image table_id Obtain the graphical depiction of a table or chart

for further verification or terminating the process
by providing a final answer. Formally,

an ∼ ρR(a|sn, Q, IR, TA). (2)

3.4 Memory
During problem-solving, humans maintain detailed
access to recent information while simultaneously
drawing upon condensed experiences from long-
term memory (Baddeley and Hitch, 1974). To en-
able the agent to learn from past experiences, we
incorporate reflection with memory. Specifically,
when the actor’s initial answer differs from the
reviewer’s final answer, we input the actor’s and
reviewer’s trajectories TA and TR, the question Q,
and the instruction set IS into a reflection module
MS which is based on an LLM. This module up-
dates the memory by generating verbal guidelines
that help the actor agent improve its performance
in future tasks. Formally,

mem′ ∼ ρS(m|Q, IS , TA, TR,mem). (3)

Our motivation stems from the hypothesis that
since the reviewer observes additional content
about the document, it will perform better than
the actor alone. Therefore, if a correction is made
by the reviewer, we can extract useful guidance by
examining the trajectories to help the actor per-
form better. Unlike LATS (Zhou et al., 2024),
which saves lengthy trajectories in memory, and
Reflection (Shinn et al., 2024), which employs a
queue-based memory bank where older reflections
are discarded once capacity is reached, our design
maintains a cumulative memory as a string variable
that is continuously updated over time. This ap-
proach allows the agent to preserve insights from
long history. The complete DocAgent algorithm is
shown in Algorithm 1.

3.5 Implementation Details

The temperature for LLM inference is set to 0. We
utilize GPT-4o (Hurst et al., 2024), Claude 3.5 Son-
net (Anthropic, 2024), and Gemini 2.0 Flash (Anil
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Algorithm 1 DocAgent Framework
Initialize Actor MA, Reviewer MR, Reflection
Module MS , Memory mem;
Set sn = []
for t = 0 to max rounds do

Actor MA samples action at
if at is tool calling then

Retrieve content with tool to update sn
else

Obtain actor’s response RA

break
end if

end for
Set sn = []
for t = 0 to max rounds do

Reviewer MR samples action at
if at is tool calling then

Retrieve content with tool to update sn
else

Obtain reviewer’s response RR

break
end if

end for
if RA != RR then

Update mem with Reflection MS

end if
return RR

et al., 2025) as the base models through API in our
experiments, though it remains compatible with
most existing MLLMs. To prevent excessive it-
erations, we impose a maximum limit of 10 tool-
calling rounds. The memory is initialized as an
empty string. The actor, reviewer, and reflection
module are coordinated by using a shared message
thread. To minimize context length, we do not
employ chain-of-thought prompting or in-context
examples. The prompts used in our framework are
provided in the Appendix. A.1. Table. 14 presents
an example of DocAgent’s workflow.

4 Experiments

We evaluate the performance of our proposed
DocAgent on two multi-modal long-context doc-
ument question answering benchmarks. We com-
pare the performance of our method with various
baseline methods. In addition, we evaluate the re-
trieval performance of our approach and analyze
patterns in tool utilization. Finally, we conduct ab-
lation studies to validate the effectiveness of our

proposed modules.

4.1 Datasets

We conduct experiments on two multi-modal long-
context document understanding and question-
answering benchmarks, including MMLongBench-
Doc (Ma et al., 2024) and DocBench (Zou et al.,
2025). The MMLongBench-Doc dataset com-
prises 135 extensive PDF documents, averaging
47.5 pages each and spanning 7 distinct document
categories. The dataset comprises 1,082 expert-
annotated questions, from which answers can be
derived from multiple sources, including textual
content, images, and charts. In addition, the ev-
idence for answers can span across pages. The
DocBench dataset contains 229 long documents
along with 1,102 questions. The documents come
from five different domains, including Academia,
Finance, Government, Laws and News.

4.2 Evaluation of Question Answering

We evaluate our DocAgent on the two document
question-answering benchmarks introduced above.
For MMLongBench-Doc, we compare our method
against three competitive baseline methods: (1)
LLM with OCR-extracted textural content. Fol-
lowing the practice of Ma et al. (2024), we use
Tesseract OCR (Smith, 2007) to extract text from
each page, then concatenate and feed them to LLM.
However, it lacks the ability to process informa-
tion from charts and images. In addition, texts
exceeding the context length limit are truncated;
(2) Multi-modal LLM with page images, we scan
each page of the document with 144 DPI. The page
images are used as input to MLLM. For the Claude
model, due to the limitation on the number of up-
loaded images, we follow the practice in Ma et al.
(2024) to concatenate and reduce the image num-
ber to 20; (3) Chain-of-Agent (Zhang et al., 2024),
an agent-based system where worker agents se-
quentially process text segments, and a manager
agent integrates their outputs into a final response;
(4) M3DocRAG (Cho et al., 2024), a multi-modal
RAG framework that retrieves relevant pages for
question answering; (5) PDFTriage (Saad-Falcon
et al., 2024), which adopts a retrieval-augmented
generation approach, also relies on content drawn
from Adobe PDF Extract. We use the official imple-
mentation, and upgrade its base model from GPT-
3.5 used in the original paper to GPT-4o for fair
comparison. In terms of evaluation, we follow the
official approach that first utilizes an LLM-based
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Table 2: Evaluation of various models on MMLongBench-Doc. We report the generalized accuracy of seven types of
document domains. The overall accuracy and F1 scores are reported in the rightmost columns. The best performance
is highlighted in bold. - means not reported.

Method Document Domain ACC F1Academic Brochure Financial Guidebook Industry Report Tutorial

Methods Based on Gemini 2.0 Flash (Anil et al., 2025)

Gemini w/ OCR (Ma et al., 2024) 36.9 30.6 45.4 39.9 44.1 41.9 37.4 39.6 37.2
Gemini w/ Page Images (Ma et al., 2024) 27.9 31.5 31.4 43.3 44.6 44.3 43.2 38.4 36.1
Gemini w/ CoA (Zhang et al., 2024) 28.0 28.6 44.2 34.6 43.2 45.2 33.2 37.2 31.9
Gemini w/ RAG (Cho et al., 2024) 19.3 24.4 7.7 22.9 40.8 24.9 18.8 22.1 11.1
DocAgent (Ours) 51.0 41.2 54.5 50.0 50.7 49.8 45.8 49.3 47.0

Methods Based on GPT-4o (Hurst et al., 2024)

GPT-4o w/ OCR - - - - - - - 30.1 30.5
GPT-4o w/ Page Images 35.9 42.7 46.5 44.7 53.3 43.9 53.0 42.8 44.9
PDFTriage (Saad-Falcon et al., 2024) 40.6 32.8 45.9 40.0 42.8 41.7 31.2 39.6 35.6
DocAgent (Ours) 44.7 42.7 63.0 52.1 53.2 50.7 59.9 51.8 49.1

Methods Based on Claude 3.5 Sonnet (Anthropic, 2024)

Claude 3.5 Sonnet w/ OCR 46.4 36.6 62.8 43.3 46.4 43.4 37.3 44.9 42.4
Claude 3.5 Sonnet w/ Page Images 26.5 30.9 30.3 38.2 57.0 44.4 49.4 39.0 36.7
DocAgent (Ours) 60.2 49.1 59.4 53.4 57.8 61.3 53.4 57.3 54.1

Human Baseline (Ma et al., 2024)

Human Baseline - - - - - - - 65.8 66.0

Table 3: Results on DocBench across various types and domains. We report the generalized accuracy of five types
of document domains, including Academia (Aca.), Finance (Fin.), Government (Gov), Law, and News. The best
performance is highlighted in bold.

Methods Document Domain Evidence Source Overall Acc
Aca. Fin. Gov. Law News Text-only Multimodal Metadata Unanswerable

GPT-4o w/ File Attachment 56.4 56.3 73.0 65.5 75.0 85.0 62.7 50.4 17.7 63.1
DocAgent (Ours) 77.9 80.9 72.3 80.1 87.8 90.5 85.7 61.2 68.5 79.9

Human Baseline (Zou et al., 2025) 83.0 82.2 77.8 75.0 86.4 81.4 83.3 77.5 82.2 81.2
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Figure 2: Average number of tool usage per sample on MMLongBench-Doc, categorized by agent role and base
model. We observed that the actor primarily relies on the search tool, facilitating efficient retrieval of information
relevant to the question. In contrast, the reviewer most frequently utilizes the get_section_content tool, enabling a
thorough examination of the full section to assess the answer comprehensively.
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answer extractor (GPT-4o in this case) to transform
lengthy responses into concise answers. Then, a
rule-based score calculator is applied to evaluate
the shortened answers. The results are shown in Ta-
ble. 2. For GPT-4o with OCR or page images, we
use results from (Ma et al., 2024). In terms of over-
all accuracy, our proposed DocAgent outperforms
the best-performing baseline by 9% with GPT-4o,
and 12.4% with Claude 3.5 Sonnet, closing the
gap with human performance. When categorized
by different domains, our DocAgent outperforms
baseline methods most of the time. The most sig-
nificant improvement occurs in financial reports
(16.5%) when based on GPT-4o, and in research
reports (16.9%) when based on Claude 3.5 Sonnet.
Both categories feature lengthy documents with
multi-modal content like tables and charts.

For DocBench, we compare our method with
GPT-4o with File Attachment, which is a propri-
etary system from OpenAI. The baseline results
are reported in Zou et al. (2025). We follow the
official evaluation process, which includes judg-
ing criteria within the instruction prompt, and then
classify the results using GPT-4. The results are
presented in Table. 3. We found that our DocAgent
outperforms the baseline method by 15.2% in terms
of overall accuracy, and is only 1.3% away from
human performance. We also report results catego-
rized by document domains and evidence sources.
Our DocAgent outperforms baseline most of the
time. The document category we observe the most
improvement is financial report (24.6%), which
contains extensive multi-modal content with tables
and charts.

4.3 Fine-Grained Performance Analysis
Number of Evidence Page. We study the perfor-
mance of models categorized by the number of
pages that contain the evidence that can be used
to answer the question. The results are shown in
Fig. 3. We use Claude 3.5 Sonnet as the base model
for this experiment.While increasing the number
of evidence pages led to decreased performance
across all models, our DocAgent demonstrates su-
perior robustness compared to the baselines. Not
only does it maintain the highest overall perfor-
mance, but it also exhibits the smallest decline as
the evidence volume grows.
Evidence Position. In this section, we study the
relationship between the location of evidence and
model performance. The results are shown in Fig. 4.
Claude 3.5 Sonnet is used as the base model for
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Figure 3: Accuracy on MMLongBench-Doc categorized
by the number of evidence pages.

<10 10-20 20-30 30-40 >40
Evidence Page Number (Location)

0.20

0.25

0.30

0.35

0.40

0.45

0.50

Ac
cu

ra
cy

Page Image Based
OCR Based
DocAgent

Figure 4: Accuracy on MMLongBench-Doc categorized
by page number (location) of evidence.

this experiment. We find the performance of most
methods (except for OCR-based) drops when the
relevant evidence is located towards the end of the
document. Our DocAgent consistently outperforms
baseline methods regardless of evidence locations.

4.4 Evaluation of Retrieval Performance

Our DocAgent uses tool calling to gather informa-
tion needed to answer the question. In this sec-
tion, we evaluate the performance of information
retrieval on the page level. Specifically, we collect
the page numbers of retrieved content, including
section paragraphs, images and tables. Next, we
evaluate the overlap between the page numbers of
retrieved elements and the page numbers of evi-
dence in the annotation. We present the results
on MMLongBench-Doc in Table. 4. Our results
demonstrate that Claude 3.5 Sonnet performs better
than GPT-4o when used as the base model, achiev-
ing 69.1% on recall and 35.4% on F1 score. In ad-
dition, by selectively accessing only 24.2% of doc-
ument pages on average when powered by Claude,
our DocAgent significantly minimizes context win-
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dow consumption, making it capable of processing
and comprehending lengthy documents effectively.

4.5 Analysis of Tool Usage

In this section, we analyze the statistics of tool us-
age of our DocAgent to gain insight into the behav-
ior of agents. The study is conducted at two levels:
across the entire dataset and at individual instances.
On the dataset level, we calculate the average num-
ber of calls made for each tool. The results are
shown in Fig. 2, we found that the search tool and
the get_section_content tool are consistently the
most frequently used. In addition, the actor pri-
marily relies on the search tool, enabling efficient
retrieval of information relevant to the question. In
contrast, the reviewer most frequently utilizes the
get_section_content tool, allowing for an in-depth
examination of the full section to assess the answer
thoroughly.

On instance level, in order to determine whether
the actor and reviewer utilize complementary types
of tools, we analyze the extent of overlap in their
tool usage. Specifically, we calculate the Inter-
section over Union (IoU) of used tool categories
between the actor and reviewer for each instance.
The averaged results are presented in Table. 5.
We found that when driven by Claude 3.5 Son-
net model, the IoU is only 15.3%, which indicates
that the reviewer chooses to use different types of
tools with the actor to cross-check the evidence.

4.6 Ablation Studies

To assess the impact of the proposed components,
we conduct ablation studies by removing the re-
viewer agent and memory from DocAgent. In addi-
tion, we measure the performance divided by evi-
dence sources. The results are shown in Table. 6.
Our findings indicate that both components con-
tribute to overall performance. We found that the
reviewer agent brings the most performance gain
on multi-modal evidence, including layout (6.2%)
and chart (3.5%), which highlights its effectiveness
in cross-checking content from diverse sources.

4.7 Context Length Analysis

In this section, we study the context window utiliza-
tion by different methods. Specifically, we count
the total number of tokens in the sequence after
the model produces an answer. We report the re-
sults in Table. 7. We found that DocAgent’s context
window usage is comparable to the baseline meth-
ods. However, when we disable both the reviewer

and memory module, DocAgent uses significantly
less context, resulting in the most efficient con-
text length consumption among all methods tested,
while still achieving higher accuracy than base-
lines.

Table 7: Results of context length usage (number of
tokens in the sequence) on MMLongBench-Doc. The
results with the shortest context length are highlighted
in bold. - means not reported.

w/ Claude w/ GPT-4o

OCR Based 21809 -
Page Images Based 22417 -
PDFTriage - 20677
DocAgent 22820 20727
DocAgent w/o Memory 22530 19015
DocAgent w/o Reviewer & Memory 20680 17093

Besides the average value, we also measure the
P99 and maximum context length usage. The re-
sults with Gemini as the base model are reported
in Table 8. While the average context length us-
age is similar, DocAgent demonstrates clear ad-
vantages under high-load scenarios, reducing the
P99 context length by 37% and maximum context
length by 26%. These results highlight the effi-
ciency and scalability of our approach, especially
for processing large or complex documents. In ad-
dition, DocAgent is capable of incorporating visual
context, which the text-only baseline fails to cap-
ture. However, we note that our DocAgent has a
higher API cost than text-only baselines, primarily
due to the cost introduced by prompt caching.

Table 8: Results of context length usage (number of
tokens in the sequence) on MMLongBench-Doc with
Gemini as the base model.

Method Avg P99 Max

Text-only (OCR) 21511 136491 265288
DocAgent (Ours) 21748 85758 195588

4.8 Latency Analysis
In this section, we conducted a detailed quanti-
tative analysis of both latency and computational
cost across various approaches. We use Gemini
as the base model in this comparison. As summa-
rized in the table 9, while our DocAgent exhibits
higher latency than a single-pass baseline, it sub-
stantially outperforms other multi-agent and RAG-
based baselines in terms of speed.

Importantly, DocAgent was designed with modu-
larity and deployment flexibility in mind. When the
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Table 4: Evaluation of retrieval performance of DocAgent.

Model Precision Recall F1 % Pages Retrieved

DocAgent w/ GPT-4o 25.6% 67.8% 32.3% 55.9%
DocAgent w/ Claude 28.7% 69.1% 35.4% 24.2%

Table 5: Overlap in used tool type between actor and
reviewer.

w/ Claude w/ GPT-4o

Tool Usage IoU 15.3% 27.9%

Table 6: Results of ablation studies on MMLongBench-
Doc. We report the generalized accuracy of five types
of evidence sources, including pure text (TXT), layout
(LAY), chart (CHA), table (TAB), and image (IMG).
We use Claude 3.5 Sonnet as the backbone for this
experiment. The best performance is highlighted in
bold.

Model Evidence Source ACCTXT LAY CHA TAB IMG

Ours 51.9 52.3 53.1 61.3 43.8 57.3
Ours w/o Memory 50.5 49.1 52.1 60.7 41.7 56.7
Ours w/o Reviewer & Memory 50.5 42.9 48.6 58.4 38.3 55.0

reviewer and memory agent modules are disabled,
the system achieves a 30% reduction in latency,
with only a modest 10% relative drop in perfor-
mance, a tunable trade-off that supports practical
usage in latency-sensitive scenarios.

Table 9: Comparison of different methods and their
latency

Method Latency (s)

OCR Based 1.5
Page Images Based 2.2
CoA (Zhang et al., 2024) 43.7
M3DocRAG (Cho et al., 2024) 44.8
Ours 10.6
Ours w/o Reviewer & Memory 6.5

5 Conclusion

In this work, we present DocAgent, a novel multi-
agent framework for multi-modal long-context doc-
ument understanding. When evaluated on challeng-
ing long-context document understanding bench-
marks, our method not only surpassed competitive
baselines in performance but also benefited from a
short context length.

Limitations

In this section, we discuss three main limitations of
this work. First, our DocAgent may involve several

rounds of tool calling, which can lead to increased
system latency due to multiple interactions with
external tools. In addition, we use existing general-
purpose LLMs as the base model in our framework.
They may lack certain domain-specific knowledge
required for comprehensive document understand-
ing. Finally, we only use English datasets in our
experiments, which could lead to bias in the re-
sults and limit the generalizability of our method
due to cultural and contextual differences in how
information is structured in documents across lan-
guages. We plan to address these limitations in
future work.
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A Appendix

A.1 Prompts Used By DocAgent

In this section, we present the prompts used for the
actor agent, the reviewer agent, and the reflection
module in Table. 10.

A.2 Ablation Study for the Update Strategy of
the Memory Module

In this section, we benchmark the performance of
different update strategies of the memory module.
Specifically, in the main paper, we adopt the online
update strategy, which updates the memory module
once the model has processed and answered one
question. In this section, we also benchmark the
performance of the offline update strategy, which
first processes all samples in the dataset, updates
the memory module, and then conducts a second
pass over the dataset with the updated memory
module. We use Gemini 2.0 Flash as the base
model, and report the results in Table 11.

We found that the offline update strategy can
bring 1.2% additional performance gain. But it
also brings 2 times token consumption, as we need
to iterate through the dataset twice.

A.3 Evaluation for Robustness to Diverse
Structural Noise

Robustness to perturbations is crucial for practi-
cal deployment (Sun et al., 2023, 2025). In order
to evaluate the robustness of our framework un-
der more realistic and diverse forms of structural
noise in the document tree. In response, we con-
ducted new experiments simulating five common
types of structural perturbations observed in real-
world PDF parsing, including (1) Swaps siblings:
Randomly exchanging the order of sibling nodes;
(2) Element Relocation: Moving nodes to incor-
rect parent elements; (3) Element Duplication: Du-
plicating existing nodes to simulate redundancy;
(4) Random Insertion: Adding synthetic elements
with random text or tags; (5) Element Removal:
Randomly deleting child elements. To conduct
this study, we randomly select a subset of nodes
from the extracted abstract tree and randomly ap-
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Actor:

I’ve uploaded a document, and below is the outline in XML format:
{document_outline}
Can you answer the following question based on the content of the document?
<question>
{question}
</question>

Follow these steps to answer the question:
1. As a first step, it might be a good idea to explore the document with the provided tools to familiarize yourself with its
structure.
2. Locate the source in the document that can be used to answer the question. Then retrieve the full content of the source
in the document with tools to examine it in detail.
3. Find the quote from the document that are most relevant to answering the question, and put it within the <quote></quote>
tags. If there are no relevant quotes, write "No relevant quotes" instead.
4. When you gather enough information, return the final concise answer within the <final_result></final_result> tags,
leave the explanation outside of the <final_result> tags.

Important guidelines:
- Be aware that the document content is obtained using OCR, so there may be scanning errors or typos.
- Before each step, wrap your thought process in <analysis></analysis> tags. This will help ensure a thorough and accurate
analysis of the document and question.
- Please make your final answer as concise as possible. Please provide responses that only use the information you have
been given in the document. If the information is unavailable, irrelevant to the question, or if none of the provided options
satisfy the specified condition, you should respond with "Not answerable."
{memory}

Reviewer:

Now, please validate the answer using the tools to retrieve the source of information that can be used to answer the
question. Only use necessary tools. Return the final concise answer within the <final_result></final_result> tags, leave the
explanation outside of the <final_result> tags.

Reflection module:

Please update the reflection listed in the <guideline> tags below on how the agent can perform better next time. Provide the
updated guidance within the <updated_guideline></updated_guideline> tags. Be concise and clear, ensuring the updated
guideline differs from the original by no more than one sentence. Ensure the content within the <updated_guideline> tags
does not exceed 200 words.

<guideline>
{memory}
</guideline>

Table 10: Prompts used in DocAgent. Elements enclosed in curly braces {} represent variables.

Table 11: Evaluation of various models on MMLongBench-Doc. We report the generalized accuracy of seven types
of document domains. The overall accuracy and F1 scores are reported in the rightmost columns.

Method Document Domain ACC F1Academic Brochure Financial Guidebook Industry Report Tutorial

Online update 51.0 41.2 54.5 50.0 50.7 49.8 45.8 49.3 47.0
Offline update 48.0 44.1 56.6 50.8 54.1 51.7 48.4 50.5 47.1

ply one of the perturbation types above. The eval-
uation is performed on 250 question-answering
instances from the MMLongBench-Doc dataset us-
ing the Gemini model. Results are summarized in
Table 12.

Table 12: Evaluation results for robustness to diverse
structural noise

Perturbation rate Accuracy (%)

0% (Baseline) 53.2
10% 52.8
20% 52.3

Encouragingly, DocAgent demonstrates re-
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silience under moderate structural perturbations,
with only a marginal performance decline. This
indicates that the proposed framework is robust to
a range of parser-induced errors, beyond attribute
deletion alone. We hypothesize that our agent can
still utilize tools such as search to obtain relevant
content effectively, even when the outline has been
disrupted.

A.4 Effect of Task Order
To assess the impact of task order, we conduct
an additional experiment comparing two condi-
tions: (1) the standard order from the official
dataset, where tasks sharing the same document are
grouped together; and (2) a shuffled order, where
task sequences are randomized.

Evaluation on MMLongBench-Doc using Gem-
ini yielded the results in Table 13. Interestingly, we
observe a slight improvement when the task order
is shuffled. We hypothesize that shuffling may help
reduce task-level interference during processing,
leading to better overall performance.

Table 13: Evaluation results for effect of task order

Method Accuracy (%) F1

Standard task order 49.3 47.0
Shuffled task order 50.6 48.3

A.5 Full Model Name Used
In this section, we include the full names
of the APIs used in our experiments.
For Gemini 2.0 Flash model, we use
gemini-2.0-flash. For Claude 3.5 Sonnet, we
use claude-3-5-sonnet-20241022. For GPT-4o,
we use gpt-4o-2024-08-06 for experiments on
MMLongBench-Doc, and gpt-4o-2024-05-13
for experiments on DocBench for fair comparison
with results reported in Zou et al. (2025).

A.6 Case Study
In this section, we examine a specific example that
demonstrates how DocAgent approaches and re-
solves a question through its interaction with the
document. The example is shown in Table. 14, 15
and 16. In this example, the actor agent initially
provides an incorrect answer using only the tex-
tual source. The reviewer cross-checks the chart
image and provides the correct answer. The mem-
ory module is updated accordingly to accumulate
experience.
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User:
I’ve uploaded a document, and below is the outline in XML format:
<Outline>

<Section section_id="1" start_page_num="1" end_page_num=“2”>
<Image image_id="0" page_num="1"/>
<Paragraph page_num="1" first_sentence="NUMBERS, FACTS AND TRENDS SHAPING THE WORLD FOR

RELEASE JUNE 8, 2016 "/>
<Image image_id="1" page_num="1"/>
<Image image_id="2" page_num="1"/>
<Paragraph page_num="1" first_sentence="BY Mark Hugo Lopez, Rich Morin and Jens Manuel Krogstad "/>
<Paragraph page_num="1" first_sentence="Mark Hugo Lopez, Director of Hispanic Research Brian Mahl, Commu-

nications Assistant 202.419.4372 www.pewresearch.org RECOMMENDED CITATION: Lopez, Mark Hugo, Rich Morin
and Jens Manuel Krogstad"/>
· · · Outline clipped to reduce length
</Outline>
Can you answer the following question based on the content of the document?
<question>
From this report, which subgroup among Hispanics has gained most confidence from 2008 to 2015?
</question>

Follow these steps to answer the question:
1. As a first step, it might be a good idea to explore the document with the provided tools to familiarize yourself with its
structure.
2. Locate the source in the document that can be used to answer the question. Then retrieve the full content of the source
in the document with tools to examine it in detail.
3. Find the quote from the document that are most relevant to answering the question, and put it within the <quote></quote>
tags. If there are no relevant quotes, write "No relevant quotes" instead.
4. When you gather enough information, return the final concise answer within the <final_result></final_result> tags,
leave the explanation outside of the <final_result> tags.

Important guidelines:
- Be aware that the document content is obtained using OCR, so there may be scanning errors or typos.
- Before each step, wrap your thought process in <analysis></analysis> tags. This will help ensure a thorough and accurate
analysis of the document and question.
- Please make your final answer as concise as possible. Please provide responses that only use the information you have
been given in the document. If the information is unavailable, irrelevant to the question, or if none of the provided options
satisfy the specified condition, you should respond with "Not answerable."

Actor:
<analysis>
To answer the question about which subgroup among Hispanics gained the most confidence from 2008 to 2015, I need to
locate the relevant section in the document that discusses changes in confidence levels among Hispanic subgroups over
this period. According to the outline, Section 9.1.1 titled “Most key Latino demographic subgroups see gains in personal
finance ratings since 2008" seems to be the most relevant section. This section likely contains data or analysis on the
changes in confidence levels among different Hispanic subgroups from 2008 to 2015. I will retrieve the full content of this
section to examine it in detail.
</analysis>
Tool called: get_section_content, parameter: {section_id: 9.1.1}

Tool:
Here is the full text content of Section 9.1.1:
<Section section_id="9.1.1" start_page_num="10" end_page_num="11">

<Heading>Most key Latino demographic subgroups see gains in personal finance ratings since 2008</Heading>
<Paragraph page_num="10">An analysis of 2008 and 2015 survey data finds that Latino perceptions of their economic

well-being have increased among most major Latino demographic subgroups. Younger Hispanic adults tended to have
bigger gains than older Hispanics. About half (48%) of Latinos ages 18 to 29 report that they were in excellent or good
financial shape in 2015, a 27 percentage point increase from 2008 and more than double the share who had a similarly
positive view of their Ratings of personal finances improve among most Latino groups % who say their personal financial
situation is in excellent or good shape

</Paragraph>
<Image image_id="11" page_num="10"></Image>

· · · Content clipped to reduce length
</Section>

Table 14: Case study of the question answering process of DocAgent (Part 1 of 3).
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Actor:
<analysis>
The retrieved content from Section 9.1.1 provides detailed information on the changes in confidence levels among different
Hispanic subgroups from 2008 to 2015. According to the section, younger Hispanic adults, specifically those aged 18 to
29, experienced the largest increase in confidence regarding their personal financial situation, with a 27 percentage point
increase from 2008 to 2015. This is the most significant gain among the subgroups mentioned. I will now extract the
relevant quote and provide the final answer.
</analysis>
<quote>
About half (48%) of Latinos ages 18 to 29 report that they were in excellent or good financial shape in 2015, a 27
percentage point increase from 2008 and more than double the share who had a similarly positive view of their Ratings of
personal finances improve among most Latino groups.
</quote>
<final_result>
The subgroup among Hispanics that gained the most confidence from 2008 to 2015 is the younger Hispanic adults aged 18
to 29, with a 27 percentage point increase in confidence.
</final_result>

User:
Now, please validate the answer using the tools to retrieve the source of information that can be used to answer the
question. Only use necessary tools. Return the final concise answer within the <final_result></final_result> tags, leave the
explanation outside of the <final_result> tags.

Reviewer:
Tool called: get_table_image, parameter: {table_id: 0}

Tool:
Here is the image content for table_id 0:

Reviewer:
<analysis>
The table image confirms that the subgroup "Ages 18-29" experienced a 13 percentage point increase in confidence from
2008 to 2015. However, the subgroup “Some college or mores̈hows a 20 percentage point increase, which is higher.
Therefore, the subgroup with the most confidence gained is "Some college or more."
</analysis>
<final_result>
The subgroup among Hispanics that gained the most confidence from 2008 to 2015 is those with "Some college or more,"
with a 20 percentage point increase.
</final_result>

Table 15: Case study of the question answering process of DocAgent (Part 2 of 3).
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User:
Please update the reflection listed within the <guideline></guideline> tags below that can help you perform better next
time. Provide the updated guidance within the <updated_guideline></updated_guideline> tags. Be concise and clear.
Ensure the revised guideline deviates from the original by at most one sentence.
<guideline></guideline>

Reflection:
<updated_guideline>
When validating answers, ensure to cross-reference all relevant data sources, such as tables and text, to confirm accuracy
and identify any discrepancies.
</updated_guideline>

Ground truth: Some college or more

Table 16: Case study of the question answering process of DocAgent (Part 3 of 3). In this example, the actor agent
first gives an incorrect answer based solely on the textual source. The reviewer then verifies the chart image and
corrects the response. The memory module is updated for future reference. Note in this case, the initial memory is
an empty string.
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