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Abstract

Large language models (LLMs) are trained
on vast amounts of text from the Internet,
but do they truly understand the viral con-
tent that rapidly spreads online—commonly
known as memes? In this paper, we introduce
CHIME, a dataset for CHinese Internet Meme
Explanation. The dataset comprises popular
phrase-based memes from the Chinese Internet,
annotated with detailed information on their
meaning, origin, example sentences, types, etc.
To evaluate whether LLMs understand these
memes, we designed two tasks. In the first
task, we assessed the models’ ability to ex-
plain a given meme, identify its origin, and
generate appropriate example sentences. The
results show that while LLMs can explain the
meanings of some memes, their performance
declines significantly for culturally and linguis-
tically nuanced meme types. Additionally, they
consistently struggle to provide accurate ori-
gins for the memes. In the second task, we cre-
ated a set of multiple-choice questions (MCQs)
requiring LL.Ms to select the most appropriate
meme to fill in a blank within a contextual sen-
tence. While the evaluated models were able
to provide correct answers, their performance
remains noticeably below human levels. We
have made CHIME public! and hope it will fa-
cilitate future research on computational meme
understanding.

1 Introduction

An Internet meme is a cultural item that conveys a
specific idea, behavior, or style and spreads rapidly
online, especially through social media and mes-
saging platforms. While memes often gain popu-
larity for their humorous and playful nature, they
also reflect various facets of social, political, and
cultural discourse (Szablewicz, 2014; Zhang and
Kang, 2024). Internet memes take many forms,
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Figure 1: An example from our CHIME dataset.

including phrases, images, and videos. In China,
phrase-based memes have become a significant part
of Internet culture, offering a distinctive blend of
linguistic and cultural nuances. These phrases are
typically short and straightforward. For example,
some memes originate from slang (e.g., f87% ¥,
“brat”), others are abbreviations (e.g., yyds/7KiZ ']
. “the GOAT” or “the greatest of all time”), and
some are created using phonetic transformations
(e.g., R ET, “interesting”).

Despite their playful appearance, Internet memes
pose intriguing challenges for natural language
understanding systems. They often rely on sub-
tle wordplay, intertextual references, and con-
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stantly evolving cultural contexts, making them
difficult even for humans to interpret without
sufficient background knowledge (Kostadinovska-
Stojchevska and Shalevska, 2018). Specifically,
Chinese Internet memes present unique challenges
due to their use of puns, phonetic transformations,
and extensive cultural references. Such memes
frequently originate from online communities like
Douyin (TikTok) and Weibo, where they can gain
national attention in a matter of hours or days. Ad-
ditionally, Chinese meme culture tends to blend ho-
mophones, dialect expressions, and creative abbre-
viations, resulting in content that is not only linguis-
tically complex but also deeply rooted in shared
social contexts. Recent advancements in large lan-
guage models (LLMs) (OpenAl, 2024; Anthropic,
2024; Meta, 2024; Zhipu Al, 2024; Qwen Team,
2024; DeepSeek-Al, 2024) have shown promise in
many natural language tasks, including conversa-
tional agents, information extraction, and machine
translation. These models were pre-trained on vast
amounts of text data from the Internet, which in-
cludes memes. However, whether these models
can effectively capture the shifting and nuanced
semantics of memes remains an open question.

To close this gap, we introduce the CHIME
(CHinese Internet Meme Explanation) dataset—
a collection of widely used simplified Chinese
phrase-based memes, each annotated with detailed
metadata on its meaning, origin, example usage,
etc. (see Figure 1 for an example). Our goal is
twofold. First, by assembling memes of varying
linguistic complexity and cultural depth, CHIME
serves as a resource to test whether LLMs can go
beyond surface-level understanding. Second, by in-
cluding annotations such as etymology and contex-
tual usage, CHIME provides a more nuanced evalu-
ation framework for computational meme compre-
hension. We posit that assessing how LLMs handle
these memes offers fresh insights into the models’
capabilities—and limitations—in reasoning about
culturally rich, rapidly evolving content.

To this end, we propose two main tasks. The first
task is an explanation-centric evaluation, where
LLMs must describe a meme’s meaning, provide
its origin, and generate an appropriate example sen-
tence. This setup probes both the breadth of the
models’ knowledge (e.g., recognizing the source
and historical context of a meme) and the depth of
their linguistic capabilities (e.g., producing exam-
ple usage that aligns with social norms and cultural
connotations). The second task is a multiple-choice

question (MCQ) test, where the model must select
the most fitting meme to fill in a blank within a
contextual sentence. This requires not only se-
mantic understanding but also the ability to dis-
cern subtle differences between multiple memes
with overlapping or related meanings. Our findings
suggest that while current LLMs can sometimes
provide accurate meme explanations—especially
for more straightforward or widely disseminated
memes—their performance declines markedly for
culturally and linguistically intricate cases. Further-
more, they struggle to pinpoint the correct origin
of many memes, revealing gaps in their domain
knowledge and context comprehension. By high-
lighting these challenges, we aim to spur further
research in computational approaches for meme
understanding, particularly those that incorporate
cultural context into language models. We believe
CHIME will pave the way for future investigations
into how LLMs process and understand socially
driven content on the Internet and contribute to the
development of more humorous and human-like
conversational agents.

2 Related Work

2.1 Meme Datasets

The concept of “meme” was first introduced by
biologist Richard Dawkins in his book The Self-
ish Gene (Dawkins, 1976). The term “Internet
meme” was formally defined by Castafio Diaz
(2013) as a phrase, image, or video associated with
real-life events that spreads widely online. Exist-
ing meme datasets mainly focus on image-based
memes. Li et al. (2022) introduced a multimodal
dataset for humor analysis using meme templates.
Xu et al. (2022) introduced MET-Meme, a multi-
modal meme dataset rich in metaphorical features.
Hossain et al. (2022); Suryawanshi et al. (2020)
introduced multimodal meme datasets for identify-
ing hateful and offensive content, while Lu et al.
(2024); Gu et al. (2024) built multimodal Chinese
harmful meme datasets. In our research, we de-
velop a novel meme explanation dataset that fo-
cuses exclusively on text, with the goal of accu-
rately explaining phrase-based memes.

2.2 Non-Literal Language

Non-literal language encompasses various forms
of expression, including slangs, idioms, and figura-
tive language. Several existing works have focused
on the challenges of understanding non-literal lan-

17075



guage. Zheng et al. (2019); De Luca Fornaciari
et al. (2024) focus on idioms and their assessment
in LL.Ms. Liu et al. (2022) assessed language
models’ ability to interpret figurative language by
collecting creative metaphors from crowdsourcing
workers. Mei et al. (2024) developed an English
slang dataset from Urban Dictionary that reflects
Internet language trends. Our dataset differs not
only in language but also in how memes and slangs
are created: Chinese Internet memes frequently uti-
lize phonetic wordplay and visual puns, whereas
English slangs typically rely on Latin letters and
tend to favor abbreviations and acronyms. Sun et al.
(2024) also constructed an English slang dataset,
but primarily from movie subtitles, which may not
capture the most recent Internet language trends.

Some other works have focused on toxic and
offensive language detection, which may contain
Internet slangs. Lu et al. (2023) constructed a fine-
grained dataset and insult lexicon to detect Chinese
toxic language. Xiao et al. (2024b) evaluated the ro-
bustness of language models in detecting disguised
Chinese offensive content.

2.3 Humor Datasets

Humor is defined as the tendency of experiences
to evoke laughter and provide amusement. Tradi-
tionally, humorous content has been represented
as plain text. Zhang and Liu (2014) developed
a humor recognition model to identify humorous
tweets. Yang et al. (2015); Weller and Seppi (2019,
2020) introduced various English humor datasets.
He et al. (2024) introduced Chumor, a Chinese hu-
mor dataset sourced from Ruo Zhi Ba. Chen et al.
(2024) proposed TalkFunny, a Chinese explainable
humorous response dataset. Recent studies have
also focused on multimodal humor datasets. Hasan
et al. (2019); Wu et al. (2021); Radev et al. (2016);
Hessel et al. (2023) constructed and analyzed hu-
mor datasets from various sources like TED videos,
TV sitcoms, and The New Yorker cartoons. Our
research focuses on Chinese phrase-based memes,
which are a unique form of humorous content and
have been rarely explored in existing literature.

3 Dataset

The CHIME dataset was developed by collect-
ing human-written meme explanations from online
sources, followed by the automatic extraction of
key information and subsequent manual verifica-
tion. Each entry in the dataset is manually anno-

tated with labels for meme type and the presence
of profanity and offensive content. The following
subsections provide a detailed explanation of these
processes.

3.1 Raw Data Collection

We first collected human-written meme explana-
tions from Geng Baike (1 & #t, Meme Encyclo-
pedia)?, a website where users can contribute arti-
cles explaining specific phrase-based memes popu-
lar on the Chinese Internet. The explanations col-
lected were created between August 17, 2020, and
September 23, 2024. The data were then cleaned
by correcting typographical errors and removing
duplicates.

To filter out memes that are too niche, five an-
notators (three of the authors and two recruited
individuals) reviewed all the collected meme ex-
planations, indicating whether they were familiar
with each one. The annotators, all frequent Inter-
net users with adequate digital literacy, represent
arange of birth years from the 1980s to the 2000s.
We retained only those memes recognized by at
least one of the five annotators. This process re-
sulted in a final collection of 1,458 meme explana-
tions.

3.2 Key Information Extraction

Since the crawled meme explanations were written
by different individuals, they vary in format and
style. To ensure consistency and extract relevant
information, we utilized a large language model
(LLM) to automatically identify and extract key
elements from the explanations. Specifically, we
focused on the following aspects:

* Meaning: A concise explanation of the meme,
provided in a few sentences.

* Origin: The source of the meme, such as a
famous movie, a celebrity quote, a TV show,
or other cultural references. This information
is included when available but is optional.

* Examples: For each meme, we extract up to
three example sentences illustrating its usage.
If the original explanation does not include
examples, the LLM generates them.

We asked GPT-40 (OpenAl, 2024) to extract
the three components described above from each
crawled meme explanation, using the prompt in

2https://gengbaike.cn/
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Appendix B.1. However, the output of GPT-40 was
not always fully accurate or reliable, as LLMs are
known to generate erroneous or unfaithful content,
commonly referred to as hallucinations (Huang
et al., 2023). Additionally, some of the extracted
examples were generated by GPT-4o rather than
originating from human-written explanations. As
a result, we manually reviewed all extracted in-
formation to ensure the accuracy of the meanings
and origins, verify that no key details were omit-
ted, and confirm that the examples appropriately
demonstrated the usage of each meme.

3.3 Manual Annotation

To ensure the dataset meets safety and ethical stan-
dards, each meme was manually annotated with
two labels: a profanity label, indicating the pres-
ence of sexually explicit content, and an offense
label, marking content that may be offensive, such
as racism or discrimination. One of the authors
conducted the initial annotation, which was then
verified by the other two authors. Additionally,
each meme was classified into one of the following
types, based on a predefined taxonomy:

+ Experience (J15%): Memes derived from in-
dividuals summarizing their personal experi-
ences or situations. These are often used to ex-
press limitations or unmet expectations, serv-
ing as a form of self-relief or self-deprecation.

* Quotation (5| H): Memes originating from
historical stories, public events, movie plots,
TV shows, or celebrity quotes.

« Stylistic device (f%%¥): Memes crafted using
rhetorical techniques such as metaphor, irony,
or sarcasm, often to convey auxiliary ideas or
emotions.

« Homophonic pun (% &): Memes created
by replacing original characters with those of
similar or identical sounds to produce humor-
ous or meaningful effects.

+ Slang ({#1E): Memes based on widely rec-
ognized and popular colloquial expressions
specific to a particular time or place.

+ Abbreviation (48 5): Memes formed by
shortening proper nouns or general phrases.
The abbreviation methods vary and include
morpheme reductions, initialisms, and simpli-
fied spellings.

# Profanity
# Offense

75 (5.1%)
127 (8.7%)

561 (38.5%)
438 (30.0%)

# Experience
# Quotation

# Stylistic device 214 (14.7%)
# Homophonic pun 133 (9.1%)
# Slang 60 (4.1%)

# Abbreviation 52 (3.6%)

# Total 1,458

Table 1: Statistical overview of the CHIME dataset.

More details on the manual annotation process can
be found in Appendix B.2.

Table 1 presents the statistical overview of the
CHIME dataset. Appendix B.3 provides additional
statistics on the origins of the memes. We also
provide a few representative examples for all six
meme types in Appendix B.4.

4 Can LLMs Explain Memes?

The CHIME dataset functions as a benchmark for
evaluating LLMSs’ capacity to interpret and explain
memes without fine-tuning. To investigate this ca-
pability, we tasked candidate models with generat-
ing explanations for memes from this dataset.

4.1 Experimental Setup

We employ a zero-shot setting, prompting the can-
didate language models to explain the meaning of
a given Internet meme, provide its origin (if avail-
able), and construct an example sentence. The
prompts used can be found in Appendix C.1. We
also experimented with one-shot prompting, but the
results were mostly inferior to zero-shot prompt-
ing (see Appendix C.2). The evaluated language
models include GPT-40 (OpenAl, 2024), Claude
3.5 Sonnet (Anthropic, 2024), GLM-4-9B, GLM-
4-Plus (Zhipu Al, 2024), Qwen2.5-7B, Qwen2.5-
72B (Yang et al., 2024; Qwen Team, 2024), and
DeepSeek-V3 (DeepSeek-Al, 2024).

4.2 Automatic Evaluation

Automatic evaluation was conducted on the entire
dataset (1,458 memes), wherein LLM-generated
interpretations of meme meaning and origin were
systematically compared against the ground truth.
We adopted the following metrics: cosine sim-
ilarity, BERTScore (Zhang et al., 2020), and
BARTScore (Yuan et al., 2021). For cosine similar-
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Cosine Similarity BERTScore (F) BARTScore (F)
Model Meaning Origin Meaning Origin Meaning  Origin
GPT-40 0.805 0.628 0.790 0.680 —4.367 —4.695
Claude 3.5 Sonnet 0.773 0.614 0.776 0.679 —4.559 —4.877
GLM-4-9B 0.792 0.640 0.785 0.696 —4.321 —4.493
GLM-4-Plus 0.832 0.689 0.809 0.744 —4.238 —4.423
Qwen2.5-7B 0.778 0.579 0.765 0.632 —4.448 —4.855
Qwen2.5-72B 0.805 0.622 0.789 0.676 —4.321 —4.602
DeepSeek-V3 0.787 0.694 0.782 0.740 —4.289 —4.463

Table 2: Average cosine similarity, BERTScore, and BARTScore across all six meme types for each candidate
model. The best-performing scores are highlighted in bold .

GPT-40 Claude 3.5 Sonnet GLM-4-9B

GLM-4-Plus Qwen2.5-7B Qwen2.5-72B DeepSeek-V3

Experience
Quotation
Stylistic device
Homophonic pun
Slang

Abbreviation

T T T T T
07 08 09 07 08 09 07 08 09 07 08 09 07 08 09 07 08 09 07 08 09

Cosine Similarity I BERTScore

Figure 2: Average cosine similarity and BERTScore for the generated meanings of the candidate models, evaluated

across each of the six meme types.

ity and BERTScore, we used the BGE embedding
model (bge-large-zh-v1.5) (Xiao et al., 2024a) to
generate embeddings. For BARTScore, we used
bart-large-chinese (Shao et al., 2024).

Overall Results Table 2 presents the average
cosine similarity, BERTScore, and BARTScore
across all six meme types for each of the six can-
didate models.? As shown in the table, GLM-4-
Plus achieves the highest scores on most metrics,
while DeepSeek-V3 achieves the highest score on
the origin task with cosine similarity. Addition-
ally, all models perform better on the meaning task
compared to the origin task, suggesting that iden-
tifying a meme’s origin is more challenging than
explaining its meaning. When comparing models
of different sizes within the same series (e.g., GLM-
4-9B versus GLM-4-Plus and Qwen 2.5-7B versus
Qwen 2.5-72B), we observed that larger models
consistently outperform their smaller counterparts.

3Since the BGE model was fine-tuned using contrastive
learning, the absolute values of cosine similarity and
BERTScore may not directly reflect performance quality; in-
stead, the relative rankings are more informative.

Meme Type Specific Results Figure 2 provides a
detailed breakdown of meaning scores (cosine sim-
ilarity and BERTScore) for each of the six meme
types. Among these types, quotation and homo-
phonic pun emerge as the most challenging to ex-
plain. For exact meaning scores for each meme
type, refer to Appendix C.3.

4.3 Human Evaluation

To provide a more comprehensive and accurate
assessment of the candidate models’ performance—
particularly for the generated example sentences,
which cannot be effectively evaluated through au-
tomated methods—we conducted a human evalu-
ation. We recruited individuals to rate the content
generated by the language models. For each testing
meme, raters were first shown the true meaning,
origin (if available), and three example sentences.
Then, for each of the seven candidate models, raters
were asked to evaluate the generated meaning, ori-
gin (if available), and example sentences using a
3-point Likert scale based on the following state-
ments:

1. The explanation is completely accurate and
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Meaning (%) Origin (%) Example (%)

Model A N D A N D A N D

GPT-40 539 9.0 37.1 185 82 733 55.0 83 36.7
Claude 3.5 Sonnet 51.0 97 393 144 102 754 51.7 7.5 408
GLM-4-9B 404 9.0 50.6 7.7 103 82.0 41.1 6.0 529
GLM-4-Plus 685 89 226 359 87 554 70.7 5.6 237
Qwen2.5-7B 339 114 547 9.7 6.2 84.1 340 99 56.1
Qwen2.5-72B 457 100 443 144 102 754 46.8 6.8 464
DeepSeek-V3 73.6 103 16.1 354 123 523 774 62 164

Table 3: Average percentage of human ratings assigned as Agree, Neutral, and Disagree across all six meme types
for each candidate model. A stands for Agree, N stands for Neutral, and D stands for Disagree. The best-performing

scores are highlighted in bold .

GPT-40

Claude 3.5 Sonnet GLM-4-9B  GLM-4-Plus

Qwen2.5-7B  Qwen2.5-72B DeepSeek-V3

Experience
Quotation
Stylistic device
Homophonic pun
Slang

Abbreviation

0 0.5 10 0.5 10 0.5 10 0.5 1

IEEl Meaning Example

Figure 3: Average percentage of human ratings assigned as Agree for the generated meanings and example sentences
of the candidate models, evaluated across each of the six meme types. The results of the origin task are omitted, as
most memes with an identifiable origin belong to the quotation type.

aligns perfectly with the actual meaning of
the meme. (Disagree, Neutral, Agree)

2. The provided origin perfectly matches the
source of the meme without any discrepan-
cies. (Disagree, Neutral, Agree)

3. The example sentence accurately reflects the
actual usage of the meme, clearly and effec-
tively demonstrating its meaning. (Disagree,
Neutral, Agree)

We randomly selected 240 testing memes (40 per
category) and then divided them into 12 batches,
each containing 20 memes for evaluation. For each
batch, ratings were collected from three indepen-
dent raters. More details on the human evaluation
process are provided in Appendix C.4.

Overall Results For each group of meme evalu-
ation tasks, we calculated the Fleiss’ kappa score
to assess inter-annotator agreement. The average
Fleiss’ kappa score across all 12 groups is 0.442,
indicating moderate agreement among the raters.
The results of the human evaluation are presented

in Table 3, which shows the average percentage of
ratings assigned as Agree, Neutral, and Disagree
for each model, based on the aspects of meaning,
origin, and example sentence. Different from the
automatic evaluation results, DeepSeek-V3 demon-
strates the best performance on the meaning and
example tasks. All models perform significantly
worse on the origin task compared to the meaning
and example tasks, and larger models generally
outperform their smaller counterparts.

Meme Type Specific Results Figure 3 provides
a comparison of all models’ performance across
the six meme types, showing the percentage of
Agree ratings for the meaning and example tasks.
A strong correlation is observed between these two
tasks, indicating that a model capable of accurately
explaining the meaning of a meme is also likely to
generate appropriate example sentences. Similar to
the automatic evaluation results, guotation, homo-
phonic pun, and abbreviation are identified as the
most challenging meme types to explain.

Additional details on the human evaluation re-
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sults are provided in Appendix C.5.

4.4 Discussion

Both automatic and human evaluations reveal sig-
nificant variation in the performance of LLMs
across different types of memes. While the models
perform relatively well on experience and slang
memes, their performance on quotation, homo-
phonic pun, and abbreviation memes is consid-
erably lower. This disparity likely stems from the
nature of these meme types: experience memes
often convey their meanings more directly, and
slang memes are typically well-known expressions
used in local dialects, making them more preva-
lent in training data. In contrast, understanding
quotation memes often requires knowledge of their
origin and contextual usage, while homophonic
pun and abbreviation memes involve complex lin-
guistic features that are harder to interpret at first
glance. These findings suggest that comprehending
memes with strong cultural and linguistic nuances
remains a challenging task for LLMs, despite their
advancements in overall language processing.

Though both evaluation methods indicate that
GLM-4-Plus and DeepSeek-V3 are the two best-
performing models, the rankings of the remaining
models differ between automatic and human eval-
uations. Additionally, automatic metrics provide
limited discriminatory power, as the scores among
models are often quite close. While these met-
rics offer a quantitative measure of performance,
they fail to capture subtleties such as contextual
consistency and appropriateness in the generated
content. The human evaluation results underscore
the importance of incorporating qualitative assess-
ments, particularly for tasks that demand nuanced
understanding.

Error Analysis To further investigate the perfor-
mance of LLMs, we conducted an error analysis on
the generated meanings and origins. We have iden-
tified several consistent patterns: (1) Origin con-
fusion: Models frequently attributed memes to in-
correct sources, particularly with guotation memes.
In many instances, LLMs provided vague attribu-
tions (e.g., “originating from social media”) rather
than specific origins. (2) Semantic shift: For most
misinterpreted homophonic pun memes, models
explained related concepts with similar phonetics
rather than capturing the actual meme meaning. In
other cases, models failed to recognize the phonetic
wordplay entirely and simply explained the literal

meaning. (3) Cross-type confusion: Abbreviation
memes were occasionally misinterpreted as homo-
phonic puns, indicating difficulty in distinguishing
between these distinct linguistic mechanisms. We
provide a more comprehensive error analysis with
illustrative case studies in Appendix C.6.

5 Can LLMs Use Memes?

To evaluate LLMs’ comprehensive meme literacy,
we designed a second experiment where models
must select the most appropriate meme to complete
a contextual sentence with an intentional omission.

5.1 Experimental Setup

In this experiment, we created a set of multiple-
choice questions (MCQs) to evaluate the ability
of candidate LLMs to select the most appropriate
meme to complete a blank in a contextual sentence.
Specifically, for each meme in the CHIME dataset,
we randomly selected one of its example sentences
and masked the targeted meme. We then identified
four other memes with the highest cosine similarity,
based on BGE embeddings, to serve as distractor
options in the MCQ. As a result, the final testing
set contains 1,268 MCQs.*

For each MCQ, the candidate models were
prompted to choose the most appropriate meme
from the given options. The prompt used is pro-
vided in Appendix D.1. Each MCQ was presented
to the models five times, with the final prediction
determined by majority voting. To mitigate poten-
tial biases in LL.Ms toward specific answer posi-
tions (Zheng et al., 2024; Sabour et al., 2024), we
further shuffled the order of the answer choices in
four additional permutations, repeating the predic-
tion process for each permutation. The average
accuracy across these five runs was reported.

5.2 Results

Table 4 presents the accuracy of the candidate mod-
els on the MCQs, along with human performance.
The results show that DeepSeek-V3 achieves the
highest accuracy among the candidate models, out-
performing the other models across all six meme
types except slang. The accuracy of the models
varies significantly across different meme types,
with experience and slang memes yielding higher

“The number of MCQs is less than the total number of
memes because we used strict matching for masking targeted
memes, but certain example sentences employ memes in a
contextually flexible way.
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Model Experience Quotation S];);l:is;c Homl(:::omc Slang  Abbreviation | Average
GPT-40 0.779 0.708 0.761 0.549 0.858 0.750 0.734
Claude 3.5 Sonnet 0.758 0.644 0.778 0.597 0.800 0.729 0.718
GLM-4-9B 0.574 0.527 0.536 0.360 0.654 0.504 0.526
GLM-4-Plus 0.784 0.748 0.817 0.640 0.804 0.792 0.764
Qwen2.5-7B 0.602 0.520 0.524 0.294 0.642 0.512 0.516
Qwen2.5-72B 0.733 0.691 0.691 0.486 0.869 0.671 0.690
DeepSeek-V3 0.831 0.791 0.828 0.713 0.858 0.833 0.809
Human (Average) 0.933 0.825 0.833 0.883 0.950 0.892 0.886
Human (Best) 0.950 0.850 0.925 0.900 0.950 0.900 0.913

Table 4: Accuracy of the candidate models on the multiple-choice questions, along with human performance. The
best-performing scores of the models are highlighted in bold .

Model Accuracy A

GPT-40 0.896 +0.162
Claude 3.5 Sonnet 0.881 +0.163
GLM-4-9B 0.692 +0.166
GLM-4-Plus 0.887 +0.123
Qwen2.5-7B 0.786 +0.270
Qwen2.5-72B 0.881 +0.191
DeepSeek-V3 0.897 +0.088

Table 5: Accuracy of the candidate models on the
multiple-choice questions, where the meaning of each
meme option was provided to the LLMs. The best-
performing score is highlighted in bold . The column
A indicates the improvement in accuracy compared to
the setting without meme meanings (Table 4).

accuracy compared to stylistic device and homo-
phonic pun memes. As expected, larger models
generally perform better than smaller models. The
human performance, obtained from three recruited
individuals on 240 randomly selected MCQs (bal-
anced across meme types), serves as a general up-
per bound, with the average accuracy of human
raters surpassing that of the models. The best hu-
man performance is also provided for reference.

5.3 Discussion

The results of the MCQ experiment demonstrate
that LLMs can effectively leverage their learned
knowledge to select the most appropriate meme to
complete a contextual sentence. However, the ac-
curacy of the models varies across different meme
types, with models performing much worse on lin-
guistically more nuanced memes such as homo-
phonic pun. This discrepancy is consistent with the

findings from the meme explanation task, suggest-
ing that the complexity of meme types significantly
impacts the interpretive capabilities of LLMs.

We also conducted an experiment where the
meaning of each meme option was provided to
the LLMs, aiming to evaluate the impact of addi-
tional context on the models’ performance (prompt
provided in Appendix D.2). Table 5 presents the
results in this setting. When the meaning of each
meme option was provided to the models, the accu-
racy of all models increased, with the gap between
the models narrowing. This finding suggests that
LLMs can benefit from additional context to en-
hance their understanding and selection of memes,
particularly for memes that involve complex lin-
guistic features or cultural references.

To further understand the relationship between
explanation and usage capabilities, we conducted
cross-task analysis and found interesting patterns:
(1) Models that correctly explain meme meanings
achieve around 83% accuracy in MCQ selection;
(2) Conversely, models that select correct memes
in context only achieve around 73% accuracy in ex-
planation. This asymmetry suggests that receptive
understanding (recognizing appropriate usage) is
easier than productive understanding (generating
explanations), highlighting the distinct cognitive
demands of these two tasks.

6 Conclusion

This paper introduces CHIME, a novel dataset
designed for the explanation of Chinese Internet
memes. Each meme in the dataset is annotated with
detailed information, including its meaning, origin,
example sentences, and auxiliary labels, creating a

17081



robust benchmark for evaluating and enhancing the
interpretive capabilities of LLMs. Through a com-
prehensive experimental framework, we evaluated
the performance of seven prominent LLMs, uncov-
ering significant variability in their ability to ex-
plain memes across different types. In addition, we
designed a multiple-choice question (MCQ) exper-
iment in which models select the most appropriate
meme to complete a contextual sentence, further
highlighting the challenges in computational meme
understanding, particularly for culturally and lin-
guistically nuanced content. Future work could ex-
plore expanding the dataset to include multimodal
memes and developing models that deliver more en-
gaging and human-like conversational experiences
with the support of the CHIME dataset.

7 Limitations

While the CHIME dataset provides a comprehen-
sive benchmark for evaluating the interpretive ca-
pabilities of LLLMs, it has several limitations. First,
the dataset is limited to Chinese Internet memes,
which may not fully represent the diversity of
memes across different cultures and languages. Par-
ticularly, our dataset focuses on Simplified Chi-
nese, because the source platform (Geng Baike) pri-
marily hosts Simplified Chinese content and most
Chinese Internet memes originate from mainland
China platforms (Douyin, Weibo) where Simplified
Chinese dominates. Future work could explore Tra-
ditional Chinese memes from Taiwan/Hong Kong
platforms. Second, the dataset focuses on textual
content, excluding multimodal memes that incor-
porate images, videos, or other media. Third, the
reliance on human annotations introduces poten-
tial subjectivity and bias, and the limited number
of annotators may affect the consistency of label-
ing. Lastly, the dataset captures memes from a
specific time period, so its relevance may dimin-
ish as meme culture rapidly evolves. Future work
could address these limitations by expanding the
dataset to include a broader range of meme types
and modalities, increasing annotation diversity, and
continually updating the dataset to reflect the dy-
namic nature of meme culture.

8 Ethical Considerations

The CHIME dataset was created with the utmost
care to ensure that all content is safe and appropri-
ate for research purposes. We conducted manual an-
notation to identify and label any potentially offen-

sive or inappropriate content, including profanity
and discriminatory language. We acknowledge that
Internet memes can sometimes perpetuate harmful
stereotypes or biases, and we have taken care to
document these occurrences through our labeling
system to enable responsible research. We also
considered the privacy implications of including
user-generated content and took steps to anonymize
any personally identifiable information.

The broader impacts of this work are both pos-
itive and potentially concerning. On the positive
side, this dataset can help advance our understand-
ing of how cultural information spreads online and
how language models process culturally-embedded
content. It may also aid in developing more cultur-
ally aware Al systems. However, we acknowledge
potential risks, such as the dataset being used to
generate misleading content or manipulate online
discourse. We encourage researchers using our
dataset to consider these ethical implications and
implement appropriate safeguards in their work.
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A Computing Infrastructure

All the experiments were conducted by invoking
the models through their official APIs, with default
hyperparameters for generating responses, except
for GLM-4-9B, which was run on a machine with
one Intel Xeon Platinum 8352V 2.10 GHz CPU
and two NVIDIA GeForce RTX 4090 GPUs. For
GPT-40, we used the version gpt-40-2024-08-06,
and for Claude 3.5 Sonnet, we used the version
claude-3-5-sonnet-20240620. Total cost for
the experiments (including the key information ex-
traction when curating the dataset) was approx-
imately $1500, with the majority of the cost at-
tributed to the usage of GPT-40, Claude 3.5 Sonnet,
and GLM-4-Plus.

B Dataset Construction

B.1 Key Information Extraction Prompt

We asked GPT-40 to extract the meaning, origin,
and example sentences from the crawled meme
explanation using the following prompt:

R 5 AR AR T AL ) T BBk R 3 A7 R )
B, RIERE S A3 A .
RN, REMARBELR, NET
FEYUERE o (You need to extract the meaning,
origin, and three examples of usage based
on the explanation of the provided Internet
meme. When extracting, retain all key infor-
mation without excessive abbreviation.)

B.2 Manual Annotation

For the annotation of profanity, offense, and meme
type, one of the authors conducted the initial an-
notation, which was then verified by the other two
authors. When disagreements arose, the three au-
thors held discussions to resolve any discrepancies,
with final determinations made via majority vot-
ing. This process yielded perfect agreement (100%)
for profanity and offense classifications, and near-
perfect agreement (92.9%) for meme type. The
final labels were agreed upon by all three authors,
ensuring a consistent and accurate representation
of the dataset.

During the pilot annotation phase of meme types,
we initially followed a taxonomy derived from Chi-
nese literature® on Internet memes, which classified
memes into four categories based on their creation

5https ://www.cpd.com.cn/n15737398/n26490099/
523/t_1086228.html

methodology: phonetic, experiential, story-based,
and sarcastic. However, when conducting compre-
hensive annotation of all memes, we discovered
that this existing taxonomy could not adequately
capture the full range of types we encountered.
Consequently, we refined this classification sys-
tem and expanded it to include two additional cat-
egories, resulting in a more comprehensive taxon-
omy that better represents the diversity of Chinese
Internet memes.

B.3 Statistics on Memes’ Origins

Most memes with clear origins fall into the quo-
tation category (as expected). Of the total 1,458
memes, 525 have clear origins. We have compiled
detailed statistics in Table 6.

Meme Type # Memes with Origin
Quotation 411 (78.3%)
Homophonic pun 41 (7.8%)
Experience 36 (6.9%)
Stylistic device 27 (5.1%)
Abbreviation 8 (1.5%)
Slang 2 (0.4%)

Table 6: Statistics on the origins of memes in the
CHIME dataset.

B.4 Examples of the CHIME Dataset

Table 7 and Table 8 provide a few representative
examples of memes illustrating each meme type in
the CHIME dataset.

C Explanation Task
C.1 Zero-Shot Prompts

We gave the following zero-shot prompts to the
candidate models and let them explain the meaning
of a given Internet meme, provide its origin (if
available), and construct an example sentence:

For memes without a known origin:

EPF X EEMEESRE T, BRUTM
LTRSS X, FEE 1A - (In
the context of the Chinese Internet, explain
the meaning of the following viral meme
and create one example sentence.)

For memes with a known origin:

R X HERES T, BRI M
LTRSS LA, HEEE 114
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Experience

Meme: 7% Ffilil7 (Eating Bitterness Unnecessarily)

Meaning: “3 5 HIZ” RIVAE—FENN T WL, AEFATEIZEWNEI T . B3 RR AR IARME, -T2
WIS H AT A . (Describes older generations who voluntarily endure unnecessary hardships to save money, often with
counterproductive results.)

Examples:

1 ABE A 2S5, (H T4 B, S8 R, BEAMAR) I F§12” . (They clearly have an air conditioner at
home, but to save on electricity bills, they insist on not using it during summer. This is a typical case of “eating bitterness
unnecessarily.”)

2. SR LT IR T AR SUERZ AN Bz f9EL% 1. (Grandma always picks up bottles
and cardboard boxes from the roadside. It seems she’s turned her new home into another scene of “eating bitterness unnec-
essarily.”)

3. NTAHBEIZESE, SHRIEZHT R, X EME SOz (WELLZ M. (To save money, they always eat
leftover food, which eventually landed them in the hospital. This is a perfect real-life example of “eating bitterness unnec-

essarily.”)

Quotation

Meme: 2 ASNE]W (Your Humble Servant Cannot Do This)

Meaning: “Fi 20N EW” FRFB N HELCEOREUE ST I TC AR SO LLST i, 18 5 ok A 3R A9 77 2Ok FRIE A D
HIPTFERIIC 77/ (Used to express helplessness or inability to meet certain demands or complete tasks. It’s typically used
in an exaggerated and humorous way to convey inner resistance and a sense of powerlessness.)

Origin: IZFJ5 B VLR CEURMEY Fifi—%, 2WZOREREIRM, 2EHFERLXA SR X—&iEH
HZ ik fE B D A T2 51 %4, (Originated from a scene in the TV drama “Empresses in the Palace,”
where the emperor demands that the empress hate him, to which the empress tearfully cries out this line. This dialogue
became widely quoted and parodied by Internet users due to its exaggerated delivery and emotional impact.)

Examples:

LS AF TR RGE A ORI R s RS AZET A B ZECARE L (When a friend was about to skip
dessert after dinner, he exclaimed in surprise: “No dessert after a meal? Your humble servant cannot do this!”)

2. BFIELEE, AENGRR SRR, WOl R 2 ASEI ! (Knowing she should be on a diet, yet
unable to resist the temptation of late-night snacks, she helplessly said: “Your humble servant cannot do this!”)

3. At 2 B R AT IS SO, D ANSEACHIAEAL ST IR _ESRING « B K BEA8 830, B2 MO E], HOAREI ! (Looking
at the paper due tomorrow, he hopelessly posted on social media: “The paper is due tomorrow, your humble servant cannot

do this, simply cannot do this!”)

Stylistic Device

Meme: A {443 K i (Human Outline Master)

Meaning: “ AR TR GLS i s P Eua (ORTARAG T . RS dify sfiE 56 S5 T H AR, stBaEH
o JE L] T N6 8RR« (Used to mock poor shooting skills in shooting games, typically referring to when bullets perfectly
avoid the target, as if drawing an outline around the target’s body.)

Examples:

L WERAE_ LBy «4aiisRA:>, FRERITACHR N & NAETL RN, 2FEBEATH—1 Ao (Last night while playing PUBG,
my friend and I became Human Outline Masters, not hitting a single person the entire time.)

2. fibfE CEMLNEY BIFKERSEENNST T B, SR 2 MK (When he fired in Rainbow Six Siege, his
bullets went completely around the enemy, truly proving himself to be a Human Outline Master.)

3. BSEIXER Y, AT SRS AT U MG R REEETS - (After watching this movie, I think the villains®
shooting skills could only be matched by Human Outline Masters.)

Table 7: Representative examples from the CHIME dataset, illustrating the experience, quotation, and stylistic
device meme types.
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Homophonic Pun

Meme: R~ /» (Xia Ren Zhu Xin, literally “shrimp meat, pig heart™)

Meaning: “HM 07 2 “RAVRD” FIEERE, FRIMOLTEA R 5ot NSRBIl A B2 FEH K AR
I sTshbl, EERZ BT, 2T, 51 f st AR AT T 0SS M. (A homophonic
pun for “Sha Ren Zhu Xin” (killing the person and condemning their heart/intention). It’s used to describe exposing or
criticizing someone’s thoughts and motives. The original meaning suggests that condemning one’s motives is more devas-
tating than physical harm. In Internet slang, particularly in gaming contexts, it refers to attacking someone’s psychological
vulnerabilities rather than just defeating them.)

Examples:

L BEE A G, A SRR, AT, B LI A% . (When playing games, he always goes
for the psychological kill, not just defeating me but also saying things that make me angry.)

2. Wi SR M AR D, AR CUE AT HESE, AR IR M EEH CRIRETT. (She always speaks in a way that cuts
to the core, seemingly not just wanting to win the competition but also making me doubt my abilities.)

3. PRIXFEMAT B UM AL, BEIR LI T E & . (What you did was absolutely brutal to my psyche, exposing

my intentions and leaving me utterly embarrassed.)

Slang

Meme: /NZ 5 (Little Brother)

Meaning: “/NEH” BTt B CFEEAR R SR OIFRIE, BRI A S5, BR= 2 A. (An
affectionate term for males who are younger or less experienced than oneself. It now refers to someone who has less ability
or experience than you.)

Examples:

1. AEMAEACEFACIEL, FRAAER: “EARITFE/NEH? ” (Seeing him all flustered there, I couldn’t help but say:
“What’s going on, little brother?””)

2. YAt B —IRITIX AR I, E TR AR LAL: <“4kSEinil, /& 25, 7 (When he played this game for the first
time, the veteran players teased him: “Keep it up, little brother.”)

3. X H EAMEEIR A, LN/ NERIETS 2 %> — Ko (This project is indeed quite challenging; these little brothers

still need more practice.)

Abbreviation

Meme: i 705E (Please Allow Sadness)

Meaning: “if§ 36" 2 “IHAFRM DGR WS, B TRESMMAAZEBE R L. 720 7 B0
BRFRASZAETIN, WS LEEFRTE, R “iE el DERIAXF MO P G 51t (An ab-
breviation for “please allow me to make a sad expression,” commonly used to express mock sympathy for someone else’s
misfortune. When someone shares an embarrassing situation or unfortunate experience, you might find it amusing internally
while pretending to be sympathetic externally. Saying “please allow sadness” expresses this inner contradiction and gentle
mockery.)

Examples:

L AR B 205 s, REAFERE, HEREE T —4): “iFaik. ” My friend told me he was
in such a rush this morning that he wore mismatched shoes. I could barely hold back my laughter but still replied: “Please
allow sadness.”)

2. SESRIAA TR Bt T KYT, B MRER T, FAUFEE R R i 7oA.~ (He actually fell into a puddle
because he was distracted by food. Seeing him all soaked, I had to feign sympathy and say: “Please allow sadness.”)

3. W SE i 8 A B fHE AR RS, RERSEHT . HAE— AR IELHU: “iF ik, 7 (After hearing her story
about being chased by a dog and falling into a ditch, I almost burst out laughing, but managed to say with a straight face:

“Please allow sadness.”)

Table 8: Representative examples from the CHIME dataset, illustrating the homophonic pun, slang, and abbreviation
meme types.
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] o (In the context of the Chinese Internet,
explain the meaning and origin of the fol-
lowing viral meme, and create one example
sentence.)

C.2  One-Shot Prompts

We also experimented with one-shot prompts,
where we provided the model with an example
of a meme and its explanation, (possibly) origin,
and example sentence:

e D

For memes without a known origin:

TER X EERM TR T, AR LU R 4%
RATHERS X, HEE 16A .
ZNiE

BORE IR Bttt 7

&3 fFERREREWIEET 55 mAHE)
FHAERE S, RRREFPEFRAI, £
FEREKIHE KRR A EAE -

flfa). EREE, SREFESRIK,
KRR RBORETRHA T, AR AT
:

(English translation)

In the context of the Chinese Internet, ex-
plain the meaning of the following viral
meme and create one example sentence.
Example:

Tech Geeks Save the World

Meaning: Refers to how tech enthusi-
asts can solve various practical problems
through their strong hands-on and creative
abilities, and even take on the responsibility
of saving the world.

Example sentence: In the movie, when the
virus swept across the globe, it was ulti-
mately the tech geeks who saved the world
by decoding the mystery with their program-
ming skills.

For memes with a known origin:

TEP S EBRM B ER T, @R M
BT S AL, HE-E 116
]

ZNiIE

KRR

g3 BAE—MER . BEIRRS.
Ak Y8 B —ArE6E 7 4H A R AR
WHRIARE, MR RE RE R i B
O 9K R RHAEPA

fla): KR RHBFHER, FREIEH
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&7

(English translation)

In the context of the Chinese Internet, ex-
plain the meaning and origin of the follow-
ing viral meme, and create one example
sentence.

Example:

Fresh and Dewy

Meaning: Describes a youthful, energetic
state or condition.

Origin: Originated from a statement made
by a Korean girl group member during an
interview, where she described herself as
“fresh and dewy in the middle” when show-
ing a group photo cover.

Example sentence: Taking the subway with
a fresh and dewy attitude, filled with vitality
every day.

J

Our analysis revealed that one-shot prompts did

not significantly improve model performance, but
greatly diminished it on the meaning explanation
task, compared to zero-shot prompts, as demon-
strated in Table 9. We hypothesize that this perfor-
mance degradation stems from the inherent nature
of meme interpretation, which demands flexible
analysis rather than rigid pattern matching or for-
mat adherence. Consequently, we focused exclu-
sively on zero-shot prompting results in the main
text.

C.3 More Automatic Evaluation Results

Table 10 gives the exact meaning scores of the
candidate models for each of the six meme types.

C.4 Human Evaluation Details

For our human evaluation process, we first divided
the 240 testing memes into 12 batches of 20 memes
each. For each batch, we created a questionnaire
containing an instruction page followed by 20 eval-
uation pages (one per meme). The instruction page
provided the following guidelines to raters (trans-
lated from Chinese):

r

Internet memes, as a unique cultural phe-
nomenon, not only reflect societal trends
and public emotions but also hold signif-
icant social influence. To study the un-
derstanding of Chinese Internet memes by
large language models, this project aims




Cosine Similarity BERTScore (F) BARTScore (F)

Model Meaning Origin Meaning Origin Meaning  Origin
GPT-40

Zero-Shot 0.815 0.647 0.800 0.675 —4.485 —4.717

One-Shot 0.8251 0.652 1 0.8051 0.717 1 —4.4261 —4.56571
Claude 3.5 Sonnet

Zero-Shot 0.788 0.625 0.789 0.696 —4.611 —4.695

One-Shot 0.736 ]  0.660 1 0.761 ] 0.719 1 —4.630) —4.750]
GLM-4-9B

Zero-Shot 0.813 0.578 0.797 0.663 —4.453 —4.560

One-Shot 0.750) 0.549 ) 0.746 L  0.607 | —4.470] —4.656]
GLM-4-Plus

Zero-Shot 0.844 0.679 0.822 0.737 —4.291 —4.441

One-Shot 0.797] 0.689 1 0.796 L 0.743 1 —4.2831 —4.468 ]
Qwen2.5-7B

Zero-Shot 0.792 0.605 0.782 0.661 —4.494 —4.779

One-Shot 0.731 ) 0.639 1 0.731] 0.693 1 —4.573 ] —4.67771
Qwen2.5-72B

Zero-Shot 0.819 0.627 0.803 0.690 —4.366 —4.605

One-Shot 0.799 ] 0.626 ) 0.789 ]  0.697 1 —4.370) —4.4981
DeepSeek-V3

Zero-Shot 0.779 0.709 0.774 0.751 —4.331 —4.344

One-Shot 0.746 ]  0.689 | 0.754 ] 0.722 ] —4.380) —4.539]

Table 9: Comparative analysis of average cosine similarity, BERTScore, and BARTScore across six meme types for
all candidate models, contrasting zero-shot and one-shot prompting approaches. 1 indicates superior performance,
and | denotes inferior performance. Results were derived from a balanced sample of 240 memes, comprising 40
from each meme type.
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Experience Quotation

Model Cos. Sim. BERTS. BARTS. Cos. Sim. BERTS. BARTS.
GPT-40 0.837 0.812 —4.261 0.756 0.755 —4.354
Claude 3.5 Sonnet 0.809 0.799 —4.414 0.707 0.733 —4.594
GLM-4-9B 0.818 0.804 —4.236 0.740 0.750 —4.285
GLM-4-Plus 0.846 0.822 —4.150 0.812 0.790 —4.199
Qwen2.5-7B 0.807 0.786 —4.337 0.731 0.730 —4.447
Qwen2.5-72B 0.832 0.807 —4.220 0.763 0.757 —4.294
DeepSeek-V3 0.802 0.796 —4.203 0.742 0.742 —4.306
Stylistic Device Homophonic Pun
Model Cos. Sim. BERTS. BARTS. Cos. Sim. BERTS. BARTS.
GPT-40 0.811 0.792 —4.365 0.797 0.789 —4.751
Claude 3.5 Sonnet 0.790 0.782 —4.499 0.781 0.784 —5.101
GLM-4-9B 0.805 0.791 —4.303 0.799 0.790 —4.741
GLM-4-Plus 0.827 0.804 —4.248 0.826 0.808 —4.589
Qwen2.5-7B 0.791 0.771 —4.387 0.762 0.761 —4.875
Qwen2.5-72B 0.813 0.793 —4.312 0.794 0.788 —4.746
DeepSeek-V3 0.802 0.794 —4.245 0.818 0.805 —4.610
Slang Abbreviation
Model Cos. Sim. BERTS. BARTS. Cos. Sim. BERTS. BARTS.
GPT-40 0.835 0.809 —4.388 0.830 0.819 —4.612
Claude 3.5 Sonnet 0.802 0.791 —4.531 0.820 0.815 —4.736
GLM-4-9B 0.827 0.807 —4.253 0.845 0.826 —4.607
GLM-4-Plus 0.837 0.812 —4.332 0.865 0.839 —4.479
Qwen2.5-7B 0.814 0.792 —4.415 0.792 0.786 —4.863
Qwen2.5-72B 0.837 0.818 —4.290 0.830 0.816 —4.636
DeepSeek-V3 0.800 0.798 —4.272 0.840 0.824 —4.467

Table 10: Average cosine similarity, BERTScore, and BARTScore for the generated meanings of the candidate
models, for each of the six meme types. The best-performing scores are highlighted in bold .
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to systematically evaluate Internet memes
within the context of the Chinese Internet
through a questionnaire survey.

This questionnaire is divided into two parts:
The first part will collect your name; the
second part consists of 20 pages, each cor-
responding to one popular meme. You will
be required to evaluate the explanations of
each meme generated by six large language
models across three dimensions: “meaning,’
“origin,” and “example sentence.”

You will answer approximately 120 ques-
tions, and the survey is expected to take
about 40 minutes.

I. Instructions

1. Participation in this survey is entirely
voluntary. You have the right to decide
whether to participate. Your personal
information will be kept strictly confi-
dential and used solely for academic
research purposes, with no disclosure
to third parties.

2. To ensure the accuracy and reliability
of the survey results, please provide
honest answers and avoid random re-
sponses or providing false information.

3. Please complete the questionnaire to
the fullest extent possible and avoid
skipping any questions. If you have
any doubts, feel free to contact the
project team for clarification.

4. Once you have completed the question-
naire, click the “Submit” button to con-
firm your submission. Please note that
submissions cannot be modified, so re-
view your responses carefully before
submitting.

5. Be advised that the questionnaire may
contain some vulgar, sexually sug-
gestive, or offensive content. If you
feel uncomfortable with such content,
please consider whether to proceed.

II. Acknowledgments and Feedback

1. Thank you for taking the time to par-
ticipate in this survey. Every response

you provide will contribute valuable
data to our research.

2. If you encounter any issues or have
any suggestions while filling out the
questionnaire, feel free to contact the
project team at any time.

3. After the survey is complete, the
project team will analyze the data and
prepare a research report. If needed,
we will share the results of the study
with participants.

Thank you once again for your support and
cooperation!

For each questionnaire, ratings were collected
from three independent raters. We payed each rater
around $14 per hour for their participation, which
is much higher than the average hourly wage in
China. We reruited a total number of 14 raters for
the human evaluation task, and their birth years
range from 1980s to 2000s. All raters were na-
tive Chinese speakers with a good understanding
of Chinese Internet culture. Of the 14 raters, 9 an-
notated three batches, 4 annotated two batches, and
1 annotated a single batch. The average number of
batches per rater was 2.57, with a median of 3.

C.5 More Human Evaluation Results

Table 11 gives the Fleiss’ kappa scores on each
of the 12 evaluation batches. Based on the kappa
scores, we observe that abbreviation memes show
highest agreement (x = 0.71 to 0.74) due to their
straightforward nature; slang memes show lowest
agreement (k ~ 0.27 to 0.28) because cultural
familiarity varies among annotators; homophonic
puns show moderate disagreement (x ~ 0.40 to
(0.41) due to subjective interpretation of wordplay
effectiveness. We conjecture that cultural context
dependency is the primary driver of annotation
disagreement—memes requiring deeper cultural
knowledge (slang, stylistic devices) are harder to
evaluate consistently than structurally-defined ones
(abbreviations). Table 12 provides the detailed hu-
man evaluation results on the meaning task for each
of the six meme types.
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Batch Meme Type Fleiss’ kappa

1 Slang 0.278
2 Slang 0.269
3 Stylistic device 0.318
4 Stylistic device 0.487
5 Quotation 0.421
6 Quotation 0.519
7 Experience 0.360
8 Experience 0.393
9 Abbreviation 0.736
10 Abbreviation 0.711
11 Homophonic pun 0.412
12 Homophonic pun 0.400

Table 11: Fleiss’ kappa scores on each of the 12 evalua-
tion batches in human evaluation.

C.6 Error Analysis with Illustrative Case
Studies

To further investigate the performance of LLMs,
we conducted a qualitative error analysis on the
generated meanings and origins. Specifically, we
have identified three common types of errors in
the generated meanings and origins, which are as
follows:

1. Origin confusion: Models frequently at-
tributed memes to incorrect sources, partic-
ularly with quotation memes. In many in-
stances, LLMs provided vague attributions
(e.g., “originating from social media”) rather
than specific origins. For example, £ 2 5t A
LI T (Any More Love Would Be Impolite)
originated when a Japanese short video blog-
ger made it into a Japanese language teach-
ing video, which Internet users then paro-
died into a “fake Japanese version,” creating
a comedic atmosphere. However, all models
except Qwen2.5-7B and DeepSeek-V3 have
provided vague origins, such as “the exact
origin of this meme is unclear, but it grad-
ually gained popularity in social media and
everyday online communication” (by GLM-4-
Plus), while Qwen2.5-7B and DeepSeek-V3
provided completely incorrect origins.

2. Semantic shift: For most misinterpreted ho-
mophonic pun memes, models explained re-
lated concepts with similar phonetics rather
than capturing the actual meme meaning. In
other cases, models failed to recognize the

phonetic wordplay entirely and simply ex-
plained the literal meaning. For example, '&
# (Shen Yan, literally “nephritis™) is a homo-
phonic pun on “divine face/godly appearance”
in Chinese, used to mock fans who exagger-
atedly describe their idols as having “godly
looks.” However, Claude 3.5 Sonnet misinter-
preted it as another homophonic word 5,
which means “divine words” (words of god/-
godlike statement), while GLM-4-Plus simply
explained its literal meaning, interpreting it as
a kidney disease.

3. Cross-type confusion: Abbreviation memes
were occasionally misinterpreted as homo-
phonic puns, indicating difficulty in distin-
guishing between these distinct linguistic
mechanisms. For example, AT % (Human
Doing Things) is an abbreviation of X & A+
A8 (Is This Something A Human Would
Do?), mainly used to criticize unreasonable
or unacceptable things. However, Qwen?2.5-
7B recognized it as a homophonic pun, A\1%
(Persona), and explained “used to mock peo-
ple whose online image is inconsistent with
their actual behavior.”

Table 13 gives the complete model outputs for the
above three error types.

D MCQ Task

D.1 MCQ Prompt without Meaning

For the multiple-choice questions (MCQs), we pro-
vided the following prompts to the candidate mod-
els (with English translation):

RERtEHATF, EF28—12H
b, NIRRT S kT, RIELT
kR A EIMERATHEEA . A%
GHET RS IENE R, NEMER
fERE

ViR

T INTRER
FHIAES

prinyiP

() HEERIZ

(2) yyds

(3) Fuiy

(4) SEHE

(5) fRRE

. e
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Experience (%) Quotation (%) Stylistic Device (%)

Model A N D A N D A N D
GPT-40 70.8 59 23.3 358 109 533 650 75 275
Claude 3.5 Sonnet 67.5 6.7 25.8 342 83 575 50.8 12,5 36.7
GLM-4-9B 61.6 1.7 36.7 208 159 63.3 42.5 83 492
GLM-4-Plus 808 34 15.9 483 158 35.8 69.1 92 21.7
Qwen2.5-7B 475 142 38.3 208 6.7 725 32,5 125 550
Qwen2.5-72B 642 33 32.5 22,5 158 61.7 50.8 12,5 36.7
DeepSeek-V3 775 150 7.5 708 11.7 175 733 34 233
Homophonic Pun (%) Slang (%) Abbreviation (%)

Model A N D A N D A N D
GPT-40 325 11.7 55.8 775 10.8 11.7 417 7.5 508
Claude 3.5 Sonnet 292 142 56.6 79.1 9.2 11.7 450 7.5 475
GLM-4-9B 125 125 75.0 750 100 15.0 30,0 58 642
GLM-4-Plus 59.2 133 27.5 85.8 8.4 5.8 67.5 33 292
Qwen2.5-7B 19.2 10.8 70.0 60.8 15.0 242 225 92 683
Qwen2.5-72B 20.8 159 63.3 76.6 117 11.7 39.2 08 600
DeepSeek-V3 60.0 10.8 29.2 883 9.2 2.5 71.6 11.7 16.7

Table 12: Average percentage of human ratings assigned as Agree, Neutral, and Disagree of the candidate models
for each meme type, on the meaning task. A stands for Agree, N stands for Neutral, and D stands for Disagree. The

best-performing scores are highlighted in bold .

(English translation)

Based on the given sentence, which contains
a blank, choose the most suitable Internet
meme from the five provided options accord-
ing to the context. Only provide the option
number as the answer, without any explana-
tion.

Example:

Sentence: This plan is truly
pletely beyond my imagination.
Options:

(1) Ice Cream Assassin

(2) yyds (similar to GOAT in English)
(3) Go Die

(4) Solid Evidence

(5) Strong Sense of Stealing

Answer: 2

com-

D.2 MCQ Prompt with Meaning

For MCQs where the meaning of each meme op-
tion was provided to the LLMs, the prompt was as

follows (with English translation):

RERMENA T, EPET—1=H
A, EMIRMBERT 5 T, RIELET
OEREREERMSRITEEAN . A
%G RIS ENER, AEMUER
=

il

AT XN HTRER . e
E5 A 0piE

pilif

() FRERE - &L “FRERZE 151
EIRLELEBEENMES S ANSEE, 1
SR LR AR B AR R A TR R o
?g%ﬁ&%T%ﬁm%L%ﬁ%%ﬁ
HR

(2) yydse & X yyds & “K T B 1Y
W5, FEWREERE NS B HE R T
75, (BN FEERE -

Q) Fif o & “HH R “go die” HITE
B, BANEILEET, EEH TR
HEKMFRIETTH -

(4) SEEE . & W “SLHERIRR A RESIE
FIRE R B SL A R SEIETR, EH R
BRERAIVLAR T -

6) MBARE - & BEAENEFEEE
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(1) Origin Confusion

Meme: HZ 544131 T (Any More Love Would Be Impolite)

Meaning: “FZ A 17 JFAR —BERICE, HTRBBGEOSCHITIZ L JFRBEEA MM, JE
AR XX AR T 1950, T B ER R “25 3R B IR B9 EE . (Originally a farewell message expressing
emotional restraint and termination. It later evolved into an internet meme with the format “Any more [X] would be impo-
lite,” humorously meaning “that’s enough” or “let’s stop here.”)

Origin: JZAREEIE T F1H R AUTUE T4 F Rl F e, FEREM A AT ER T7 s G BB F B, B
— MR RY%4(F . (Originated when a Japanese short video blogger created a Japanese language teaching video featuring
this phrase. Internet users then parodied it into a “fake Japanese version,” creating a humorous atmosphere.)

Origin by GLM-4-Plus (vague origin): iX/MEREAR AL A KIIH, (HEAEALSZBHATIR A F S HHE R
Frfek. FIRERIET A HARM LSBT, ok N B BRI IR R B 2 A R AN ] o (The exact

origin of this meme is unclear, but it gradually gained popularity in social media and everyday online communication. It

likely originated from a specific Internet event or joke, and later became widely spread and used due to its humor and apt
expression of meaning.)

Origin by Qwen2.5-7B (incorrect origin): iXAJTEIET 2018 £ 9 H 17 H, A T/ «KXKm\ B> FTHPH .
H o (This phrase originated from actor Wang Yibo’s statement on the TV show “Day Day Up” on September 17, 2018.)
Origin by DeepSeek-V3 (incorrect origin): HIFIRE] « =+ EY HFEMAEELIILXHE A . (A line spoken
by the character Xu Huanshan to Lin Youyou in the TV drama “Nothing But Thirty.”)

(2) Semantic Shift

Meme: 1573 (Shen Yan, literally “nephritis™)

Meaning: “FR” & “FiEC WIS EIE, T WK 22020600 “MEr (5 5KI8IE, IR ISR AE
JEHRr 2285, AR ZENIAIE . (A homophonic pun for “divine face/godly appearance” in Chinese, used to mock
fans who exaggeratedly describe their idols as having “divine beauty.” This mockery suggests that such praise often comes
with heavy fan bias and isn’t generally agreed upon by most people.)

Meaning by Claude 3.5 Sonnet (similar phonetics): “\ 487 J&— WIS, JHE “M=" (M ES/—RN %
H) AR o ARIEASENUL 14T WA 45 0 R el R AR SR 385 o IX M AT E BB PR X
L IMBUET R TR SR &, 2 BRI M4 1. (An Internet homophonic pun derived
from “divine words” (words of god/godlike statements). It’s used to describe when someone says something particularly

insightful, profound, or hilarious. This term usually carries a sense of appreciation. This meme frequently appears in bullet
comments, comment sections, and other online communication spaces, and is a relatively light-hearted and humorous
internet expression.)

Meaning by GLM-4-Plus (literal meaning): f£HSCEERRTEST N, B R @ E TR 102 R IO, W5 IR R
RESCN, TRESEUE DIREIGR . B R AT LUR SUERY SR IERY . RN, IfREGe B BB, 2.
IR R IRIE A BRI A &I 957 1. AOIKtA . (In the Chinese Internet
context, “nephritis” typically refers to a kidney disease involving inflammatory reactions in the kidneys, which may lead to
reduced kidney function. Nephritis can be acute or chronic, with various causes including infections, autoimmune diseases,
drug reactions, etc. Common symptoms include changes in urine (such as foamy urine, blood in urine), edema, high blood
pressure, fatigue, back pain, nausea, and vomiting.)

(3) Cross-Type Confusion

Meme: A+ =f (Human Doing Things)

Meaning: “ A\T47 i E X2 AN TR (9455, ERHDRERA G 1L ATCREZ R, ZHTRE
Ko FEAAT N BB AT EL N TR A9 1% 0. (Originates from the abbreviation of “Is this something a human would do?”
It’s mainly used to criticize unreasonable or unacceptable matters, often expressing dissatisfaction with video content or
situations that deviate from expectations.)

Meaning by Qwen2.5-7B (incorrect type): “ A28 J2 “ N5 RIS, - JAORIARLEAE /) _E 28 AT R A SEBRA T

NA—E M N (A homophonic pun for “persona” in Chinese, used to mock people whose online image is inconsistent

with their actual behavior.)

Table 13: Examples of model outputs for three common error types: (1) Origin confusion, (2) Semantic shift, and
(3) Cross-type confusion.
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BTREIE . BYE, DA M B
ANERK .

BR: 2

(English translation)

Based on the given sentence, which contains
a blank, choose the most suitable Internet
meme from the five provided options accord-
ing to the context. Only provide the option
number as the answer, without any explana-
tion.

Example:

Sentence: This plan is truly , com-
pletely beyond my imagination.

Options:

(1) Ice Cream Assassin. Meaning: “Ice
Cream Assassin” refers to seemingly ordi-
nary but unexpectedly expensive ice cream,
making people feel “stabbed” by the price.
This phrase reflects rising ice cream prices
and the unexpected financial burden.

(2) yyds. Meaning: “yyds” is the abbrevia-
tion for “FKIZH I ” (Eternal God), used to
praise someone or something as excellent,
admirable, and worthy of following.

(3) Go Die. Meaning: “Go Die” is a pho-
netic translation of “F’f 7 (gou dai), mean-
ing “to die” or “go to hell,” often used hu-
morously or exaggeratedly.

(4) Solid Evidence. Meaning: “Solid Evi-
dence” refers to strong and reliable proof
that confirms an event or claim, typically
carrying strong credibility.

(5) Strong Sense of Stealing. Meaning: This
phrase describes someone feeling awkward,
timid, or unnatural in a certain situation,
appearing sneaky or out of place.

Answer: 2
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