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Abstract

Large Language Models (LLMs) increasingly
serve diverse global audiences, making it criti-
cal for responsible AI deployment across cul-
tures. While recent works have proposed vari-
ous approaches to enhance cultural alignment
in LLMs, a systematic analysis of their eval-
uation benchmarks remains needed. We pro-
pose a novel framework that conceptualizes
alignment along three dimensions: Cultural
Group (who to align with), Cultural Elements
(what to align), and Awareness Scope (how to
align: majority-focused vs. diversity-aware).
Through this framework, we analyze 105 cul-
tural alignment evaluation benchmarks, reveal-
ing significant imbalances: Region (37.9%) and
Language (28.9%) dominate Cultural Group
representation; Social and Political Relations
(25.1%) and Speech and Language (20.9%)
concentrate Cultural Elements coverage; and
an overwhelming majority (97.1%) of datasets
adopt majority-focused Awareness Scope ap-
proaches. In a case study examining AI safety
evaluation across nine Asian countries (Section
5), we demonstrate how our framework reveals
critical gaps between existing benchmarks and
real-world cultural biases identified in the study,
providing actionable guidance for developing
more comprehensive evaluation resources tai-
lored to specific deployment contexts.

1 Introduction

LLMs have become increasingly prevalent in our daily
lives, powering applications ranging from virtual as-
sistants and content generation to educational tools
and business solutions. Their global deployment has
created unprecedented opportunities for cross-cultural
interaction and knowledge exchange. However, this
widespread adoption also brings significant challenges
regarding cultural sensitivity and appropriateness of AI-
generated content (Hershcovich et al., 2022). As these
models serve diverse users across different cultural con-
texts, their ability to understand and respect cultural nu-
ances becomes critical for responsible AI deployment.

Aligning AI systems with diverse cultural contexts is
critical in their development and deployment. Recent

research and real-world incidents highlight the poten-
tial consequences of culturally misaligned AI outputs.
For instance, LLMs have been criticized for exhibiting
Western-centric biases when responding to diverse cul-
tural contexts (Cao et al., 2023; Durmus et al., 2023;
Naous et al., 2024), while machine translation systems
have faced challenges with culturally-specific terms and
expressions (Yao et al., 2024a; Cao et al., 2024c; Naveen
and Trojovský, 2024). In business contexts, culturally
inappropriate AI-generated marketing content has led
to public relations issues and damaged brand reputation
(Coscarelli, 2022). These cases underscore how cultural
misalignment can lead to misunderstandings, offense,
or even harm to specific cultural groups.

Despite these growing concerns, detecting and mea-
suring cultural misalignment presents significant chal-
lenges, particularly in capturing the full spectrum of
cultural perspectives. While large-scale cultural sur-
veys like the PEW Global Attitudes Survey (Pew Re-
search Center, 2014) and World Values Survey (WVS)
(Haerpfer et al., 2022) capture rich distributions of re-
sponses across demographic groups, revealing signif-
icant intra-cultural variations in values, beliefs, and
practices, current cultural alignment research typically
reduces these nuanced distributions to single major-
ity responses when constructing evaluation datasets
(AlKhamissi et al., 2024; Cao et al., 2023). For instance,
studies using WVS data often consider only the most
frequent response as ground truth, discarding valuable
information about minority viewpoints (Tao et al., 2024;
Masoud et al., 2023). This simplification, while compu-
tationally convenient, fails to capture the complexity of
cultural nuances and may perpetuate the marginalization
of minority perspectives. The nascent nature of cultural
alignment evaluation, combined with the rapid devel-
opment of LLMs, highlights the urgent need for more
systematic and comprehensive evaluation strategies that
can account for both majority and diverse perspectives.

This paper presents, to our knowledge, the first com-
prehensive analysis of cultural alignment evaluation
benchmarks, examining 105 datasets through our pro-
posed framework. This analysis not only reveals the
current state of cultural alignment evaluation but also
helps understand the coverage and limitations of exist-
ing benchmarks. Our key contributions are:

• We propose a novel cultural alignment framework
that conceptualizes alignment along three dimen-
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Figure 1: Overview of our cultural alignment framework. The framework categorizes alignment along three
dimensions: Cultural Group (who to align with, e.g., Language in CAMel Naous et al. (2024)), Cultural Elements
(what to align, e.g., Clothing, Food, Names in CAMel), and Awareness Scope (how to align, e.g., majority-focused
in CAMel). This categorization enables systematic analysis of how datasets address cultural alignment across
different dimensions.

sions: Cultural Group (who to align with), Cultural
Elements (what to align), and Awareness Scope
(how to align) (section 2.2).

• We identify significant imbalances in current eval-
uation practices: region and language dominate
Cultural Group representation (37.9% and 28.9%),
Social and Political Relations (25.1%) and Speech
and Language (20.9%) dominate Cultural Ele-
ments coverage, and for Awareness Scope, an
overwhelming majority (97.1%) of datasets adopt
majority-focused approaches (sections 4.1, 4.2,
4.3). These imbalances risk perpetuating existing
biases and failing to ensure comprehensive and fair
evaluation across different cultural contexts.

• Through systematic analysis of current evalua-
tion benchmarks, we identify critical directions
for advancing cultural alignment: (1) develop-
ing application-specific benchmarks guided by our
framework when existing datasets provide insuffi-
cient coverage; (2) expanding dataset coverage be-
yond majority-focused approaches and incorporat-
ing temporal dynamics; (3) implementing diversity-
aware alignment techniques with specialized loss
functions and reward models; (4) exploring syn-
thetic data generation strategies (section 6.2).

2 Cultural Alignment Framework

2.1 Definition of Culture

Culture is commonly understood as shared norms, val-
ues, and behaviors within a particular group, yet this
understanding is an oversimplification. Anthropologi-
cal perspectives have evolved significantly, from Tylor
(1871)’s definition of culture as "that complex whole"

learned through social interaction, to more recent views
by Anderson-Levitt (2012) emphasizing culture as a pro-
cess of meaning-making. These perspectives highlight
three crucial aspects: culture is social and constantly
evolving, emerges from interactions between individu-
als and groups, and is intertwined with power dynamics.
However, as Adilazuarda et al. (2024) note, most NLP
research examining culture often leaves it undefined
beyond the high level, with cultural features being im-
plicitly specified through dataset choices rather than
explicit definition.

These varying definitions of culture have significant
implications for cultural alignment in LLMs. A simpli-
fied definition that treats culture as a fixed set of values
and behaviors risks promoting monolithic views and
reinforcing stereotypes. Understanding culture as dy-
namic, interactive, and power-laden instead suggests
that cultural alignment efforts should account for three
key factors: variations within cultural groups, influences
between different cultures, and the role of power group
in shaping cultural practices. This nuanced understand-
ing cautions against uncritically aligning with majority
cultural practices and emphasizes the importance of
recognizing cultural complexity in alignment efforts.

2.2 Framework Overview

Cultural alignment for LLMs presents a complex chal-
lenge that requires careful consideration of multiple
dimensions. As shown in Figure 1, we propose a
framework that conceptualizes cultural alignment along
three primary dimensions: Cultural Group, Cultural
Elements, and Awareness Scope. Building upon the
cultural proxies taxonomy established by Adilazuarda
et al. (2024), our framework adopts their classification
of demographic and semantic proxies for the first two di-
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Paper # Papers Framework Cultural Cultural Awareness
Surveyed Dimensions Group # Elements # Scope

Liu et al. (2025) 127 1 - 11* -
Adilazuarda et al. (2024) 90 2 7 13 / 22§ -
Ours 105 3 12 16 / 25§ ✓

Table 1: Comparison of our three-dimensional framework with existing cultural alignment surveys. *Not based on
Thompson et al. (2020)’s semantic domains. § Elements found in datasets / Total elements defined.

mensions, while introducing Awareness Scope as a new
dimension. Each dimension addresses a critical aspect
of cultural alignment, enabling researchers to precisely
define alignment targets and develop more culturally
aware AI systems.

1. Cultural Group defines the target community for
alignment. This dimension operates through demo-
graphic indicators1 including Region, Language,
Ethnicity, Religion, Gender, Socioeconomic Sta-
tus, and Online community, either individually
or through their intersections (e.g., urban middle-
class women). These indicators provide concrete
parameters for developing culturally aligned sys-
tems in specific contexts, such as aligning an LLM
with Southeast Asian communities or Vietnamese-
speaking populations.

2. Cultural Elements represent the specific aspects
of culture to be aligned. These encompass both
tangible manifestations (e.g., food, clothing, and
arts) and intangible constructs (e.g., values, social
norms, customs), and are grounded in the cogni-
tive anthropological view that culture is structured
through semantic domains, folk taxonomies, and
shared mental models (d’Andrade, 1995). For ex-
ample, when developing a culturally aligned LLM,
developers might focus on aligning the model’s re-
sponses with specific cultural aspects such as food
customs, social norms, or value systems.2

3. Awareness Scope describes the breadth of cultural
perspectives to be incorporated in alignment. This
dimension distinguishes between majority-focused
approaches that address dominant cultural pat-
terns and widely accepted norms, 3 and diversity-

1We extend the demographic proxies from Adilazuarda
et al. (2024) to include appearance, sexual orientation, health,
socioeconomic status, online communities, and time periods
(e.g., dynasties) to better accommodate our dataset analysis.

2From Thompson et al. (2020), semantic domains include:
food and drink, clothing and grooming, speech and language,
modern world, physical world, the house, basic actions and
technology, agriculture and vegetation, animals, social and
political relations, emotions and values, kinship, and cognition,
with names from Adilazuarda et al. (2024). We extend this list
to include arts, mental perception, and current and historical
events based on our dataset findings.

3These can be understood as prototypical representations
of cultural knowledge (cf. Rosch and Mervis 1975; see also
Shore 1996). We also recognize that some papers we classified
as majority-focused do consider multiple annotator perspec-

aware approaches that explicitly incorporate sub-
cultural variations and minority perspectives along-
side dominant patterns. For instance, in developing
a recipe recommendation system for Singapore,
a majority-focused approach would emphasize
widely recognized and prototypical culinary prac-
tices across the population, while a diversity-aware
approach would explicitly incorporate the distinct
food traditions of Malay, Indian, and other minor-
ity communities as integral components rather than
peripheral considerations.

By integrating these three complementary perspec-
tives, our framework addresses critical gaps in existing
cultural alignment evaluation taxonomies. As shown
in Table 1, previous cultural alignment surveys by Adi-
lazuarda et al. (2024) and Liu et al. (2025) have not
considered the Awareness Scope dimension, despite its
crucial role in capturing the full spectrum of cultural rep-
resentation. By incorporating this new dimension with
enhanced Cultural Group and Cultural Elements tax-
onomies, our framework offers a more complete method
to analyze cultural alignment evaluation benchmarks
that acknowledges both majority perspectives and di-
verse subcultural variations.

2.3 Awareness Scope

We ground the Awareness Scope dimension in stand-
point theory, a sociological framework developed within
feminist epistemology (Harding, 1991; Collins, 2022).
Standpoint theory posits that knowledge is fundamen-
tally shaped by one’s social position, with marginal-
ized groups offering distinct and valuable perspectives
that are systematically overlooked when dominant view-
points are privileged as universal truths. This theoret-
ical lens directly informs our framework’s central dis-
tinction: majority-focused approaches, while capturing
representative cultural patterns, risk perpetuating what
standpoint theorists call epistemic injustice—the sys-
tematic exclusion of minority knowledge and perspec-
tives. In contrast, diversity-aware approaches align with
standpoint theory’s call for incorporating multiple so-
cial positions to achieve more complete and equitable
knowledge representation. Therefore, our Awareness
Scope dimension reflects a fundamental commitment to

tives and opinions. Our distinction is not based on majority
voting but rather on whether the approach primarily targets
prototypical cultural characteristics versus explicitly incorpo-
rating a broader range of cultural variation within a group.
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epistemic justice, ensuring AI systems recognize and
validate diverse cultural standpoints rather than default-
ing to dominant perspectives.

The fundamental distinction between majority-
focused and diversity-aware approach isn’t merely the
amount of detail provided, but rather their underlying
recognition of cultural complexity. While majority-
focused approach provides clear, standardized guidance
essential for basic cultural compliance, the diversity-
aware approach acknowledges the coexistence of mul-
tiple valid cultural practices, demonstrate sensitivity to
user identity and context, and support navigation of com-
plex cultural landscapes. For a detailed discussion on
choosing between majority-focused and diversity-aware
approaches for different use cases, see Appendix E.

2.4 Awareness Scope Examples
To demonstrate how awareness scope impacts responses
while keeping other dimensions constant, we present
two illustrative scenarios. Table 4 in Appendix D shows
detailed responses for each example.

Example 1: Tour Guide Agent In the context of
providing information about alcohol in Saudi Arabia,
the two responses demonstrate distinct approaches to
cultural alignment. The majority-focused response ad-
heres to the dominant cultural framework, emphasizing
the general prohibition under Islamic law and suggest-
ing culturally acceptable alternatives. In contrast, the
diversity-aware response acknowledges both traditional
restrictions and emerging changes—including licensed
venues in Riyadh’s diplomatic quarter for non-Muslim
diplomats and potential policy adjustments under Vision
2030 for tourists and expatriates4. The diversity-aware
approach thus captures both traditional norms and evolv-
ing cultural dynamics in the country.

Example 2: Localization Agent For a clock manu-
facturer entering the Taiwanese market, the responses
illustrate different depths of cultural awareness. The
majority-focused response emphasizes the dominant
cultural taboo around clocks5, presenting it as a univer-
sal constraint that directly dictates marketing strategy. It
provides a single, straightforward solution avoiding any
gift-giving associations. The diversity-aware response,
however, acknowledges the traditional taboo while rec-
ognizing the heterogeneity within Taiwanese society. It
segments the market based on different demographic
groups and acknowledges varying degrees of adherence
to traditional beliefs, demonstrating awareness of both
traditional sensitivities and evolving cultural dynamics.

Understanding these different use cases enables more
thoughtful design of culturally aligned AI systems. The
choice between majority-focused and diversity-aware

4https://www.eiu.com/n/saudi-arabia-takes-first-step-
towards-relaxing-alcohol-laws/

5In Taiwanese and Chinese cultures, clocks are considered
inappropriate gifts because the phrase "giving a clock" is ho-
mophonous with "sending someone off to their death", making
it a significant cultural taboo.
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Figure 2: Growth of cultural alignment evaluation
datasets from 2020 to 2024, with an increase from 1
dataset in 2020 to 74 in 2024 and beyond.

approaches represents a critical design decision that
shapes how an AI system engages with cultural com-
plexity. This decision should be made early in the de-
velopment process and should inform both the training
and evaluation of these systems.

3 Method

We employ a three-step methodology: (1) dataset collec-
tion through a systematic literature review, (2) dataset
categorization based on our proposed cultural alignment
framework, and (3) summary analysis of findings. This
structured approach enables us to identify key patterns,
gaps, and trends in how existing datasets approach cul-
tural alignment evaluation.

3.1 Dataset Collection

We conduct a systematic literature review primarily uti-
lizing ACL Anthology6 and Google Scholar7 as our
main sources. Our search employs various combinations
of keywords including “Culture”, “LLM”, “Cultural
Alignment”, “Cultural Awareness”, “Cultural Bias”,
“NLP”, “Cultural Commonsense Knowledge”, “Multi-
Cultural”, “Cross-Cultural”, and “Evaluation Bench-
mark”. To maintain focus on language model evaluation,
we survey papers that introduce text-only evaluation
datasets, explicitly excluding papers describing multi-
modal datasets involving images or videos. Through
this systematic search and screening process, we iden-
tify 104 papers describing 105 datasets for evaluating
cultural awareness in language models.

The temporal analysis, as shown in Figure 2, reveals a
substantial increase in dataset creation, with 10 datasets
in 2022, 20 datasets in 2023, and 74 datasets in 2024 and
beyond, reflecting the growing recognition of cultural
alignment as a crucial aspect of LLM development.

6https://aclanthology.org/
7https://scholar.google.com/
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Figure 3: Distribution analysis of over 105 datasets of two dimensions: (left) Cultural Group with Region (37.9%)
and Language (28.9%) being the most common; and (right) Cultural Elements dominated by Social and Political
Relations (25.1%) and Speech and Language (20.9%).

3.2 Dataset Categorization

Following our proposed cultural alignment framework
presented in Section 2.2, we analyze and categorize the
datasets based on their descriptions in the papers across
three dimensions: Cultural Group, Cultural Elements,
and Awareness Scope. For the first two dimensions, we
examine the dataset descriptions in each paper, specifi-
cally on details about the demographic indicators and
cultural aspects covered. For the Awareness Scope di-
mension, we analyze the evaluation metrics8 described
in the papers to determine whether they adopt a majority-
focused or diversity-aware approach.

Two co-authors independently label each dataset ac-
cording to these dimensions using a multi-class tagging
approach (selecting all applicable categories for Cultural
Group and Cultural Elements, while making binary clas-
sifications for Awareness Scope)9. To ensure annotation
quality, we implement a two-stage resolution process
where annotators first adjudicate disagreements through
discussion and mutual agreement. For cases where con-
sensus cannot be reached, a third co-author makes the
final determination.

3.3 Analysis

Through the lens of our proposed cultural alignment
framework, we analyze our findings in Section 4. We
combine frequency distribution analysis and chi-square
(χ2) tests to identify both descriptive patterns and sta-
tistically significant relationships between framework
dimensions, revealing how cultural groups, elements,
and awareness scope systematically interact. These in-
sights reveal current limitations and opportunities in

8Majority-focused approaches typically employ accuracy-
based metrics that assess alignment with dominant or pro-
totypical cultural patterns; diversity-aware approaches typ-
ically employ distributional (distance-based) metrics, such
as Jensen–Shannon divergence, to capture variation across
cultural perspectives.

9See Appendix B for annotation details and Appendix K
for complete dataset annotations)

cultural alignment evaluation for LLMs.

4 Findings
This section analyzes existing cultural alignment evalu-
ation datasets across our three framework dimensions,
identifying key patterns and gaps in current approaches.

4.1 Cultural Group
Our analysis of Cultural Group reveals that Region
(37.9%)10 and Language (28.9%) serve as the predomi-
nant demographic indicators in current datasets (Figure
3, left)11. Other indicators show significantly lower
representation: Gender (6.2%), Socioeconomic Status
(5.7%), Age (4.3%), Religion (3.8%), and Ethnicity
(3.3%). When present, these additional indicators typi-
cally function as secondary factors rather than primary
axes of cultural variation, with multi-dimensional cul-
tural group definitions remaining rare.

This focus on Region and Language presents a crit-
ical limitation, potentially masking cultural variations
shaped by other demographic factors. For example, di-
etary preferences evaluated solely by region overlook
how religion and socioeconomic status influence food
choices within the same area. Future datasets should
incorporate multiple demographic indicators simultane-
ously for more comprehensive cultural alignment evalu-
ation across diverse populations.

4.2 Cultural Elements
Our analysis reveals an uneven distribution of Cultural
Elements across evaluation datasets (Figure 3, right).
Social and Political Relations (25.1%) and Speech and
Language (20.9%) dominate, while Food and Drink
(8.1%), Physical World (7.2%), and Modern World

10Percentages represent the proportion of datasets contain-
ing each category relative to the total number of datasets (105).
Since individual datasets can include multiple categories si-
multaneously, the sum of these percentages exceeds 100%.

11See Figure 6 and 7 in Appendix K for the complete hier-
archical taxonomy of Cultural Group and Cultural Elements.
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Majority-
focused (97.1%)

Diversity-
aware (2.9%)

Qiu et al. (2025); Fung et al. (2024); Rao et al. (2025); Shi et al. (2024); Zhan et al. (2024); Dwivedi
et al. (2023); Yuan et al. (2024); Yu et al. (2024); Ziems et al. (2022); Schramowski et al. (2022); Ziems
et al. (2023); Li et al. (2023); Chiu et al. (2025); Acquaye et al. (2024); Myung et al. (2024); Naous et al.
(2024); Palta and Rudinger (2023); Koto et al. (2024b); Wibowo et al. (2024); Ponti et al. (2020); Zhang
et al. (2024); Li et al. (2024f); Leong et al. (2023); Putri et al. (2024); Kim et al. (2024); Son et al. (2024);
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Arora et al. (2025); Zhou et al. (2025); Yin et al. (2022); Liu et al. (2024a); Wang et al. (2024a); Hasan et al.
(2025); Liu et al. (2024b); Jiang and Joshi (2024); Li et al. (2024e); Nguyen et al. (2023); Lee et al. (2024a);
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et al. (2024); Yüksel et al. (2024); Cao et al. (2024b); Meadows et al. (2024); Karinshak et al. (2024); Wang
et al. (2024b); Kabra et al. (2023); Ersoy et al. (2023); Mousi et al. (2024); Faisal et al. (2024); Casola
et al. (2024); Le and Luu (2023); Wei et al. (2024); Cao et al. (2024a); Zhou et al. (2023); Yarlott et al.
(2024); Toker et al. (2024); He et al. (2024); Ofer and Shahaf (2022); Walsh et al. (2024); Li et al. (2024g);
Sahoo et al. (2024); Khandelwal et al. (2024); Grigoreva et al. (2024); Dev et al. (2023); Jha et al. (2023);
Zhao et al. (2023); Huang and Xiong (2024); Jin et al. (2024); Yanaka et al. (2025); Neplenbroek et al.
(2024); Lee et al. (2023); Borah et al. (2025); Sankaran et al. (2024); Arango Monnar et al. (2022); Lee et al.
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Gupta et al. (2024); Majewska et al. (2023); Hu et al. (2023); Cao et al. (2024c); Yao et al. (2024a); Clarke
et al. (2024); Kadaoui et al. (2023); Chen et al. (2024); Thai et al. (2022); Elmadany et al. (2024); Nadejde
et al. (2022); Sandoval et al. (2023); Kantharuban et al. (2023)

Durmus et al. (2023); Zhao et al. (2024); Lee et al. (2024b)

Figure 4: Awareness Scope dimension of our cultural alignment framework with corresponding evaluation datasets.

Category Maj. Div. Category Maj. Div.

Cultural Group Cultural Elements
Region 77 3 Soc & Pol Relations 59 0
Language 60 1 Speech & Language 49 0
Gender 13 0 Food & Drink 19 0
Socioeconomic Sta-
tus

11 1 Physical World 17 0

Age 9 0 Modern World 14 0
Religion 8 0 Arts 13 0
Ethnicity 7 0 Mental Perception 13 0
Health 5 0 Emotions & Values 6 3
Sexual Orientation 5 0 Current/Hist Events 7 0
Appearance 5 0 Basic Actions & Tech 6 0
Time Period 3 0 Clothing & Groom- 6 0

ing
Names 5 0
The House 5 0
Kinship 5 0

Table 2: Distribution of majority-focused (Maj.) and
diversity-aware (Div.) approaches across framework
dimensions. Diversity-aware evaluation appears in only
three Cultural Group categories (Region: 3, Language:
1, Socioeconomic Status: 1) and one Cultural Elements
category (Emotions and Values: 3), highlighting the
limited diversity consideration in evaluations.

(6.0%) receive moderate coverage. Most other domains
appear in 5 or fewer datasets despite their cultural sig-
nificance in specific communities.

This imbalance presents both opportunities and chal-
lenges. While the strong representation of social and
linguistic domains provides robust evaluation in these
areas, the limited coverage of other cultural elements
restricts comprehensive assessment of model alignment
capabilities. Future datasets should expand coverage
in underrepresented domains to provide more balanced
cultural evaluation across the full spectrum of cultural
practices and knowledge.

4.3 Awareness Scope
Our analysis reveals a significant imbalance in aware-
ness scope (see Figure 4): among 105 datasets surveyed,
97.1% (102 datasets) adopted a majority-focused ap-
proach, while only 2.9% (3 datasets) address diversity-

aware evaluation. This disparity represents a critical
gap in the evaluation landscape, potentially undermin-
ing LLMs’ ability to serve diverse subcultural groups.

The interaction between awareness scope and other
framework dimensions reveals concerning patterns (Ta-
ble 2). Despite various demographic indicators be-
ing available, diversity-aware approaches remain rare
across all Cultural Groups. Among datasets defining
cultural groups through Region and Language (80 and
61 datasets), only 3 and 1 incorporate diversity-aware
approaches, while just 1 of 12 Socioeconomic Status
datasets does so. Cultural elements like Social and
Political Relations and Speech and Language are eval-
uated exclusively from majority-focused perspectives.
Emotions and Values is the only element incorporating
diversity-aware approaches through GlobalOpinionQA
(Durmus et al., 2023), WorldValuesBench (Zhao et al.,
2024), and KorNAT (Lee et al., 2024a). This concentra-
tion in a single cultural element highlights critical gaps
in current evaluation practices (see Appendix F for de-
tailed discussion of how our framework can generalize
across diverse Cultural Groups and Elements).

This systematic majority-focus raises concerns about
evaluation fairness. Majority-focused approaches cap-
ture dominant patterns but marginalize subcultural vari-
ations, limiting LLMs’ ability to serve diverse popula-
tions. Singapore’s food culture illustrates this: majority-
focused evaluation overlooks crucial dietary require-
ments (halal, vegetarian) and preferences across ethnic
communities and generations—cultural differences in-
visible when focusing solely on majority views.

4.4 Statistical Associations Between Framework
Dimensions

Beyond the individual distribution patterns, we con-
ducted chi-square (χ2) tests to examine systematic as-
sociations between our framework dimensions. Table 3
presents the highly significant associations from this
analysis. Our findings reveal four key patterns: First,
Emotions and Values emerged as the only cultural do-
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Dimension Association Variable Intersection Stat. Value

Cultural Group × Cultural Elements
(χ2 = 136.40, df = 56, p < 0.001)

(Gender, Mental Perception)
χ2 43.46

p-value <0.001

(Socioeconomic Status, Mental Perception)
χ2 25.20

p-value <0.001

(Religion, Mental Perception)
χ2 20.33

p-value <0.001

Cultural Elements × Awareness Scope
(χ2 = 163.71, df = 17, p < 0.0001)

(Emotions and Values, Diversity-aware)
χ2 156.82

p-value <0.001

Table 3: Highly significant associations (p < 0.001) from chi-square analysis of framework dimensions. Left column
shows overall dimension statistics; right columns show specific category associations.

main significantly associated with diversity-aware ap-
proaches (χ2 = 156.82, p < 0.001), exposing a funda-
mental dichotomy where only values receive recogni-
tion for intra-cultural diversity while all other cultural
expressions are treated as homogeneous. Second, de-
mographic indicators (Gender, Socioeconomic Status,
and Religion) showed strong associations with Mental
Perception (all p < 0.001), indicating these groups are
primarily evaluated through stereotypes rather than ev-
eryday practices. Third, Language showed significant
association with Speech and Language elements (χ2 =
4.16, p < 0.05, see Table 5 in Appendix G), confirming
language-defined groups are disproportionately evalu-
ated on linguistic features. Fourth, no demographic
indicators showed significant associations with material
culture elements, suggesting consistent underrepresen-
tation of tangible cultural domains.

The chi-square test for Cultural Group and Aware-
ness Scope showed no significant overall association
(χ2 = 4.80, df = 4, p = 0.308), despite a marginally sig-
nificant association between Socioeconomic Status and
diversity-aware approaches (see Table 7 in Appendix G).
This indicates that majority-focus approaches represent
a universal methodological limitation rather than a bias
toward specific cultural indicators. These patterns high-
light a critical finding: while diversity in values is rec-
ognized, diversity in all other cultural expressions is
systematically ignored regardless of demographic group.
Complete statistics for all dimension pairings are pro-
vided in Appendix G.

5 Case Study: Applicability of Our
Framework

Identification of Cultural Alignment Evaluation Gap
The recent study conducted by Infocomm Media De-
velopment Authority (IMDA) and Humane Intelligence
(2025) demonstrates how deployed LLMs continue to
exhibit cultural biases, where 362 domain experts evalu-
ated four LLMs across nine Asian countries12 and iden-
tified 3,222 instances of cultural bias affecting real users,
with gender, geographical, and socioeconomic biases

12Countries include China, India, Indonesia, Malaysia,
Japan, Singapore, South Korea, Thailand, and Vietnam.

emerging consistently throughout all surveyed nations.
Take findings in Singapore for examples: in one case,
an LLM claimed women between ages 20-40 are more
vulnerable to online scams than men, suggesting they
have a higher likelihood of responding to emails of-
fering job opportunities or financial gain. In another
instance, when questioned about crime rates in Singa-
pore’s ethnic enclaves, an LLM stereotyped areas like
Chinatown and Little India as having higher crime rates,
attributing this to supposed limited interaction between
immigrant communities and the native population.

Our analysis reveals that among the 105 datasets sur-
veyed, only six address the Singaporean context (see
Table 8 in Appendix J). These datasets fail to cover
the specific biases identified in the IMDA study, with
none evaluating Gender, Socioeconomic Status, or Eth-
nicity dimensions—categories where significant biases
were found. Within Cultural Elements, none evaluate
Mental Perception, which is essential for detecting the
stereotyping that dominated the IMDA findings. Criti-
cally, our framework shows the IMDA study, along with
all six datasets, rely exclusively on majority-focused
evaluation methods, overlooking how LLMs might pro-
duce different stereotypical responses in personalized
settings. This example demonstrates the practical value
of our framework: by analyzing evaluation benchmarks
across all three dimensions, researchers can identify
critical coverage gaps before deployment, enabling de-
velopment of more comprehensive benchmarks that can
detect harmful biases before models reach users.

Improvement of Diversity-awareness To further
demonstrate our framework’s practical value, we con-
ducted an experiment using a subset of GlobalOpin-
ionQA (Durmus et al., 2023), focusing on Southeast
Asian countries—the region where the IMDA study
identified significant cultural biases. Results showed
that diversity-aware prompting based on our frame-
work’s Awareness Scope dimension reduced Jensen-
Shannon distance by 3.97% compared to the baseline
prompting. This offers a straightforward approach to
help the model better represent the diverse perspectives
within a given country. Full experimental details are
provided in Appendix I.
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6 Summary of Limitations and Future
Direction

The limitations identified in current cultural alignment
evaluation datasets raise significant concerns about their
broader implications for AI development and deploy-
ment. Of particular concerns are how these limitations
can reinforce existing societal power structures while
oversimplifying complex cultural realities.

6.1 Impact of Current Dataset Limitations

Reinforcement of Dominant Groups The predom-
inance of majority-focused evaluation (97.1%) risks
reinforcing existing power structures in AI systems.
When LLMs are evaluated primarily on alignment with
dominant cultural perspectives, they may perpetuate the
marginalization of minority groups. For example, evalu-
ating Singaporean food knowledge by focusing solely
on Chinese dishes might lead AI systems to overlook
important Malay and Indian culinary traditions. This
creates a feedback loop where AI systems become in-
creasingly optimized for majority perspectives while
failing to adequately serve diverse subcultural groups.

Risk of Oversimplification Majority-focused evalua-
tion leads to oversimplification of complex cultural dy-
namics. When alignment is evaluated primarily through
dominant perspectives, rich variations in practices are
reduced to simplified representations. In Singapore’s
linguistic context, datasets might present a standard-
ized version of communication, missing how language
varies—from formal English to Singlish to dialect ex-
pressions. Such oversimplification can lead to harmful
misrepresentation of diverse perspectives.

6.2 Future Directions

Application-Specific Cultural Alignment A criti-
cal insight from our analysis is that cultural alignment
requirements vary significantly across different appli-
cations and use cases. Future evaluation benchmarks
should be developed with specific applications in mind,
guided by our framework’s three dimensions. This in-
volves identifying the relevant demographic indicators
for Cultural Group (e.g., Region, Age, Socioeconomic
Status), determining the appropriate Cultural Elements
for the application domain (e.g., consumer behaviors
for retail applications, communication styles for cus-
tomer service), and deciding on the necessary Aware-
ness Scope based on the target user population’s diver-
sity. However, it is important to note that alignment
methods can vary across NLP tasks even when target-
ing identical Cultural Group, Cultural Element, and
Awareness Scope configurations. For example, evaluat-
ing food preferences among multilingual users with a
diversity-aware scope may involve collecting structured
preference data for a recommender system, whereas
a conversational system may require culturally varied
dialogue responses.

Cultural Alignment and Personalization An impor-
tant consideration for future cultural alignment research
is the relationship between cultural alignment and per-
sonalization goals in AI systems. Rather than viewing
these as competing objectives, we argue that cultural
alignment serves as a necessary foundation for ensur-
ing fairness and inclusivity in language technologies.
Without proper cultural alignment, personalization sys-
tems—especially when driven by biased or majority-
skewed data—risk reinforcing dominant cultural norms
while marginalizing underrepresented perspectives. Cul-
tural alignment should establish diverse and equitable
base representations, upon which personalization can
be layered to tailor experiences to individual users. For
example, offering diverse language options in a multilin-
gual region reflects cultural alignment, while allowing
users to select their preferred variety supports person-
alization. This sequential approach mitigates the risk
of personalization amplifying existing cultural biases
while still supporting user-centric design. Future re-
search should explore how personalization mechanisms
can be designed to respect and build upon culturally
aligned foundations.

Expanding Dataset Coverage and Temporal Dynam-
ics Our analysis reveals several critical gaps in current
evaluation datasets that future development must ad-
dress. Most urgently, with only 2.9% of datasets incor-
porating diversity-aware approaches, there is a pressing
need for evaluation resources that capture intra-cultural
variations and minority perspectives, particularly in ap-
plications serving diverse populations like Singapore
where cultural practices vary significantly across eth-
nic and generational lines. Beyond awareness scope,
Cultural Group coverage needs expansion beyond re-
gion (37.9%) and language (28.9%) to include other
crucial demographic indicators like age, socioeconomic
status, and religion. Similarly, Cultural Elements cov-
erage should extend beyond Social and Political Re-
lations (25.1%) and Speech and Language (20.9%) to
encompass underrepresented domains like Kinship and
Arts. Additionally, an often-overlooked aspect is the dy-
namic nature of culture itself—cultural norms, practices,
and expressions evolve over time, influenced by social
changes and generational shifts. Future datasets should
include temporal metadata about when and under what
societal conditions the data was collected, enabling eval-
uation against cultural expressions from the intended
time period. Such comprehensive expansion across all
dimensions would enable more nuanced and equitable
evaluation of LLMs’ cultural alignment capabilities.

Diversity-Aware Alignment Techniques Develop-
ing alignment techniques that account for cultural
diversity represents another critical direction. Fine-
tuning with distribution-preserving loss functions (e.g.,
Jensen-Shannon divergence) could maintain cultural
diversity rather than defaulting to majority perspec-
tives. Reinforcement Learning from Human Feedback
(RLHF) could operationalize our framework through

17045



specialized reward models that align with each dimen-
sion—recognizing diverse Cultural Groups, evaluating
engagement across Cultural Elements, and ensuring
diversity-awareness in the Awareness Scope. An ex-
ample in this direction is MaxMin-RLHF (Chakraborty
et al., 2024), which uses multiple reward models to
represent different population groups and optimizes
for the minimum utility across these diverse groups,
ensuring fair representation of minority perspectives.
Complementary to these methods, Feng et al. (2024)
proposes pluralistic alignment via multi-LLM collabo-
ration, where community-specific language models en-
hance representation of underrepresented perspectives.

Potential Strategy for Mitigating Resource Limi-
tations Given the significant gaps in current eval-
uation resources, developing mitigation strategies is
crucial. Synthetic data generation, where LLMs cre-
ate culturally-diverse evaluation scenarios under hu-
man supervision and cultural expert validation, poten-
tially offers one promising direction. Several effective
approaches have emerged: some generate synthetic
cultural data from the World Values Survey by cre-
ating culture-aware question-answer pairs and cultur-
ally diverse variants (Li et al., 2024a; Xu et al., 2025),
while others like (Li et al., 2024b) employ multi-agent
communication frameworks to produce diverse cultural
training examples. However, synthetic data generation
presents different considerations across cultural and lin-
guistic contexts. For high-resource languages and well-
documented cultures where LLMs demonstrate compe-
tence, synthetic data can serve as a valuable comple-
mentary resource to expand evaluation coverage. Con-
versely, for underrepresented languages and cultures
where LLMs exhibit poor performance, synthetic gener-
ation risks perpetuating existing biases and producing
inaccurate cultural representations, potentially exacer-
bating rather than addressing evaluation gaps. Therefore,
synthetic data should be applied strategically: as a com-
plement to authentic data for well-represented contexts,
while prioritizing community-driven data collection, cul-
tural expert partnerships, and investment in authentic
evaluation resources for underrepresented communities
where synthetic approaches are insufficient.

7 Related Works
Recent works have evaluated LLMs’ cultural awareness
using widely-recognized cultural surveys. Studies have
leveraged the World Values Survey (WVS) (Haerpfer
et al., 2022) to assess cultural alignment (AlKhamissi
et al., 2024; Tao et al., 2024), as well as Hofstede’s
cultural dimensions framework (Hofstede, 1984) for
systematic evaluation (Cao et al., 2023; Masoud et al.,
2025). Besides, other studies have also focused on evalu-
ating LLMs’ grasp of cultural commonsense knowledge
(Myung et al., 2024; Acquaye et al., 2024; Naous et al.,
2024; Chiu et al., 2025). These evaluations show LLMs
align strongly with Western perspectives while strug-
gling with other cultural contexts. For approaches to

cultural alignment, see Appendix F.
A parallel stream of research has examined cultural

biases and stereotypes in LLMs. Region-specific bias
evaluation datasets have emerged for various languages
and cultures, including IndiBias for Indian context (Sa-
hoo et al., 2024), CHBias for Chinese (Zhao et al., 2023),
and KoBBQ for Korean (Jin et al., 2024). Broader initia-
tives like SeeGULL (Jha et al., 2023) create stereotype
datasets spanning multiple regions, while cross-cultural
comparative studies (Khandelwal et al., 2024; Neplen-
broek et al., 2024) highlight how social biases manifest
differently across cultural contexts.

8 Conclusion
This survey presents a framework for cultural alignment
evaluation in LLMs along three dimensions: Cultural
Group (who to align with), Cultural Elements (what
to align), and Awareness Scope (how to align). Our
analysis of 105 datasets reveals critical limitations: an
overwhelming bias towards majority-focused evalua-
tion (97.1%), uneven representation across Cultural
Group with dominance of Region (37.9%) and Lan-
guage (28.9%), and imbalanced coverage of Cultural
Elements primarily focusing on Social and Political Re-
lations (25.1%) and Speech and Language (20.9%). Our
case study demonstrates how these limitations hinder de-
tection of real-world cultural biases. Lastly, we identify
four directions—developing application-specific bench-
marks, expanding coverage of diverse cultural perspec-
tives, incorporating temporal dynamics, and exploring
synthetic data generation—to ensure AI systems can
effectively serve diverse cultural communities.

Limitations
Our study has two main limitations. First, while we
follow Adilazuarda et al. (2024) in adopting seman-
tic domains from Thompson et al. (2020) for Cultural
Elements categorization, these conjunctive categories
(e.g., "Social and Political Relations," "Emotions and
Values") could benefit from more fine-grained analysis.
For instance, social relations might encompass fam-
ily dynamics, workplace hierarchies, and community
interactions, while political relations could include gov-
ernance structures, civic engagement, and political ide-
ologies. Second, our analysis focuses exclusively on
text-based cultural alignment datasets, excluding multi-
modal datasets that incorporate images, videos, or audio.
While this scope allows for focused analysis of linguistic
cultural alignment, it may not capture the full spectrum
of cultural expression and understanding, as cultural
practices and norms are often communicated through
visual cues, gestures, and other non-textual modalities.

Ethics Statement
While this paper focuses on raising awareness of di-
versity within cultures and advocates for more com-
prehensive cultural alignment approaches, we acknowl-
edge that some cultural practices may require careful
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ethical consideration when represented in AI systems.
There exists an important ethical tension between re-
specting cultural diversity and upholding fundamental
human rights principles that transcend cultural bound-
aries. Cultural alignment should not be pursued un-
critically, particularly when certain practices may per-
petuate discrimination, reinforce harmful stereotypes,
or violate basic human rights. Our framework’s em-
phasis on diversity-aware approaches aims to capture
genuine cultural nuance, not to legitimize harmful prac-
tices through uncritical cultural relativism. We encour-
age researchers and practitioners implementing cultural
alignment techniques to adopt a balanced approach that
respects cultural diversity while being grounded in core
ethical principles of fairness, human dignity, and non-
discrimination. This ethical foundation should guide
the selection and prioritization of cultural practices for
inclusion in evaluation benchmarks and alignment tar-
gets, ensuring that efforts toward cultural sensitivity do
not inadvertently normalize harmful perspectives simply
because they exist within certain cultural contexts.
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A More Details On Datasets Overview

Cultural alignment evaluation datasets can be broadly
categorized into two main types: direct cultural knowl-
edge assessment and application-specific assessment.
The first category focuses on evaluating models’ funda-
mental understanding and representation of cultural ele-
ments across several key domains. For culture-specific
commonsense knowledge, datasets such as CULTUR-
ALBENCH (Chiu et al., 2025), BLEND (Myung et al.,
2024), and CAMeL (Naous et al., 2024) test understand-
ing of cultural practices, customs, and shared knowl-
edge. Cultural values and moral frameworks are exam-
ined through datasets like FULCRA (Yao et al., 2024b),
while social norm comprehension is assessed by CASA
(Qiu et al., 2025) and Normad (Rao et al., 2025). Aca-
demic and educational aspects of culture receive atten-
tion through datasets like KorNAT (Lee et al., 2024a)
and CMMLU (Li et al., 2024c), which evaluate culture-
specific educational and historical knowledge.

The second category, application-specific assessment
datasets, evaluates cultural alignment within practical
NLP applications. These datasets address cultural chal-
lenges in specific tasks: machine translation datasets
like CulturalRecipes (Cao et al., 2024c) and CAMT
(Yao et al., 2024a) focus on preserving cultural nuances
during translation; dialogue system datasets such as
COD (Majewska et al., 2023) and MULTI3WOZ (Hu
et al., 2023) evaluate cultural appropriateness in con-
versations; and content moderation datasets like KOLD
(Jeong et al., 2022) and AraTrust (Alghamdi et al., 2025)
assess cultural sensitivity in content filtering tasks.

Beyond these categorical distinctions, our analysis re-
veals significant linguistic limitations in the current land-
scape. While 39.0% (41) of the datasets are multilingual,
supporting cultural evaluation across different language
communities, the majority (61.0%, 64 datasets) remain
monolingual (Figure 5). Among all datasets, English
continues to dominate, appearing in 60 datasets, fol-
lowed by Chinese (23) and Arabic (19). This linguistic
imbalance, despite the increasing multilingual efforts,
suggests a need for broader language representation in
cultural alignment evaluation.

B Annotation Details

B.1 Inter-annotator Agreement (IAA)

We measure IAA using Krippendorff’s Alpha, obtaining
α = 0.450 for Cultural Group, α = 0.572 for Cultural
Elements, and α = 1.0 for Awareness Scope. The mod-
erate alpha scores for Cultural Group and Cultural Ele-
ments reflect the inherent complexity of culture, partic-
ularly given the multifaceted nature of cultural identity
and expression. For example, when annotating Cultural
Group, countries like Japan present relatively straightfor-
ward cases where region and language categories align
closely. However, for multicultural societies like Singa-
pore, where multiple languages and ethnic communities
coexist within the same geographical region, annota-
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Figure 5: Language distribution in datasets: (left) Top 10 languages represented in the datasets, with English being
the most prevalent (60 datasets), followed by Chinese (23) and Arabic (19); (right) Distribution of monolingual (64
datasets, 61%) versus multilingual (41 datasets, 39%) datasets.

tors initially differed in whether to prioritize region,
language, or ethnicity as the primary categorization.
The perfect agreement for Awareness Scope demon-
strates the clear distinction between majority-focused
and diversity-aware approaches in existing datasets.

To address these categorization challenges, we im-
plemented a two-stage resolution process for disagree-
ments. In the first stage, two annotators adjudicated their
differences through discussion, successfully resolving
over 87% of all annotations. In the second stage, a third
annotator made the final decision for the remaining un-
resolved cases—13 Cultural Group instances (12.38%)
and 7 Cultural Elements instances (6.67%). This sys-
tematic approach greatly improved the quality and re-
liability of our final dataset categorizations despite the
initial complexity of the cultural classification task.

B.2 Annotation Categories
Before starting the main annotation work, we trained
our annotators to ensure consistent application of our
framework. First, we explained that this is a multi-
class tagging task, where each dataset can be assigned
multiple categories within Cultural Group and Cultural
Elements dimensions. Annotators studied the complete
list of possible categories and their specific definitions
for each dimension: 12 demographic indicators for Cul-
tural Group (e.g., region, language, gender), 25 semantic
domains for Cultural Elements (e.g., food, clothing, so-
cial relations), and the binary distinction in Awareness
Scope. To practice applying these categories, annotators
worked on 5 sample datasets and discussed their choices
as a group. This helped identify common misunder-
standings, especially around when to assign multiple
categories to a single dataset. After this practice session,
annotators showed they could consistently apply the cat-
egories across all three dimensions, allowing them to
begin the main annotation task.

Below, we detail the complete category definitions
used in our annotation process.

Cultural Group includes demographic indicators that
define cultural communities:

• Region: Geographical locations at various scales
(e.g., continent, country, state, province)

• Language: Specific languages and dialects (e.g.,
English, Chinese, Hindi)

• Ethnicity: Ethnic group identifications

• Religion: Religious affiliations

• Gender: Gender identities

• Age: Age groups and generational cohorts

• Appearance: Physical appearance characteristics

• Sexual Orientation: Sexual identity and orientation

• Health: Health conditions and status

• Socioeconomic Status: Economic and social class
indicators (e.g., middle-class)

• Online Community: Digital community member-
ships (e.g., Reddit)

• Time Period: Historical eras (e.g., dynasties, cen-
turies)

Cultural Elements encompasses various aspects of
cultural expression and knowledge:

• Food and Drink: Food items, beverages, cooking
methods, eating practices

• Clothing and Grooming: Attire, fashion, personal
care items, grooming practices
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• Speech and Language: Communication, verbal
expression, linguistic practices

• Modern World: Contemporary society, modern life

• Physical World: Natural environment, geography,
weather phenomena, physical materials

• The House: Dwellings, domestic spaces, furniture,
household items

• Basic Actions and Technology: Fundamental hu-
man activities, technology, basic technological pro-
cesses

• Agriculture and Vegetation: Farming, plants, culti-
vation, botanical elements

• Animals: Fauna, wildlife, domesticated animals,
animal behaviors

• Arts: Artistic expression, music, dance, cultural
performances, creative practices

• Social and Political Relations: Social structures,
political systems, social norms, moral norms, inter-
personal dynamics, religious beliefs

• Emotions and Values: Feelings, sentiments, cul-
tural values (e.g., collectivism and individualism)

• Kinship: Family relationships, lineage, familial
connections

• Names: Personal names, place names, identifica-
tion systems

• Current and Historical Events: Knowledge about
cultural and historical events

• Mental Perception: Social bias and stereotype

Awareness Scope distinguishes between two ap-
proaches to cultural representation:

– Majority-focused: Addresses dominant cul-
tural patterns and widely accepted norms

– Diversity-aware: Incorporates subcultural
variations and minority perspectives

The complete results of our annotation process can be
found in Table 9, which presents the final agreed-upon
categorization for all datasets across our framework’s
dimensions.

C Definition of Culture
In order to approach issues of cultural alignment, we
first need to consider the concept of culture itself - the
thing to which alignment should be targeted. Most
people have a general sense of what “culture” is. An
initial attempt to define culture might refer to the set
of norms, values, and behaviors that are shared within
a particular group or community, including customs
and practices concerning food, arts, clothing, and so

on. Similar definitions can be found in popular refer-
ences, such as the American Psychological Association
dictionary (VandenBos, 2007). However, this should
be easily recognized as an oversimplification. People
within any social groups are not uniform in their beliefs
and behaviors, and each person can belong to multiple
social groups. It is common to speak of the culture
of a particular country, and yet it is obvious that any
country (or other geographical region) contains a vari-
ety of cultural norms, each of which may be distributed
differently among the population.

Many more precise and nuanced definitions of culture
have been proposed in anthropology and related fields.
Kroeber (1952) identified over 200 definitions of culture
in their work, and many more have been proposed since
then. We will not catalog or review all of these defini-
tions here, but highlight a few important ideas. Tylor
(1871) defined culture as "that complex whole which
includes knowledge, belief, art, morals, law, custom,
and any other capabilities and habits acquired by man
as a member of society". Tylor’s definition implies that
culture is specifically a human phenomenon (which has
since been contested); however, it also underscores that
culture consists of that which is learned through interac-
tion with others in social contexts. White (1959) notes
the change in anthropology from considering culture
a form of human behavior to an abstraction, and that
it is this abstraction that makes culture extremely dif-
ficult to identify or define. In order to define culture
for anthropology, White first emphasizes the "class of
thing and events which are dependent upon symboling".
He notes that these things and events can be considered
in relation to human organisms (i.e., human behavior,
which is the domain of psychology), or in relation to
each other (i.e., as culture, which is the domain of an-
thropology). More recent anthropological definitions of
culture have continued to focus on its function, rather
than enumerating its parts. As Anderson-Levitt (2012)
summarizes,“many anthropologists today define culture
as the making of meaning, often with an emphasis on the
process and with attention to the context over meaning
between more and less powerful actors.” This view of
culture has several important implications, including: 1)
culture is social and constantly evolving; 2) it emerges
from, and is reinforced by, interactions between individ-
uals and groups; and 3) it is crucially intertwined with
power and prestige.

A variety of definitions of culture, including some of
those mentioned above, have been adopted within the
NLP community to provide a framework for research on
cultural bias and alignment. Adilazuarda et al. (2024)
provide a valuable summary of how assumptions and
definitions of culture have been embodied in NLP re-
search. Of particular importance, they note that “[i]n
most of the NLP research seeking to examine culture, it
is not defined at all beyond the high level. Rather than
being addressed explicitly, it is in the very choice of their
datasets that authors specify the features of culture they
will examine. That is, the datasets themselves can be
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considered to be proxies for culture.” In other words, re-
searchers tend to measure the performance of language
models in representing specific cultural features, such as
food, religion, or family values, without clarifying the
significance of these features in the context of culture
as a whole. While many such papers cite prominent
anthropological definitions of culture, the practical con-
sequences of these definitions for evaluation of cultural
bias in language models are often unclear. We briefly
review here some of the implications of these choices.

First, a simplified or “commonsense” definition of
culture as a set of values, norms and behaviors has sev-
eral important consequences. It is likely to promote a
monolithic view of culture in a particular geographical
region or linguistic community, as well as a tendency
to focus on a specific feature, such as food or religious
belief, without broader context. More generally, it can
lead to focusing on specific behaviors and patterns with-
out considering their function in a social system. For
example, a model that is "successful" in aligning with
the supposed values of a particular country by always
representing or enforcing a dominant, stereotyped be-
lief or behavior associated with that country is likely to
perpetuate stereotypes and reinforce biases in ways that
are potentially harmful. On the other hand, we suggest
that adopting more recent and nuanced definitions of
culture can help to guide NLP research towards what
cultural alignment might look like. The fact that cul-
ture is constantly evolving means (among other things)
that we should expect variation in any dataset, and that
variation should typically be understood as signal rather
than noise, reflecting current complexity and ongoing
change. Second, the fact that culture emerges from
interaction (at the individual and group level) means
that cultural elements have meaning in the context of
interactions, and are spread through interactions, includ-
ing between groups. Different cultures and subcultures
influence each other and interaction is not necessar-
ily geographically or linguistically bound (e.g. online
communities, influence of migration, international or-
ganizations, media, etc.). Third, the fact that culture is
inherently intertwined with power means that common
cultural characteristics associated with a region, nation
or language community tend to reflect current and his-
torical power dynamics (i.e. the practices of those with
power and influence), and may in fact be designed and
reinforced in order to maintain such power. We should
therefore be cautious about assuming that aligning to
majority cultural practices and expectations is always
positive or benign.

D Examples of Different Awareness Scope

Table 4 presents two examples demonstrating how
majority-focused and diversity-aware approaches lead
to distinctly different responses in cultural alignment
scenarios. Each example maintains consistent Cultural
Group and Cultural Elements while varying only the
Awareness Scope, demonstrating the impact of this di-

mension on AI system outputs.

E Choosing Awareness Scope
The choice between these approaches should be guided
by the specific requirements of the application and its in-
tended audience, rather than defaulting to one approach.

Majority-focused alignment The majority-focused
approach is preferable in several key scenarios. First,
it excels in situations requiring basic cultural compli-
ance where clear, unambiguous guidance about funda-
mental cultural norms and legal requirements is essen-
tial. For example, a tourist information kiosk in Dubai
should provide straightforward guidance about dress
codes in mosques, such as requiring women to cover
their heads and shoulders, without detailing variations
in practice across different Islamic traditions. Second,
this approach is crucial in high-stakes situations where
violations of cultural norms could lead to serious con-
sequences, such as advising business travelers about
strict protocols when meeting with senior officials in
Japan, where proper greeting etiquette is essential for
maintaining professional relationships. Third, it’s ap-
propriate when the system lacks detailed information
about the user’s background or specific needs, such as a
general-purpose travel chatbot providing advice about
dining etiquette in India, where eating with the right
hand is a widely observed cultural norm. Finally, the
majority-focused approach offers a practical solution
when implementation needs to prioritize broad coverage
of essential cultural aspects over nuanced handling due
to resource constraints, as in a basic language learning
app teaching common cultural greetings.

Diversity-aware alignment The diversity-aware ap-
proach becomes necessary in more complex scenarios.
It is essential in situations requiring nuanced understand-
ing of cultural dynamics, such as business strategy devel-
opment, diplomatic communications, or cross-cultural
mediation. This approach is particularly valuable when
serving users from various cultural backgrounds or sub-
cultural groups within the same geographical area, as
it can acknowledge and accommodate diverse perspec-
tives. Applications with significant social impact that
could influence intercultural relationships or community
dynamics also benefit from this more nuanced approach.

Understanding these different use cases enables more
thoughtful design of culturally aligned AI systems. The
choice between majority-focused and diversity-aware
approaches represents a critical design decision that
shapes how an AI system engages with cultural com-
plexity. This decision should be made early in the de-
velopment process and should inform both the training
and evaluation of these systems.

F Framework Generalizability Across
Cultural Domains

The limited presence of diversity-aware datasets out-
side "Emotions and Values" is a motivating finding that

17058



Example 1: Tour Guide Agent
Context Cultural Group: Saudi Arabia; Cultural Elements: Social and Political Relations
User Query “Where can I buy beer in Saudi Arabia?”
Response Majority-focused Diversity-aware

In Saudi Arabia, the sale and consumption of alcoholic
beverages, including beer, are strictly prohibited un-
der Islamic law. It is illegal to buy, sell, or consume
alcohol in the country, and violating these laws can re-
sult in severe penalties, including fines, imprisonment,
and deportation for expatriates. If you are looking
for alternatives, non-alcoholic beers and beverages are
widely available in supermarkets, restaurants, and ho-
tels across Saudi Arabia. These drinks are alcohol-free
and cater to the local laws and cultural norms. For any
other inquiries about beverages or related topics, feel
free to ask!

The situation regarding alcohol in Saudi Arabia is
nuanced. While alcohol sale and consumption are
generally prohibited under Saudi law due to Islamic
principles, there are specific exceptions. For instance,
the country recently established its first off-licence in
Riyadh’s diplomatic quarter, which serves non-Muslim
diplomats under strict controls and quotas. This re-
flects ongoing social reforms as part of Vision 2030,
which aims to enhance Saudi Arabia’s appeal as an in-
ternational tourism and business destination. However,
these exceptions are very limited, and public alcohol
consumption remains prohibited. If you’re visiting, it’s
essential to be aware of and respect the local laws and
cultural norms while also understanding that the regu-
lations are evolving as the country implements gradual
and targeted social reforms.

Example 2: Localization Agent
Context Cultural Group: Taiwan; Cultural Elements: Social and Political Relations
User Query “We’re a clock manufacturer planning to enter Taiwan market. How should we position our wall clocks?”
Response Majority-focused Diversity-aware

In Taiwan, clocks are traditionally considered taboo
gifts as “送鐘” (giving a clock) sounds identical to “送
終” (attending someone’s funeral). It’s recommended
to position your products strictly as home/office deco-
rative pieces for self-purchase rather than gifts. Market-
ing materials should focus on functionality and design
aspects, avoiding any gift-giving scenarios or festive
packaging that might suggest gifting purposes.

The Taiwanese market’s perception of clocks requires
careful positioning: (1) For direct consumers: Position
products as modern home/office decor pieces, empha-
sizing design and functionality (2) For younger urban
market: Frame as lifestyle products, focusing on inte-
rior design trends and smart home integration (3) For
corporate clients: Position as professional office equip-
ment, being mindful that some local businesses might
prefer alternative options
Note that while younger consumers might be more
open to clocks as decorative items, the traditional
taboo against clock-gifting remains influential. Con-
sider developing separate marketing strategies for self-
purchase versus B2B channels, and avoid gift-related
promotions during traditional festivals or holidays.

Table 4: Examples demonstrating majority-focused and diversity-aware cultural alignment approaches.

highlights gaps in current evaluation practices, rather
than a constraint of our framework. The Awareness
Scope dimension is designed to generalize across both
Cultural Groups and Cultural Elements by separating
whom and what are being evaluated from how cultural
variation is represented. For example, a diversity-aware
benchmark on food practices could include intra-group
variation shaped by religion, ethnicity, or generation,
rather than defaulting to majority cuisine. Similarly,
diversity-aware evaluation of clothing practices could
capture how dress varies across different demographic
dimensions, such as age groups favoring different styles,
socioeconomic factors influencing fashion choices, and
religious observance affecting dress codes. Future work
should focus on operationalizing diversity-aware eval-
uation across a broader range of Cultural Groups (e.g.,
different combinations of demographic indicators like
urban elderly women or rural young professionals) and
Cultural Elements (e.g., clothing and appearance, health
and medicine, kinship relations) to address current gaps
in evaluation coverage.

G Appendix: Statistical Analysis of
Framework Dimensions

We provide detailed statistical results from our chi-
square analysis examining associations between dimen-
sions of our cultural alignment framework. The follow-
ing tables present comprehensive chi-square statistics
and p-values for each cell in our cross-dimensional anal-
yses, allowing readers to identify specific patterns of
association at a granular level.

Table 5 presents the analysis of Cultural Group and
Cultural Elements associations (χ2 = 136.40, df = 56,
p < 0.001). This table reveals several highly significant
associations between specific demographic indicators
and cultural domains. Most notably, Mental Perception
shows exceptionally strong associations with Gender
(χ2 = 43.46, p < 0.001), Socioeconomic Status (χ2 =
25.20, p < 0.001), and Religion (χ2 = 20.33, p < 0.001),
indicating these demographic indicators are primarily
evaluated through stereotypes and biases rather than
everyday cultural practices. Additionally, Language
shows a significant positive association with Speech
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Cultural Mental Speech & Clothing & Emotions & Physical Names Arts
Group Perception Language Grooming Values World

Gender 43.46 (<0.001)∗∗∗ 1.23 (0.268) 0.35 (0.551) 0.47 (0.492) 0.95 (0.331) 1.49 (0.223) 0.71 (0.399)
Socioeco. 25.20 (<0.001)∗∗∗ 1.23 (0.268) 1.17 (0.279) 0.59 (0.444) 0.95 (0.331) 0.32 (0.574) 0.71 (0.399)
Religion 20.33 (<0.001)∗∗∗ 2.06 (0.152) 2.20 (0.138) 0.34 (0.561) 0.68 (0.411) 0.23 (0.635) 0.51 (0.476)
Language 6.10 (0.014)∗ 4.16 (0.041)∗ 0.62 (0.429) 1.49 (0.221) 0.06 (0.808) 0.27 (0.603) 0.61 (0.436)
Region 4.61 (0.032)∗ 0.68 (0.410) 0.04 (0.838) 1.40 (0.237) 0.28 (0.600) 0.28 (0.600) 0.00 (0.967)

(continued below)

Cultural Modern Social & Current & Food & Animals Kinship The House
Group World Political Hist Events Drink

Gender 0.75 (0.387) 0.62 (0.430) 0.39 (0.530) 1.06 (0.302) 0.16 (0.691) 0.32 (0.574) 0.28 (0.599)
Socioeco. 0.75 (0.387) 0.62 (0.430) 0.39 (0.530) 0.00 (0.950) 0.16 (0.691) 0.32 (0.574) 0.28 (0.599)
Religion 0.54 (0.464) 0.09 (0.761) 0.28 (0.596) 0.08 (0.784) 0.11 (0.737) 0.23 (0.635) 0.20 (0.657)
Language 0.06 (0.805) 0.11 (0.737) 0.01 (0.943) 0.03 (0.857) 0.19 (0.662) 0.00 (0.960) 0.03 (0.856)
Region 0.19 (0.660) 0.65 (0.421) 0.17 (0.680) 0.01 (0.933) 0.47 (0.495) 0.22 (0.639) 0.06 (0.811)

Table 5: Chi-square analysis of Cultural Group and Cultural Elements association (χ2 = 136.40, df = 56, p <
0.001). Each cell shows chi-square statistic with corresponding p-value in parentheses. Significance levels: ∗p<0.05,
∗∗p<0.01, ∗∗∗p<0.001.

& Language elements (χ2 = 4.16, p < 0.05), confirm-
ing a systematic tendency to evaluate language-defined
cultural groups primarily on linguistic features.

Table 6 examines Cultural Elements and Awareness
Scope associations (χ2 = 163.71, df = 17, p < 0.0001).
The most striking finding here is the extremely strong
association between Emotions & Values and diversity-
aware evaluation approaches (χ2 = 156.82, p < 0.001).
This represents the only significant association in this
dimension pairing and indicates a fundamental concep-
tual divide in how cultural elements are evaluated, while
values are recognized as varied within cultures, all other
cultural expressions are treated as homogeneous.

Table 7 analyzes Cultural Group and Awareness
Scope associations (χ2 = 4.80, df = 4, p = 0.308), re-
vealing a marginally significant association between So-
cioeconomic Status and diversity-aware approaches (χ2

= 3.89, p < 0.05). However, the overall non-significant
chi-square statistic indicates that majority-focused ap-
proaches dominate across all cultural groups rather than
showing bias toward any particular demographic in-
dicator, suggesting a systematic limitation in evalua-
tion methodology that applies uniformly across cultural
groups.

Together, these statistical analyses provide empirical
evidence for the key findings discussed in Section 4.4,
particularly the tendency to recognize diversity only
in cultural values while treating all other cultural ex-
pressions as homogeneous regardless of demographic
group.

H Additional Related Works

Various approaches have been proposed to address
the cultural misalignment challenges identified through
these evaluation efforts. Researchers have developed
various approaches that fall into two broad categories:
training-free and training-based methods. Training-free

approaches employ sophisticated prompting strategies
to achieve culturally appropriate responses without mod-
ifying the model’s parameters. These include anthropo-
logical prompting (AlKhamissi et al., 2024) to capture
cultural nuances, cultural prompting (Tao et al., 2024) to
elicit culture-specific responses, and sociodemographic
prompting (Hwang et al., 2023; Li et al., 2024d) to in-
corporate demographic contexts.

In contrast to training-free approaches, training-based
methods directly modify model parameters to achieve
cultural alignment, primarily through pre-training and
fine-tuning strategies. Pre-training approaches include
training from scratch and continued pre-training of ex-
isting models. The from-scratch approach, exemplified
by PersianLLaMA (Abbasi et al., 2023) and JASMINE
(Billah Nagoudi et al., 2023), builds cultural awareness
using culturally representative corpora from the ground
up. Meanwhile, continued pre-training adapts existing
LLMs to specific cultural contexts, as demonstrated
by SeaLLM (Nguyen et al., 2024) for Southeast Asian
languages and TaiwanLLM (Lin and Chen, 2023) for
Traditional Chinese.

Fine-tuning offers a more targeted approach to
cultural alignment through several innovative tech-
niques. Cendol (Cahyawijaya et al., 2024) demonstrates
culturally-aware instruction tuning for Indonesian con-
texts. For data augmentation-based fine-tuning, Cul-
tureLLM (Li et al., 2024a) leverages cultural value
patterns from the WVS, and CulturePark (Li et al.,
2024b) generates culturally diverse training data through
simulated cross-cultural dialogues. Notably, Modu-
lar Pluralism (Feng et al., 2024) integrates specialized
community-specific language models to enhance repre-
sentation of underrepresented, particularly non-Western,
perspectives.

Beyond modifying model parameters through pre-
training or fine-tuning, researchers have explored
Retrieval-Augmented Generation (RAG) for cultural
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Cultural Elements Diversity-aware Majority-focused

Emotions and Values 156.82 (<0.001)∗∗∗ 1.99 (0.159)
Social and Political Relations 1.16 (0.281) 0.01 (0.903)
Speech and Language 1.00 (0.317) 0.01 (0.910)
Mental Perception 0.81 (0.367) 0.01 (0.919)
Food and Drink 0.34 (0.561) 0.00 (0.948)
Physical World 0.30 (0.584) 0.00 (0.951)
Arts 0.24 (0.626) 0.00 (0.956)
Modern World 0.24 (0.626) 0.00 (0.956)
Current and Historical Events 0.12 (0.724) 0.00 (0.968)
Names 0.11 (0.737) 0.00 (0.970)
Clothing and Grooming 0.11 (0.737) 0.00 (0.970)
Kinship 0.10 (0.752) 0.00 (0.972)
The House 0.09 (0.767) 0.00 (0.973)
Basic Actions and Technology 0.09 (0.767) 0.00 (0.973)
Animals 0.05 (0.823) 0.00 (0.980)
The Body 0.04 (0.846) 0.00 (0.983)
Agriculture and Vegetation 0.04 (0.846) 0.00 (0.983)
Cognition 0.01 (0.911) 0.00 (0.990)

Table 6: Chi-square analysis of Cultural Elements and Awareness Scope association (χ2 = 163.71, df = 17, p
< 0.0001). Each cell shows chi-square statistic with corresponding p-value in parentheses. Significance levels:
∗p<0.05, ∗∗p<0.01, ∗∗∗p<0.001.

Cultural Group Diversity-aware Majority-focused

Socioeconomic Status 3.89 (0.049)∗ 0.05 (0.824)
Language 0.33 (0.566) 0.00 (0.948)
Region 0.22 (0.638) 0.00 (0.958)
Gender 0.17 (0.676) 0.00 (0.962)
Religion 0.12 (0.724) 0.00 (0.968)

Table 7: Chi-square analysis of Cultural Group and Awareness Scope association (χ2 = 4.80, df = 4, p = 0.308, not
significant). Each cell shows chi-square statistic with corresponding p-value in parentheses. Significance levels:
∗p<0.05, ∗∗p<0.01, ∗∗∗p<0.001.

alignment. RAG enables LLMs to access cultural knowl-
edge during inference, as demonstrated in cross-cultural
recipe adaptation (Hu et al., 2024) and minority lan-
guage chatbots (Chang et al., 2024), preserving cultural
nuances without requiring model modifications.

I Diversity-Aware Prompting Experiment
For this experiment, we used a subset of GlobalOpin-
ionQA (Durmus et al., 2023) focusing on Southeast
Asian countries. The dataset contains 1,949 questions
across seven countries, including Indonesia, Singapore,
Vietnam, Malaysia, Philippines, Thailand, and Myan-
mar. We used Mistral-7B-Instruct-v0.3 (Jiang et al.,
2023) as our base model for this experiment. We set the
temperature to 0.1 and top_p to 0.9. We compared two
prompts:

• Baseline Prompt: The model was prompted with
basic instructions to predict the distribution of re-
sponses to each question based on the country con-
text. The exact prompt is shown below:

You are from the country of {COUNTRY_NAME}
, and please respond to the following
instruction.

{QUESTION}

• Diversity-aware Prompt: The model received
identical instructions plus an explicit prompt about
cultural diversity: “..., you are aware of the subcul-
tural variations and minority within the country.”
The exact prompt is shown below:

You are from the country of {COUNTRY_NAME}
, and you are aware of the subcultural
variations and minority within the
country.

{QUESTION}

For each question in the dataset, we obtained the
model’s predicted probability distribution of each op-
tion and compared it to the ground truth distribution
collected by GlobalOpinionQA survey data.

We measured the similarity between predicted and
ground truth distributions using Jensen-Shannon (JS)
distance (lower values indicate better alignment). The
baseline prompt yielded a mean JS distance of 0.4004,
while the diversity-aware prompt achieved 0.3845, rep-
resenting a 3.97% reduction in distance.

This improvement suggests that prompting models to
raise awareness of subcultural variations and minority
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Dataset Cultural Group Cultural Elements Awareness Scope

SeaEval (Wang et al., 2024a) Region, Language Social & Political Relations, Speech &
Language

Majority-focused

CaLMQA (Arora et al., 2025) Language Basic Actions, Food & Drink, Speech
& Language, Physical World, Modern
World, The Body, Current Events

Majority-focused

(Leong et al., 2023) Language Speech & Language, Arts, Social & Po-
litical Relations

Majority-focused

CULTURALBENCH
(Chiu et al., 2025) Region Food & Drink, Clothing & Grooming,

Speech & Language, Social & Political
Relations

Majority-focused

WALLEDEVAL (Gupta et al., 2024) Region, Language Speech & Language, Social & Political
Relations

Majority-focused

CREHate (Lee et al., 2024c) Region, Language Social & Political Relations Majority-focused

Table 8: Analysis of evaluation datasets containing Singaporean context through the lens of our framework.

groups within a society, as highlighted in our frame-
work’s Awareness Scope dimension, can enhance their
ability to capture the true distribution of opinions within
cultural groups. Notably, this improvement demon-
strates the immediate practical value of our framework
for improving cultural representation in existing sys-
tems.

J Analysis of Singapore-Focused
Evaluation Datasets

Table 8 presents the six evaluation datasets identified
in our survey that include Singaporean context, ana-
lyzed through our three-dimensional cultural alignment
framework. As shown in the table, all six datasets exclu-
sively employ majority-focused approaches to cultural
alignment, with none adopting diversity-aware evalua-
tion methods. For Cultural Group representation, these
datasets predominantly rely on Region (4 datasets) and
Language (4 datasets) as demographic indicators, with
no coverage of other important dimensions such as eth-
nicity, religion, gender, or socioeconomic status. In
terms of Cultural Elements, Social and Political Rela-
tions appears in 5 datasets and Speech and Language in
5 datasets, while other cultural domains receive limited
attention. This analysis reveals significant gaps in the
current evaluation landscape for Singaporean cultural
contexts, particularly in addressing the diverse subcul-
tural perspectives within this multicultural society.
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K Dataset Analysis Using Cultural Alignment Framework
Our systematic literature review identified 105 datasets for evaluating cultural awareness in language models. Table 9
provides a comprehensive overview of these datasets categorized according to our cultural alignment framework.
Figure 6 illustrates the hierarchical structure of our Cultural Group taxonomy, showing the demographic indicators
used to define target communities for alignment, from geographical markers like region to social identifiers such
as gender, religion, and socioeconomic status. Similarly, Figure 7 visualizes our Cultural Elements taxonomy,
organizing the various aspects of culture from tangible manifestations like food and clothing to intangible constructs
like social norms and values that LLMs must understand to achieve meaningful cultural alignment.

Table 9: Comprehensive overview of cultural alignment evaluation datasets identified through our systematic
literature review. Each dataset is categorized according to our framework’s three dimensions: Cultural Group,
Cultural Elements, and Awareness Scope. * indicates datasets (n=5) not originally designed to benchmark LLMs
but can be modified for majority-focused evaluation. † indicates that KorNAT(Lee et al., 2024b) comprises two
evaluation components: one for culture-specific common sense knowledge and another for social values.

Dataset Cultural Group Cultural Elements Awareness
Scope

Language

CASA (Qiu et al.,
2025)

Region Social & Political Rela-
tions

Majority-
focused

English

CulturalAtlas
(Fung et al.,
2024)

Region, Ethnicity, Lan-
guage, Religion, Age,
Gender, Socioeconomic
Status

Social & Political Rela-
tions

Majority-
focused

English

Normad (Rao
et al., 2025)

Region Social & Political Rela-
tions

Majority-
focused

English

CultureBank (Shi
et al., 2024)

Region, Ethnicity Social & Political Rela-
tions

Majority-
focused

English

RENOVI (Zhan
et al., 2024)

Region Social & Political Rela-
tions

Majority-
focused

Chinese

EtiCor (Dwivedi
et al., 2023)

Region Social & Political Rela-
tions

Majority-
focused

English

Social (Yuan
et al., 2024)

Region Social & Political Rela-
tions

Majority-
focused

English

CMoralEval (Yu
et al., 2024)

Region Social & Political Rela-
tions

Majority-
focused

Chinese

The Moral In-
tegrity Corpus
(Ziems et al.,
2022)

Region Social & Political Rela-
tions

Majority-
focused

English

Homogeneous
Norms Dataset
(Schramowski
et al., 2022)

Region Social & Political Rela-
tions

Majority-
focused

English

NormBank
(Ziems et al.,
2023)

Region Social & Political Rela-
tions

Majority-
focused*

English

NormDial (Li
et al., 2023)

Region Social & Political Rela-
tions

Majority-
focused*

English, Chinese

CULTURAL-
BENCH (Chiu
et al., 2025)

Region Food & Drink, Clothing
& Grooming, Speech &
Language, Social & Po-
litical Relations

Majority-
focused

English

AMAMMERE
(Acquaye et al.,
2024)

Region Food & Drink, Kinship,
Social & Political Rela-
tions, The House

Majority-
focused

English
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Blend (Myung
et al., 2024)

Region, Language Food & Drink, Kinship,
Social & Political Rela-
tions, Modern World

Majority-
focused

English, Chinese,
Spanish, Indone-
sian, Korean,
Greek, Persian,
Arabic, Azerbai-
jani, Sundanese,
Assamese, Hausa,
Amharic

CAMeL (Naous
et al., 2024)

Language Food & Drink, Clothing
& Grooming, Names,
The House, Modern
World, Social & Polit-
ical Relations, Physical
World

Majority-
focused

Arabic

FORK (Palta and
Rudinger, 2023)

Region Food & Drink, Social &
Political Relations

Majority-
focused

English

IndoCulture
(Koto et al.,
2024b)

Region Food & Drink, Social
& Political Relations,
Kinship, Arts, Agricul-
ture & Vegetation, Ba-
sic Actions & Technol-
ogy, Emotions & Values

Majority-
focused

Indonesian

COPAL-ID (Wi-
bowo et al., 2024)

Region Social & Political Re-
lations, Speech & Lan-
guage, Modern World,
Physical World, Food &
Drink, Animals

Majority-
focused

Indonesian,
English

XCOPA (Ponti
et al., 2020)

Language Social & Political Rela-
tions, Cognition

Majority-
focused

Estonian, Haitian
Creole, In-
donesian, Ital-
ian, Southern
Quechua, Swahili,
Tamil, Thai, Turk-
ish, Vietnamese,
Chinese

MC2 (Zhang
et al., 2024)

Region, Language Speech & Language,
Social & Political Re-
lations, Arts, Modern
World

Majority-
focused

Tibetan, Uyghur,
Kazakh, Mongo-
lian

FoundaBench (Li
et al., 2024f)

Region Basic Actions & Tech-
nology, Arts, Modern
World, Social & Polit-
ical Relations, Physical
World, Current & His-
torical Events

Majority-
focused

Chinese

(Leong et al.,
2023)

Language Speech & Language,
Arts, Social & Political
Relations

Majority-
focused

Indonesian, Tamil

Indonesian and
Sundanese Com-
monsenseQA
datasets (Putri
et al., 2024)

Language Food & Drink, Social
& Political Relations,
Physical World, Arts

Majority-
focused

Indonesian, Sun-
danese
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CLIcK (Kim
et al., 2024)

Region Social & Political Re-
lations, Modern World,
Physical World, Speech
& Language, Current &
Historical Events

Majority-
focused

Korean

HAE-RAE Bench
(Son et al., 2024)

Region Speech & Language,
Social & Political Re-
lations, Physical World,
Modern World

Majority-
focused

Korean

BertaQA (Etxaniz
et al., 2024)

Region, Language Speech & Language,
Arts, Physical World,
Social & Political Re-
lations, Modern World,
Basic Actions & Tech-
nology, Current & His-
torical Events

Majority-
focused

Basque, English

DOSA (Seth et al.,
2024)

Region Animals, Food & Drink,
Clothing & Grooming,
The House, Social &
Political Relations,
Arts, Physical World

Majority-
focused

English

RoCulturaBench
(Masala et al.,
2024)

Region Speech & Language,
Arts, Physical World,
Social & Political Re-
lations, Modern World,
Basic Actions & Tech-
nology, Current & His-
torical Events

Majority-
focused

Romanian

DLAMA (Keleg
and Magdy, 2023)

Region Physical World, Social
& Political Relations,
Speech & Language,
Modern World

Majority-
focused

Arabic, English,
Korean, Spanish

EnCBP (Ma et al.,
2022)

Region Speech & Language,
Social & Political Rela-
tions

Majority-
focused

English

CaLMQA (Arora
et al., 2025)

Language Basic Actions & Tech-
nology, Social & Polit-
ical Relations, Food &
Drink, Speech & Lan-
guage, Physical World,
Modern World, The
Body, Current & Histor-
ical Events

Majority-
focused

English, Arabic,
Chinese, Ger-
man, Hebrew,
Hindi, Hungarian,
Japanese, Korean,
Russian, Spanish,
Afar, Balochi,
Faroese, Fijian,
Hiligaynon,
Kirundi, Papia-
mento, Pashto,
Samoan, Tongan,
Tswana, Wolof

FMLAMA (Zhou
et al., 2025)

Region, Language Food & Drink Majority-
focused

English, Chinese,
Arabic, Korean,
Russian, Hebrew

GEOMLAMA
(Yin et al., 2022)

Region, Language Social & Political Re-
lations, Physical World,
Food & Drink

Majority-
focused

English, Chinese,
Hindi, Persian,
Swahili
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MAPS (Liu et al.,
2024a)

Language Speech & Language Majority-
focused

English, Ger-
man, Russian,
Bengali, Man-
darin Chinese,
Indonesian

SeaEval (Wang
et al., 2024a)

Region, Language Social & Political Re-
lations, Speech & Lan-
guage

Majority-
focused

English, Chinese,
Indonesian, Span-
ish, Vietnamese,
Malay, Filipino

NativQA (Hasan
et al., 2025)

Language, Region Animals, Modern
World, Clothing &
Grooming, Food &
Drink, Physical World,
Speech & Language,
Arts, Names, Agri-
culture & Vegetation,
Social & Political
Relations

Majority-
focused

Arabic, As-
samese, Bengali,
English, Hindi,
Nepali, Turkish

OMGEval (Liu
et al., 2024b)

Language Social & Political Re-
lations, Food & Drink,
Names, Speech & Lan-
guage

Majority-
focused

Chinese, Russian,
French, Spanish,
Arabic

CPopQA (Jiang
and Joshi, 2024)

Region Social & Political Rela-
tions

Majority-
focused

English

CUNIT (Li et al.,
2024e)

Region Food & Drink, Clothing
& Grooming

Majority-
focused

English

Candle (Nguyen
et al., 2023)

Region, Religion, So-
cioeconomic Status

Food & Drink, Clothing
& Grooming, Social &
Political Relations

Majority-
focused*

English

KorNAT† (Lee
et al., 2024a)

Region, Language Social & Political Re-
lations, Speech & Lan-
guage

Majority-
focused

Korean

ArabicMMLU
(Koto et al.,
2024a)

Language, Region Social & Political Re-
lations, Physical World,
Speech & Language

Majority-
focused

Arabic

CMMLU (Li
et al., 2024c)

Region, Language Food & Drink, Social
& Political Relations,
Speech & Language

Majority-
focused

Chinese

IndoMMLU
(Koto et al., 2023)

Region, Language Arts, Kinship, Speech
& Language, Social &
Political Relations

Majority-
focused

Indonesian,
Lampungic,
Balinese, Makas-
sarese, Banjarese,
Madurese, Dayak
Ngaju, Sun-
danese, Javanese

KMMLU (Son
et al., 2025)

Region, Language Social & Political Re-
lations, Physical World,
Current & Historical
Events

Majority-
focused

Korean

JMMMU (Ono-
hara et al., 2025)

Region, Language Arts, The House, So-
cial & Political Rela-
tions, Current & Histor-
ical Events

Majority-
focused

Japanese

PersianMMLU
(Ghahroodi et al.,
2024)

Region, Language Kinship, Speech & Lan-
guage

Majority-
focused

Persian
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TurkishMMLU
(Yüksel et al.,
2024)

Language Speech & Language,
Social & Political Rela-
tions

Majority-
focused

Turkish

cuDialog (Cao
et al., 2024b)

Region Emotions & Values Majority-
focused

English

LOCALVALUE-
BENCH (Mead-
ows et al., 2024)

Region Emotions & Values Majority-
focused

English

LLM-GLOBE
(Karinshak et al.,
2024)

Region Emotions & Values Majority-
focused

English, Chinese

CDEval (Wang
et al., 2024b)

Language, Region Emotions & Values Majority-
focused

English, German,
Chinese

GlobalOpinionQA
(Durmus et al.,
2023)

Region Emotions & Values Diversity-
aware

English, Russian,
Turkish, Chinese

WorldValuesBench
(Zhao et al., 2024)

Region, Socioeconomic
Status

Emotions & Values Diversity-
aware

English

KorNAT† (Lee
et al., 2024b)

Language, Region Emotions & Values Diversity-
aware

Korean

County Tweet
Lexical Bank

Region Emotions & Values Majority-
focused*

English

dataset of 12k sub-
reddits

Online Community Emotions and Values Majority-
focused*

English

MABL (Kabra
et al., 2023)

Language Speech & Language Majority-
focused

Hindi, Yoruba,
Kannada, Sun-
danese, Swahili,
Indonesian,
Javanese

(Ersoy et al.,
2023)

Language Speech & Language Majority-
focused

Arabic, Bengali,
English, French,
Spanish

AraDiCE (Mousi
et al., 2024)

Region, Language Speech & Language Majority-
focused

Arabic, Levantine
dialect, Egyptian
dialect, Gulf di-
alect
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DialectBench
(Faisal et al.,
2024)

Language, Region Speech & Language Majority-
focused

Albanian, Anglic,
Arabic, High
German, Italian
Romance, Ro-
mance, Basque,
Sinitic, Common
Turkic, South-
western Shifted
Romance, Greek,
Gallo-Rhaetian,
Norwegian, Ben-
gali, Navajo,
Gallo-Italian,
Kurdish, Komi,
Serbian-Croatian-
Bosnian, Tupi-
Guarani, Modern
Dutch, East-
ern Romance,
Frisian, Swahili,
Saami, Arme-
nian, Persian,
Circassian, Italian
Regional, Brazil-
ian Portuguese,
Sardinian, Sotho-
Tswana, Sorbian,
Hakka Chinese,
Wu Chinese,
Classical-Middle-
Modern Sinitic,
Galician, Occi-
tan, Mirandese,
Tigrinya

MultiPICo (Ca-
sola et al., 2024)

Language, Gender, Re-
gion, Ethnicity, Socioe-
conomic Status, Age

Speech & Language Majority-
focused

English, Spanish,
Italian, French,
Dutch, German,
Hindi, Arabic,
Portuguese

Vietnamese
Central-Northern
Dialect Text
Transfer Corpus
(Le and Luu,
2023)

Language, Region Speech & Language Majority-
focused

Vietnamese

AC-EVAL (Wei
et al., 2024)

Language, Time Period Speech & Language Majority-
focused

Chinese

C3bench (Cao
et al., 2024a)

Language Speech & Language Majority-
focused

Classical Chinese

WYWEB (Zhou
et al., 2023)

Language Speech & Language Majority-
focused

Classical Chinese

GOLEM (Yarlott
et al., 2024)

Ethnicity Speech & Language Majority-
focused

English

(Toker et al.,
2024)

Language, Time Period Speech & Language Majority-
focused

Medieval Hebrew

Chumor 1.0 (He
et al., 2024)

Region, Language Speech & Language Majority-
focused

Chinese
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Cards Against Hu-
manity (Ofer and
Shahaf, 2022)

Online Community Speech & Language Majority-
focused

English

(Walsh et al.,
2024)

Language Speech & Language Majority-
focused

English

CIF-Bench (Li
et al., 2024g)

Language, Region Speech & Language Majority-
focused

Chinese

IndiBias (Sahoo
et al., 2024)

Region, Gender, Reli-
gion, Age, Appearance,
Socioeconomic Status

Mental Perception Majority-
focused

Hindi, English

Indian-BhED
(Khandelwal
et al., 2024)

Region, Religion, So-
cioeconomic Status

Mental Perception Majority-
focused

English

RuBia (Grigoreva
et al., 2024)

Language, Region, Gen-
der, Socioeconomic Sta-
tus

Mental Perception Majority-
focused

Russian

SPICE (Dev et al.,
2023)

Region, Religion,
Socioeconomic Status,
Gender

Mental Perception Majority-
focused

English

SeeGULL (Jha
et al., 2023)

Region Mental Perception Majority-
focused

English

CHBias (Zhao
et al., 2023)

Language, Region, Gen-
der, Age, Appearance,
Sexual Orientation

Mental Perception Majority-
focused

Chinese

CBBQ (Huang
and Xiong, 2024)

Region, Age, Gender,
Ethnicity, Religion,
Sexual Orientation,
Socioeconomic Status,
Health

Mental Perception Majority-
focused

Chinese

KoBBQ (Jin et al.,
2024)

Region, Language, Age,
Health, Gender, Appear-
ance, Ethnicity, Sexual
Orientation, Religion,
Socioeconomic Status

Mental Perception Majority-
focused

Korean

JBBQ (Yanaka
et al., 2025)

Region, Language, Age,
Health, Gender, Appear-
ance, Sexual Orienta-
tion

Mental Perception Majority-
focused

Japanese

MBBQ (Neplen-
broek et al., 2024)

Language, Age, Gen-
der, Health, Appear-
ance, Socioeconomic
Status, Sexual Orienta-
tion

Mental Perception Majority-
focused

English, Dutch,
Spanish, Turkish

KOSBI (Lee et al.,
2023)

Region, Language,
Age, Gender, Religion,
Health, Socioeconomic
Status

Mental Perception Majority-
focused

Korean

GeoWAC (Borah
et al., 2025)

Region Mental Perception Majority-
focused

English

(Sankaran et al.,
2024)

Gender Mental Perception Majority-
focused

English

Chilean Dataset
for Offensive Lan-
guage Detection
(Arango Monnar
et al., 2022)

Region, Language Speech & Language,
Social & Political Rela-
tions

Majority-
focused

Chilean Spanish
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CREHate (Lee
et al., 2024c)

Region, Language Social & Political Rela-
tions

Majority-
focused

English

KOLD (Jeong
et al., 2022)

Language, Region, On-
line Community

Social & Political Re-
lations, Speech & Lan-
guage

Majority-
focused

Korean

AraTrust (Al-
ghamdi et al.,
2025)

Language, Region Social & Political
Relations, The Body,
Speech & Language,
Modern World

Majority-
focused

Arabic

XtremeSpeech
(Maronikolakis
et al., 2022)

Region Speech & Language,
Social & Political Rela-
tions

Majority-
focused

Brazilian Por-
tuguese, German,
Hindi, Swahili,
English

RTP-LX (de Wyn-
ter et al., 2025)

Region, Language Social & Political Re-
lations, Speech & Lan-
guage

Majority-
focused

Arabic, Hebrew,
Indonesian,
Danish, Norwe-
gian, Swedish,
Dutch, English,
German, Rus-
sian, Ukrainian,
Czech, Polish,
Serbian, Span-
ish, Portuguese,
French, Italian,
Hindi, Thai,
Kiswahili, Chi-
nese, Japanese,
Korean, Turk-
ish, Finnish,
Hungarian

WALLEDEVAL
(Gupta et al.,
2024)

Region, Language Speech & Language,
Social & Political Rela-
tions

Majority-
focused

English, Singa-
pore English,
Hindi

COD (Majewska
et al., 2023)

Language Speech & Language,
Social & Political Rela-
tions, Modern World

Majority-
focused

Arabic, Indone-
sian, Russian,
Kiswahili

MULTI3WOZ
(Hu et al., 2023)

Region, Language Names, Physical World,
Social & Political Rela-
tions

Majority-
focused

English, Arabic,
French, Turkish

CulturalRecipes
(Cao et al., 2024c)

Language Food & Drink, Basic
Actions & Technology

Majority-
focused

English, Chinese

CAMT (Yao et al.,
2024a)

Region, Language Food & Drink, The
House, Social & Polit-
ical Relations, Physical
World

Majority-
focused

English, Chinese,
French, Spanish,
Hindi, Tamil, Tel-
ugu

GuyLingo
(Clarke et al.,
2024)

Region, Language Speech & Language,
Social & Political Rela-
tions

Majority-
focused

Creolese, English

(Kadaoui et al.,
2023)

Region, Language Speech & Language Majority-
focused

Classical Arabic,
Modern Arabic,
Arabic dialects,
English

PoetMT (Chen
et al., 2024)

Language, Time Period Arts, Speech & Lan-
guage

Majority-
focused

Classical Chinese,
English
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PAR3 (Thai et al.,
2022)

Language Arts, Speech & Lan-
guage

Majority-
focused

French, Russian,
German, Spanish,
Czech, Norwe-
gian, Swedish,
Portuguese, Ital-
ian, Japanese,
Bengali, Tamil,
Danish, Chinese,
Dutch, Hungarian,
Polish, Sesotho,
Persian

AfroLingu-MT
(Elmadany et al.,
2024)

Language Speech & Language,
Social & Political Rela-
tions

Majority-
focused

Arabic, English,
French, Afar,
Acholi, Afrikaans,
Akan, Amharic,
Bambara, Bassa,
Bemba, Bhete,
Ewe, Fang, Fon,
Ge’ez, Hausa, Ibo,
Kanuri, Kabiye,
Kinyawanda,
Kongo, Lugbara,
Lingala, Lu-
ganda, Malagasy,
Nande, Chichewa,
Nyankore,
Oromo, Nigerian
Pidgin, Somali,
Sesotho, Siswati,
Swahili, Swahili
(Congo), Ateso,
Tigrinya, Tswana,
Tsonga, Twi,
Wolaytta, Wolof,
Xhosa, Yoruba,
Zulu

CoCoA-MT
(Nadejde et al.,
2022)

Language, Region Speech & Language,
Social & Political Rela-
tions

Majority-
focused

English, French,
German, Hindi,
Italian, Japanese,
Spanish

DNIC (Sandoval
et al., 2023)

Region, Gender, Ethnic-
ity

Names, Social & Politi-
cal Relations

Majority-
focused

English, Spanish,
Russian, Arabic,
Chinese

(Kantharuban
et al., 2023)

Language, Region Speech & Language Majority-
focused

Arabic, Man-
darin, Portuguese,
Finnish, German,
Malay, Swahili,
Spanish, Ben-
gali, Georgian,
Tagalog, Tamil,
Telugu
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Cultural Group
(Who to align with)

Region (37.9%)

Language (28.9%)

Gender (6.2%)

Socioeconomic
Status (5.7%)

Age (4.3%)

Religion (3.8%)

Ethnicity (3.3%)

Health (2.4%)

Sexual Orien-
tation (2.4%)

Appearance (2.4%)

Online Com-
munity (1.4%)

Time Period (1.4%)

Qiu et al. (2025); Fung et al. (2024); Rao et al. (2025); Shi et al. (2024); Zhan
et al. (2024); Dwivedi et al. (2023); Yuan et al. (2024); Yu et al. (2024); Ziems et al.
(2022); Schramowski et al. (2022); Ziems et al. (2023); Li et al. (2023); Chiu et al.
(2025); Acquaye et al. (2024); Myung et al. (2024); Palta and Rudinger (2023); Koto
et al. (2024b); Wibowo et al. (2024); Zhang et al. (2024); Li et al. (2024f); Kim
et al. (2024); Son et al. (2024); Etxaniz et al. (2024); Seth et al. (2024); Masala
et al. (2024); Keleg and Magdy (2023); Ma et al. (2022); Zhou et al. (2025); Yin
et al. (2022); Wang et al. (2024a); Hasan et al. (2025); Jiang and Joshi (2024); Li
et al. (2024e); Nguyen et al. (2023); Lee et al. (2024a); Li et al. (2024c); Koto et al.
(2023); Son et al. (2025); Onohara et al. (2025); Ghahroodi et al. (2024); Cao et al.
(2024b); Meadows et al. (2024); Karinshak et al. (2024); Wang et al. (2024b); Durmus
et al. (2023); Zhao et al. (2024); Jha et al. (2023); Huang and Xiong (2024); Jin et al.
(2024); Yanaka et al. (2025); Borah et al. (2025); Arango Monnar et al. (2022); Lee
et al. (2024c); Jeong et al. (2022); Alghamdi et al. (2025); Maronikolakis et al. (2022);
de Wynter et al. (2025); Gupta et al. (2024); Yao et al. (2024a); Clarke et al. (2024);
Kadaoui et al. (2023); Sandoval et al. (2023); Kantharuban et al. (2023)

Fung et al. (2024); Myung et al. (2024); Naous et al. (2024); Ponti et al. (2020);
Zhang et al. (2024); Leong et al. (2023); Putri et al. (2024); Etxaniz et al. (2024);
Arora et al. (2025); Liu et al. (2024a); Wang et al. (2024a); Hasan et al. (2025); Liu
et al. (2024b); Lee et al. (2024a); Koto et al. (2024a); Li et al. (2024c); Koto et al.
(2023); Son et al. (2025); Onohara et al. (2025); Ghahroodi et al. (2024); Yüksel
et al. (2024); Wang et al. (2024b); Kabra et al. (2023); Ersoy et al. (2023); Mousi
et al. (2024); Faisal et al. (2024); Casola et al. (2024); Le and Luu (2023); Wei et al.
(2024); Cao et al. (2024a); Zhou et al. (2023); Toker et al. (2024); He et al. (2024);
Walsh et al. (2024); Li et al. (2024g); Jin et al. (2024); Lee et al. (2023); Arango Mon-
nar et al. (2022); Lee et al. (2024c); Jeong et al. (2022); Alghamdi et al. (2025);
de Wynter et al. (2025); Gupta et al. (2024); Majewska et al. (2023); Hu et al. (2023);
Cao et al. (2024c); Yao et al. (2024a); Clarke et al. (2024); Kadaoui et al. (2023);
Chen et al. (2024); Thai et al. (2022); Elmadany et al. (2024); Nadejde et al. (2022);
Kantharuban et al. (2023)

Fung et al. (2024); Casola et al. (2024); Grigoreva et al. (2024); Sahoo et al. (2024);
Zhao et al. (2023); Huang and Xiong (2024); Jin et al. (2024); Yanaka et al. (2025);
Neplenbroek et al. (2024); Lee et al. (2023); Sankaran et al. (2024); Sandoval et al.
(2023); Dev et al. (2023)

Fung et al. (2024); Nguyen et al. (2023); Zhao et al. (2024); Casola et al. (2024);
Sahoo et al. (2024); Khandelwal et al. (2024); Grigoreva et al. (2024); Huang and
Xiong (2024); Jin et al. (2024); Neplenbroek et al. (2024); Lee et al. (2023); Dev et al.
(2023)

Fung et al. (2024); Casola et al. (2024); Sahoo et al. (2024); Zhao et al. (2023);
Huang and Xiong (2024); Jin et al. (2024); Yanaka et al. (2025); Neplenbroek et al.
(2024); Lee et al. (2023)

Fung et al. (2024); Nguyen et al. (2023); Sahoo et al. (2024); Khandelwal et al.
(2024); Huang and Xiong (2024); Jin et al. (2024); Lee et al. (2023); Dev et al. (2023)

Fung et al. (2024); Shi et al. (2024); Yarlott et al. (2024); Huang and Xiong (2024);
Jin et al. (2024); Sandoval et al. (2023); Casola et al. (2024)

Huang and Xiong (2024); Jin et al. (2024); Yanaka et al. (2025); Neplenbroek et al.
(2024); Lee et al. (2023)

Zhao et al. (2023); Huang and Xiong (2024); Jin et al. (2024); Yanaka et al. (2025);
Neplenbroek et al. (2024)

Zhao et al. (2023); Huang and Xiong (2024); Jin et al. (2024); Yanaka et al. (2025);
Neplenbroek et al. (2024)

Ofer and Shahaf (2022); Jeong et al. (2022)

Wei et al. (2024); Toker et al. (2024); Chen et al. (2024)

Figure 6: Cultural Group (Who to align with) dimension of our cultural alignment framework with corresponding
evaluation datasets.
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Figure 7: Cultural Elements (What to align) dimension of our cultural alignment framework with corresponding
evaluation datasets.

17073


