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Abstract

We present the first large-scale computa-
tional study of political delegitimization dis-
course (PDD), defined as symbolic attacks
on the normative validity of political enti-
ties. We curate and manually annotate a novel
Hebrew-language corpus of 10,410 sentences
drawn from parliamentary speeches (1993-
2023), Facebook posts, and leading news out-
lets (2018-2021), of which 1,812 instances
(17.4%) exhibit PDD and 642 carry additional
annotations for intensity, incivility, target type,
and affective framing. We introduce a two-
stage classification pipeline, and benchmark
finetuned encoder models and decoder LLMs.
Our best model (DictaLM 2.0) attains an Fy
of 0.74 for binary PDD detection and a macro-
F1 of 0.67 for classification of delegitimiza-
tion characteristics. Applying this classifier to
longitudinal and cross-platform data, we see a
marked rise in PDD over three decades, higher
prevalence on social media versus parliamen-
tary debate, greater use by male politicians than
by their female counterparts, and stronger ten-
dencies among right-leaning actors, with pro-
nounced spikes during election campaigns and
major political events. Our findings demon-
strate the feasibility and value of automated
PDD analysis for analyzing democratic dis-

course.!

1 Introduction

Legitimacy is a fundamental pillar of democratic
governance, underpinning the consent and partici-
pation of citizens in political processes (Suchman,
1995; Weber, 1958). In recent decades, however,
democratic norms have eroded amid rising affective
polarization and the growing prevalence of hostile
rhetoric (Iyengar and Krupenkin, 2018; Levitsky
and Ziblatt, 2019). Delegitimization discourse, the
strategic portrayal of political opponents as unwor-
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thy of normative inclusion, has emerged as a pow-
erful tool in political competition, yet it remains un-
derexplored in computational social science. While
adjacent research streams have advanced the au-
tomated detection of incivility, hate speech, and
toxicity (Frimer et al., 2023; Jahan and Oussalah,
2023), these frameworks typically target surface-
level norm violations rather than the symbolic func-
tion of undermining political legitimacy itself.

In this paper, we propose Political Delegitimiza-
tion Discourse (PDD) as a distinct analytical cat-
egory and introduce a computational pipeline for
its large-scale detection and characterization. We
curate and annotate a diverse Hebrew-language cor-
pus of over 10,000 sentences drawn from parlia-
mentary speeches, social media, and news media,
capturing the multifaceted nature of PDD across
institutional and digital communication channels.
Leveraging state-of-the-art encoder and decoder
models, our two-stage classifier first identifies in-
stances of PDD and then predicts their intensity,
rhetorical attributes, and target types. Applying
this framework to longitudinal and cross-platform
data, we uncover temporal trends, platform-specific
variations, and demographic patterns that shed new
light on the dynamics of delegitimization in Israeli
political discourse.

1.1 Legitimization and Delegitimization

Legitimacy and justification are fundamental pre-
requisites for any entity that aspires to govern, ex-
ercise force, and impose obligations on its con-
stituents. Legitimacy is not a static condition, but
rather it continuously evolves through social pro-
cesses. Legitimization occurs when previously con-
tested actions, policies, or claims undergo reclassi-
fication and become accepted, while delegitimiza-
tion refers to the opposite process, where what were
once legitimate are stripped of their normative valid-
ity and are framed as unacceptable (Kelman, 2001).

Discursive (de)legitimization refers to social and
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political actions carried out through written or spo-
ken language (van Dijk, 1998). This perspective
treats (de)legitimization as a communicative action,
reflecting dynamic and ongoing negotiations over
legitimacy (Cap, 2008; Chilton, 2004; van Dijk,
1997; van Leeuwen, 2007; Reyes, 2011). These
processes do not emerge independently; they are
triggered by actions or declarations from authority
figures operating within political, religious, judi-
cial, or other institutions (Suchman, 1995).

While previous social science research has inves-
tigated discursive delegitimization, it has primarily
centered on intergroup dynamics and marginaliza-
tion of social groups (Bar-Tal, 1989, 1990; Baryla
et al., 2015; Holland and Wright, 2017; Tileaga,
2007; Rinnawi, 2007; Volpato et al., 2010; Win-
ter, 2016). However, since political identities fun-
damentally function as a form of social identity
(Green et al., 2004; Mason, 2018), recent work has
extended this line of inquiry to the delegitimization
of political identities (Rivlin-Angert, 2025).

2 Analyzing PDD

Political Delegitimization Discourse (PDD) is de-
fined as discourse that seeks to undermine the legit-
imacy of political identities through attacks against
their symbolic aspects, rather than criticizing spe-
cific policies or actions. The objective of PDD is
to establish political dominance and suppress alter-
native narratives by narrowing the boundaries of
acceptable discourse and excluding specific ideas
and ideologies from being considered legitimate
(Rivlin-Angert, 2025).

To date, however, existing research on delegit-
imizing statements within political discourse has
relied primarily on manual coding of small datasets,
lacking scalability and longitudinal insight (Berro-
cal, 2019; Baldi and Franco, 2015; Baldi et al.,
2019; Egelhofer et al., 2021; Gadavanij, 2020; Ross
and Rivers, 2017; Screti, 2013). To the best of our
knowledge, no computational framework has yet
been developed to identify and track PDD system-
atically over time or across political actors. This
paper addresses that gap by introducing a computa-
tional pipeline for detecting PDD in a large-scale
corpus of Israeli political discourse.

2.1 Research Questions

Our analysis focuses on five research questions.
First, prior work has documented a steady rise in af-
fective polarization (Iyengar and Krupenkin, 2018;

Iyengar et al., 2019; Gidron et al., 2020) and a de-
cline in democratic norms such as civility and mu-
tual respect (Levitsky and Ziblatt, 2019; Svolik,
2019). These trends suggest a shift toward more
hostile political rhetoric. Therefore, we ask:

RQ1. Temporal trends. How has PDD preva-
lence evolved over time?

Social media enables politicians to bypass tra-
ditional gatekeepers like journalists and editors,
offering direct and unfiltered access to the pub-
lic (Bartlett, 2014; Ekman and Widholm, 2015;
Parmelee and Bichard, 2011). Indeed, studies on
incivility and hate speech point to a rise in norm-
violating rhetoric, particularly in online platforms
(Theocharis et al., 2020). Given this unmediated
communication environment, we ask:

RQ2. Platform differences. How does PDD
vary between social media platforms and parlia-
mentary speech?

Prior research highlights systematic gender dif-
ferences in political communication, with female
politicians often adopting more moderate or concil-
iatory styles compared to their male counterparts
(Karpowitz and Mendelberg, 2014; Haselmayer
etal., 2022). We therefore ask:

RQ3. Gender differences. Are there gender-
based differences in PDD frequency or intensity?

Previous research has shown that incivility and
polarizing discourse vary across ideological lines,
with right-leaning actors often using more norm-
violating rhetoric (Skytte, 2021; van Elsas and Fise-
lier, 2023). We therefore ask:

RQ4. Bloc differences. How does the preva-
lence of PDD differ across political blocs?

The use of PDD often depends on political con-
text (Rivlin-Angert, 2025). During high-stakes mo-
ments, such as election campaigns, politicians face
heightened incentives to delegitimize opponents in
order to mobilize supporters, shape public opinion,
or weaken rivals. In contrast, post-election periods
typically shift focus to coalition-building and nego-
tiation, where such rhetoric may undermine future
alliances and become less advantageous. This leads
us to the following question:

RQ5. Contextual variation. How does PDD
shift around elections and major political events?

3 Related Work

The automatic detection of PDD lies at the inter-
section of several research streams in computa-
tional social science and natural language process-
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ing. While no prior work directly models PDD as
a standalone task, adjacent research has focused on
computational modeling of incivility, intolerance,
hate speech, and toxicity. In addition, tasks such
as stance detection and targeted sentiment analy-
sis have sought to model how speakers evaluate or
position themselves toward specific entities. This
section reviews key contributions across these areas
and highlights the conceptual differences between
them and PDD.

Incivility is generally characterized as rude, dis-
respectful, or norm-violating language (e.g., name-
calling, profanity, hyperbole) directed at individu-
als or groups (Rossini, 2022; Frimer et al., 2023).
Early approaches used supervised classifiers to
identify abusive language directed at politicians
(e.g., Theocharis et al., 2020; Rheault et al., 2019;
Da San Martino et al., 2020). Recent efforts have
improved granularity; for example, Frimer et al.
(2023) demonstrate how language models can un-
cover civility gradients in ideological exchanges.

Hate speech, on the other hand, is typically de-
fined as explicitly abusive content, animosity, or
disparagement of an individual or a group on ac-
count of a group characteristic (such as race, color,
national origin, sex, disability, religion, or sexual
orientation) (Nockleby, 1994). Progress in NLP
has spurred extensive research efforts focused on
automating the detection of hate speech in textual
data (Jahan and Oussalah, 2023; Saleh et al., 2023).

Toxicity is used as a broader umbrella term
(Calvo et al., 2023; Hansen, 2023; Gervais et al.,
2025) that overlaps with both incivility and hate
speech in capturing generally harmful or abu-
sive language (Buell, 1998). Related strands
of work on dehumanization (Mendelsohn et al.,
2020; Burovova and Romanyshyn, 2024), populist
rhetoric (Klamm et al., 2023; Erhard et al., 2025;
Taoetal., 2024; Zhou et al., 2024), and ad hominem
attacks (Delobelle et al., 2019; Habernal et al.,
2018) have modeled the ways language constructs
in-groups and out-groups.

PDD differs fundamentally from incivility, hate
speech and toxicity: it is defined not by the presence
of profanity or insults but by its symbolic goal of
denying an actor’s right to political inclusion; it is
not solely about the sow something is said (e.g.,
whether it is rude or offensive), but rather about
what it does: denies the political legitimacy of a
person, group, or institution.

Beyond these categories, NLP has developed ad-
jacent tasks such as stance detection and targeted

sentiment analysis. Stance detection aims to clas-
sify whether a text expresses support, opposition,
or neutrality toward a given proposition or entity
(ALDayel and Magdy, 2021; Mohammad et al.,
2017). Targeted sentiment analysis similarly seeks
to identify the polarity of sentiment directed toward
specific targets (Zhang et al., 2016).

PDD also differs from stance detection and tar-
geted sentiment analysis. While stance detection
and targeted sentiment analysis provide valuable
tools for measuring attitudes, they capture a general
evaluative direction and not the specific symbolic
act of denying political legitimacy. For example, a
politician may express negative sentiment or oppo-
sition toward another, without necessarily question-
ing their right to participate in the political system.

Although PDD can manifest through aggressive
language, it may operates through subtler means
- such as strategic framing, implication, or selec-
tive factual emphasis - that question a person’s or
group’s legitimacy without violating surface-level
norms. Because these instances lack overt hostility,
previous classifiers frequently overlook them, un-
derestimating the true prevalence of delegitimizing
rhetoric. To address this gap, we offer a precise
operational definition of PDD grounded in politi-
cal theory, and introduce a dedicated two-stage de-
tection pipeline, trained on a longitudinal Hebrew
corpus. By modeling PDD as a distinct NLP task,
we expand the community’s ability to detect sub-
tle forms of harmful political speech and provide
a new computational lens for studying democratic
erosion and affective polarization at scale.

4 Annotation Scheme

We developed an annotation scheme grounded in a
conceptual definition of PDD as discourse aimed at
discrediting political groups or actors by attacking
their symbolic and affective dimensions. Table 1
presents the attributes of our sentence-level annota-
tion scheme.

The annotation process was designed in two
stages. In the first stage, individual sentences are
annotated for the binary presence or absence of
political delegitimization discourse (PDD). A sen-
tence is considered positive for PDD if it targets
a political actor, group, or institution and conveys
a hostile characterization not grounded in policy
critique but in symbol-based delegitimization. Typ-
ical indicators include expressions of disgust or
ridicule (such as pejorative nicknames), claims that

16648



1. Political Delegitimization Discourse

Delegit. (T/F)

Sentence expresses PDD.

2. Attributes of PDD (if Delegit.=T)
Intensity (0-2)

Strength of PDD (2 = strongest).

Incivility (T/F) Mockery, swearing, insults.

Outgroup (T/F) Casts target as external “enemy”
(e.g., “the Fascists”).

Common good (T/F)  Invokes threat to society at large.

3. Target Attributes (if Delegit.=T)

Group (T/F) Target is a social or political group
(e.g., “Leftists™).

Person (T/F) Target is an individual (e.g., “Ben-
jamin Netanyahu”).

Institute (T/F) Target is an organization (e.g.,

“Supreme Court”).
Token spans marking the delegit-
imized referent.

Target spans

Table 1: Overview of Annotation Scheme

the target poses a threat to the state or society, de-
nial of the target’s right to political participation, or
comparisons to stigmatized out-groups (e.g., Nazis,
terrorists).”

In the second stage, sentences identified as PDD-
positive are further annotated along several dimen-
sions to capture variation in rhetorical form and
intensity. This includes a rating of delegitimiza-
tion intensity on a three-point scale (0 = weak, 2
= strong). Additional binary annotations recorded
whether the sentence includes incivility features
(such as mockery, slander, or profanity); whether it
associates the target with an illegitimate or stigma-
tized out-group; and whether it frames the target
as harmful to the common good. Finally, the anno-
tation also records attributes of the delegitimized
target, including binary labels for whether the target
is a person, group, or an institution. Additionally,
the annotation identifying all spans in the sentence
that reference the target if it is explicitly referenced.

We illustrate PDD with several examples from
our data:

1. “I call to investigate Nitzan Horowitz on sus-
picion of betrayal against the State of Israel.”

This instance targets a political actor and questions
their symbolic alignment with the nation.

2. “The truth must be told, they may be part of
us, but they never stop destroying us from the
inside.”

2The full annotation guidelines including detailed criteria
are provided in Appendix A.

This statement targets a broad political group and
portrays them as internal saboteurs, suggesting
that they are fundamentally disloyal and harmful,
and constructing them as an internal threat.

3. “To satisfy the hatred of their supporters and
to fuel the false theory of the Mizrahi people,
Barashi and Distel are willing to trample those
who survived the Holocaust.”

This instance attributes malicious intent to the ac-
tions of political actors, suggesting they are driven
by hatred and willing to violate sacred moral bound-
aries.

Importantly, critique or negative attitudes to-
wards policy issues is not in itself a sufficient con-
dition for PDD, even if phrased in harsh terms. For
example, the sentence “This [budget] is an example
of negligence and promiscuous conduct, endanger-
ing both the economy and society in Israel.” is not
annotated as PDD.

5 Dataset Construction

Our dataset contains sentences sampled from three
sources:

Facebook posts. We compile a corpus of offi-
cial Facebook posts, including all verified accounts
of Israeli political parties, incumbent members of
the Israeli parliament (MKs), and additional viable
candidates.’ Data was collected via the CrowdTan-
gle API between December 2018 and April 2021.
This corpus contains 57K posts by 206 political
accounts, comprising 322K sentences.

Parliamentary speeches. We utilize the Isra-
ParlTweet dataset (Mor-Lan et al., 2024), a full
archive of Knesset floor speeches from 1992-2023.

News data. We collected news articles on a daily
cadence from 38 leading Hebrew-language outlets
spanning Israel’s political spectrum. These include
all major digital news websites (e.g., Ynet, Walla,
Mako) as well as prominent sectoral and niche out-
lets (e.g., Channel 7, Srugim). Articles were col-
lected via the Webz.io API between October 2018
and November 2022, resulting in 1.7M articles.
Delegitimization was annotated as a binary cate-
gory (T/F) by three human annotators, including the
lead author and two graduate students. A sample of

3We define viable candidates as those who were next in
line after the elected MKs. Specifically, the next 15% of each
party’s candidate list following those who won seats in the
most recent election.
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170 sentences was used for inter-coder reliability,
showing a high average correlation of 0.91 between
the annotators and an average Cohen’s Kappa of
0.82, indicating substantial agreement. Disagree-
ments were decided by the lead author in joint con-
sultation. In the second stage, a subset of sentences
containing PDD from Facebook posts and news me-
dia was additionally annotated by the lead author
for delegitimization characteristics and span-level
indicators of the target of delegitimization.

This process results in a novel annotated corpus
of 10,410 Hebrew-language sentences, of which
1,812 instances (17.4%) exhibit PDD and 642 sen-
tences carry additional annotations for intensity,
incivility, target type, and affective framing. The
resulting dataset was split into a train set (70%),
validation set (15%) and test set (15%).

5.1 Descriptive Statistics

Table 2 shows annotated sentences by source, and
the proportions and counts of PDD features are
given in Table 3.

Source Count Percentage
Facebook 6690 64.27%
Knesset 2504 24.06%
News media 1216 11.68%
Total 10410 100%

Table 2: Breakdown of Items by Source

Feature Count Percent
Delegitimization 1812 17.4%
A subset where Delegit.=True, N=642
Incivility 157 25.0%
Common good 147 23.4%
Outgroup 147 23.4%
Target: Group 174 27.7%
Target: Person 271 43.2%
Target: Institute 163 26.0%
Feature Mean SD.
Intensity 1.2 0.73
Feature Total spans % with target span

Target spans 471 54.9%

Table 3: Descriptive Statistics

6 Modeling and Experiments

We examine a set of encoder models and LLM
decoders in the 2B-9B parameters range. For en-
coders, we use the multilingual mBERT (Devlin
et al., 2019), and Hebrew-targeted encoders Aleph-
BERT (Seker et al., 2022), HeRO (Hebron et al.,
2023) and the base and large variants of DictaBERT
(Shmidman et al., 2023). All encoder models are
trained for up to 10 epochs with three learning
rates (le-5, 3e-5, 5e-5), choosing the best per-
forming checkpoint on the validation set. For de-
coder LLMs, we use Gemma 2 2B and 9B (Gemma
Team, 2024), Qwen3 8B (Qwen Team, 2025), and
Hebrew-targeted DictaLM2.0 (Shmidman et al.,
2024). All decoders are fine-tuned with QLORA
(Dettmers et al., 2023) for up to 6 epochs with two
learning rates (le-5, 1e-4). For prompt templates,
see Appendix B.
We model PDD as a two-stage pipeline:

1. Binary PDD classifier. Encoders are trained
with three types of loss: default, class weights
and focal loss (Lin et al., 2017), and decoders
are trained to produce a Hebrew True/False
label.

2. 2™ stage tasks (only where PDD=1).

(a) Multi-task classifier for properties of
PDD. Encoder models are trained with
multi-task loss (6 binary labels and one
multi-class label with three categories).
Decoders are fine-tuned to produce a
JSON representation of the outputs with
Hebrew language keys and numeric val-
ues.

(b) Span classifier for target of PDD. We
utilize the decoder models only, fine-
tuned to reproduce the input sentence
with %%% tokens wrapping any men-
tions of PDD targets.

Figure 1 shows the two-stage pipeline for PDD
detection, including both identification and classi-
fication stages. The results for the first-stage task,
the properties of delegitimization task, and the tar-
get span identification task are presented in tables
4,5, 6. For the first-stage, the DictaLM2.0 decoder
is the most performant with an F; score of 0.74,
followed by the DictaBERT-base encoder with an
F1 score of 0.71. DictaLM2.0 is also the most per-
formant in the delegitimization characteristics task,
achieving an average F; score of 0.67 (although
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Figure 1: Two-stage Pipeline for PDD Detection, Including Identification and Classification

only achieving best results on 2/7 labels) and on
the target mentions task, achieving a span-level F;
score of 0.67. DictaLM2.0 checkpoints are thus
utilized in the following analysis.

Model Loss LR Acc. P R Fq
Decoder LLMs

DictaLM2.0 default 1e-05 0.905 0.756 0.714 0.735
Gemma-2-9B default 1e-05 0.896 0.746 0.655 0.698
Gemma-2-2B default 1e-05 0.878 0.705 0.582 0.637
Qwen-3-8B default 1e-05 0.780 0.367 0.268 0.310
Encoders

HeRo default 1e-05 0.887 0.728 0.617 0.668
DictaBERT-B  default 1e-05 0.889 0.676 0.756 0.714
DictaBERT-L  classw. 3e-05 0.892 0.723 0.666 0.693
mBERT default 1e-05 0.859 0.635 0.551 0.590
AlephBERT default 1e-05 0.887 0.678 0.735 0.706

Table 4: 1% Stage Results

7 Analysis

To examine the research questions, we use our full
Facebook dataset and the full parliamentary por-
tion of IsraParlTweet. We classify all sentences
with the fine-tuned DictalLM2.0 checkpoints and
compute shares of PDD and of PDD characteristics.
For all analyses, the proportions were computed
by first aggregating at the speaker level to avoid
over-weighting more active politicians.

To evaluate changes in PDD over time (RQ1), we
analyze 30 years of parliamentary speeches (1993-
2023), computing the mean share of delegitimizing
sentences aggregated by half-year periods (see Fig-
ure 2). The results reveal a marked increase in
PDD over the period. While the 1990s and early
2000s show relatively stable and moderate levels,
a decline appears around 2008, followed by a grad-
ual increase throughout the 2010s. Beginning in
2020, the prevalence of PDD rose sharply, reaching
the highest levels in 2023. We find that the mean
share of PDD increased from 6.6% in 1992-2019
to 9.8% in 2019-2023. This difference in means
is statistically significant (¢ = —105.24, p < 0.01,

Figure 2: PDD Share in Knesset Speeches

|d| = 0.13). These patterns suggest a long-term up-
ward trend in delegitimizing rhetoric within Israeli
parliamentary discourse.

To address RQ2, we compare the prevalence and
characteristics of PDD across two communication
arenas: parliamentary speeches and social media
posts, during the overlapping period of 2018-2021.
Within each platform, we compute the mean share
of PDD sentences and of each PDD characteristic.
Results are presented in Table 7. While the over-
all prevalence of PDD is similar across platforms
(7.33% on Facebook vs. 7.05% in the Knesset),
the characteristics of the discourse diverge notably.
PDD posts on Facebook exhibit consistently higher
rates of incivility, references to out-groups, accu-
sations of harm to the common good, and more
frequent targeting of individuals, groups, and in-
stitutions. The average intensity of PDD is also
higher on Facebook (1.23) than in Knesset speeches
(1.00), indicating that online PDD tends to be not
only more rhetorically aggressive but also more
symbolically loaded.

To examine gender-based differences in the use
of PDD (RQ3), we compare the distribution of
mean PDD scores aggregated by speaker gender
in the Knesset dataset. Figure 3 presents the nor-
malized density of PDD expression among male
(orange) and female (blue) politicians. The results
indicate that male politicians exhibit slightly higher
average levels of PDD (mean = 0.066) than their
female counterparts (mean = 0.055). Although the
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Model LR Intensity F1  Incivility F1  Group F1  Person F1  Outgroup F;  Common-good F;  Institute F;  Avg. Fy
Decoder LLMs
DictaLM2.0 le-05 0.587 0.528 0.776 0.769 0.737 0.717 0.533 0.664
Qwen 3 8B le-05 0.458 0.245 0.567 0.624 0.588 0.444 0.356 0.469
Gemma22B  le-05 0.522 0.377 0.677 0.731 0.679 0.642 0.625 0.608
Gemma29B  le-05 0.583 0.275 0.649 0.792 0.792 0.720 0.622 0.633
Encoders
HeRo 3e-05 0.448 0.400 0.704 0.755 0.800 0.465 0.566 0.591
DictaBERT-B  Se-05 0.596 0.360 0.687 0.758 0.733 0.630 0.694 0.637
DictaBERT-L  5e-05 0.439 0.364 0.697 0.777 0.690 0.615 0.667 0.607
AlephBERT 5e-05 0.518 0.327 0.667 0.745 0.679 0.390 0.488 0.545
mBERT 3e-05 0.398 0.178 0.627 0.653 0.632 0.419 0.510 0.488
Table 5: 2" Stage Results: Delegitimization Characteristics
.. Normalized Distribution of Mean Delegitimization by Gender

Model LR  Precision Recall F; #TP . ——

== Female mean = 0.055
DictaLM2.0  1e-05  0.750  0.600 0.667 51 -
Gemma 2 2B 1le-05  0.685 0.435 0.532 37 °
Gemma 2 9B 1le-05  0.639 0.541 0.586 46
Qwen 3 8B le-05  0.515 0.400 0.450 34 ’

Table 6: 2™ Stage Results: Span Target Mentions

Metric Knesset Facebook Sig. |d|
PDD 7.05% 7.33% ¥ 0.05
Characteristics of PDD (when PDD = 1)

Incivility 17.3% 19.1% ¥*x o 0.12
Outgroup 7.9% 15.4% *k%* - 0.19
Common Good 8.5% 15.6% % 0.16
Target: Group 15.7% 18.5% **%0.13
Target: Person 36.9% 41.5% **E 0 0.09
Target: Institute 17.0% 20.8% % 0.08
Intensity (avg.) 1.000 1.225 k- 0.39

Note: Sig. refers to the difference between platforms.

Table 7: Facebook vs. Knesset Data (2018-2021)

difference in means is modest, it is statistically sig-
nificant (t = 2.613, p = 0.010, |d| = 0.268).%

To explore political variation in the use of PDD
(RQ4), we compare the distribution of mean PDD
scores across political blocs (right, center, and left)
in both Knesset speeches and Facebook posts. Fig-
ure 4 presents three panels: the full Knesset corpus
from 1992-2023 (left), the Facebook dataset from
2018-2021 (center), and a subset of the Knesset
data for the same 2018-2021 period (right).

In the long-term Knesset data, right-wing politi-
cians display the highest average level of delegit-
imization (mean = 0.074), followed by the left
(0.062) and center (0.048). However, when ex-
amining the 2018-2021 period, a different picture
emerges: left-leaning politicians exhibit the highest
average PDD score in both platforms (Facebook

*Facebook data shows a similar pattern, see Appendix D.

Density
B

0.00 0.05 0.10 0.15 0.20 0.25
Mean Delegitimization per PID

Figure 3: Knesset PDD by Gender

mean = 0.080, Knesset mean = 0.089), followed by
the center and right-wing politicians. These find-
ings suggest that while the right dominates in PDD
over the long term, left-wing actors may become
more rhetorically aggressive in specific periods.
The variation across platforms and time highlights
the importance of contextual factors in shaping the
rhetorical strategies of different blocs.

To dive deeper into the distinction between polit-
ical blocs, we examine the targets used within PDD
in the Knesset dataset. Using the weighted log odds
method proposed by Monroe et al. (2008), we iden-
tify the PDD target tokens most strongly associated
with each political bloc. Table 8 presents the top
distinctive tokens per bloc, with translations.

Across all blocs, PDD is primarily directed at
individual political figures. Prominent names such
as “Netanyahu,” “Ben Gvir,” and “Lapid” appear
frequently, indicating that personal attacks are a
common rhetorical strategy. However, what stands
out most is the unique pattern observed in the
right-wing bloc: in addition to targeting individu-
als, right-leaning politicians disproportionately use
group-level and party-related terms such as “the
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Knesset (1992-2023)

Facebook (2018-2021)

Knesset (2018-2021)
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Figure 4: PDD Differences by Political Bloc, Knesset and Facebook Datasets

Left,” “Meretz,” and “Kadima.” This suggests that
the right’s delegitimization strategy extends beyond
individuals to symbolic and collective targets, re-
flecting a broader ideological framing. Thus, while
PDD is common across blocs, only the right consis-
tently frames entire political groups as illegitimate.

Finally, to assess how political context affects
the use of PDD (RQ5), we begin by examining the
weekly mean share of PDD within our Facebook
dataset (Figure 5). This dataset allows for greater
temporal granularity and captures short-term rhetor-
ical shifts around key political events. The timeline
includes four national elections in Israel, marked by
vertical dashed lines. The data reveal clear spikes
in PDD surrounding each election, suggesting that
delegitimizing rhetoric intensifies during campaign
periods - likely reflecting its strategic value for
mobilizing supporters, discrediting opponents, and
framing political conflict. Following each election,
particularly after the formation of the unity gov-
ernment in April 2020, the volume of PDD drops
markedly and remains relatively low throughout
the governance period.

To further unpack these dynamics, we compare
mean PDD levels for coalition and opposition ac-
tors before and after the government agreement
(Figure 6). This analysis shows that while both
groups reduce their use of delegitimizing rhetoric
post-election, the drop is more substantial among
coalition members (from 0.08 to 0.04) than among
opposition members (from 0.11 to 0.08). Together,
these findings highlight the contextual and strategic
nature of PDD: it peaks during competitive election
periods and recedes under conditions that prioritize
coalition-building and institutional stability. More-
over, opposition actors consistently engage in more
PDD than coalition members, indicating that their

role outside government may incentivize more con-
frontational rhetoric.

Bi-Weekly Mean Delegitimization by Coalition
with Cutoff on 2020-04-20

Coalition
-0
-1

Avg, 0 after: 0.08
Avg. 1 after: 0.04
A (0-1): 0.04

Avg. 0 before: 0.11
0.20 Avg. 1 before: 0.08
A (0-1):

2020-03-02

0.03

0.15

Mean Delegitimization
o
2
3

0.05

2020-04 2020-07 2020-10 2021-01 2021-04
Date

2019-01 2019-04 2019-07 2019-10 2020-01

Figure 6: PDD Before and After 2020 Gov (FB)

8 Summary

In this paper, we introduce Political Delegitimiza-
tion Discourse (PDD) as a novel framework for
understanding how political actors employ sym-
bolic attacks to undermine the legitimacy of oppo-
nents. We curate and manually annotate a large-
scale, Hebrew-language corpus of 10,410 sentences
drawn from Knesset speeches, Facebook posts, and
leading news outlets, identifying 1,812 instances of
PDD and richly annotating 642 of them for inten-
sity, incivility, target type, and affective framing.
We propose a two-stage detection pipeline that com-
bines finetuned encoder models (e.g., DictaBERT)
and decoder LLMs (DictaLM 2.0), achieving up to
0.74 F; on binary PDD detection and 0.67 macro-F;
on multi-attribute classification. Applying our best
model to longitudinal and cross-platform data, we
document a clear upward trend in PDD over three
decades, higher prevalence and intensity on social
media compared to parliamentary debate, gender-
based differences (with male politicians using PDD
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Top Delegitimized Targets

By Speakers from the Left

By Speakers from the Center

By Speakers from the Right

(Netanyahu) 112101 [P]
(Sharon) 1w [P]

(The government) 7>wmnan
(Rivlin) 7521 [P]
(Gideon Ezra) x1y 173973 [P]
(Landau) %715 [P]
(Limor Livnat) nia% =% [P]
(Ze’ev) »axr [P]
(Eitan) j°x [P]
(Kleiner) 73°%p [P]

(Silvan Shalom) o 125°0 [P] (Shas) ow

(Ben Gvir) 122 12 [P]
(Amsalem) gbonx [P]
(Netanyahu) 177101 [P]
(Smotrich) y»wvme [P]
(Blue and White) 127 ©1n5
(Rothman) 1nwvn [P]
(Gafni) »193 [P]
(Karhi) *yp [P]
(Akunis) onpx [P]
(Litzman) jn2°% [P]

(The Left) Sxnwn
(Meretz) xn
(Rabin) 121 [P]
(Bennet) via [P]
(Lapid) 785 [P]
(Peres) o [P]
(Sarid) 7w [P]
(Beilin) 152 [P]
(Mansour Abbas) oxay 11011 [P]
(Barak) pma [P]
(Kadima) nn1p

Note: Terms are ranked from most to least distinguishing for each bloc. [P] indicates the target is a person.

Table 8: Top Distinguishing Terms Used as Targets in PDD by Speakers from Each Political Bloc (Knesset Dataset)
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Figure 5: Share of Delegitimization in Facebook Posts

more frequently), and ideological patterns that vary
over time and context-spiking during election cam-
paigns and receding during coalition periods.

Our work extends beyond existing NLP tasks
such as toxicity detection, stance detection, and
targeted sentiment analysis. Whereas these ap-
proaches typically rely on surface-level cues of
hostility or polarity, PDD captures a distinct, intent-
based phenomenon: the denial of political legiti-
macy. By operationalizing this concept, we con-
tribute (1) a novel task definition grounded in polit-
ical theory, (2) a new annotated Hebrew-language
corpus of political texts, and (3) a dedicated clas-
sification pipeline. Together, these contributions
expand the NLP community’s ability to detect sub-
tle forms of harmful political speech that existing
models systematically overlook.

Furthermore, our framework has broader appli-
cability. Methodologically, our annotation scheme
and modeling pipeline can be adapted to other con-
texts of democratic erosion to enable comparative
analyses of how PDD manifests across regimes.

Substantively, our approach provides new tools for
studying how elite discourse interacts with phenom-
ena such as affective polarization, identity threat,
and identity deconstruction, particularly in settings
where political actors challenge the legitimacy of
opposition groups, institutions, or electoral out-
comes. By bridging computational methods with
political theory, we demonstrate both the feasibil-
ity of automated PDD analysis and its value for
tracking democratic discourse dynamics at scale.
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Limitations

A key limitation of our study concerns its scope
and transferability. While our Hebrew-language
corpus and Israeli political focus enable an in-depth
case study, the findings may not directly general-
ize to other linguistic or institutional and political
contexts. Likewise, our social-media analysis is
limited to Facebook posts from 2018-2021, leaving
unexamined discourse on other platforms and in
more recent periods.

The transfer of our approach to other languages
and political contexts may pose several challenges.
What constitutes delegitimization is deeply shaped
by local political dynamics and social cleavages.
For example, references that may be highly delegit-
imizing in the Israeli context (e.g., mentions of set-
tlers or Arab citizens) may not carry the same mean-
ing elsewhere. Adapting our framework thus re-
quires linguistic expertise and domain knowledge to
identify context-specific delegitimizing cues. Thus,
while our general annotation scheme and the con-
ceptualization of the PDD task is applicable to other
contexts, the specific annotated instances may not
be relevant to other political environments.

Another limitation stems from our annotation ap-
proach. We rely on sentence-level annotation with-
out incorporating broader discourse context, which
may miss cases where delegitimization emerges
only across multiple sentences or conversational
turns. Subtle rhetorical strategies - such as irony,
implication, or metaphor, may remain difficult to
capture at the sentence level.

Moreover, while disagreements between the hu-
man coders were resolved during the first phase
of annotation, the second-stage annotation of fine-
grained characteristics was conducted by a single
annotator. Although this annotator is a senior do-
main expert in political delegitimization discourse,
the use of a single annotator in this stage could
introduce bias.

Finally, our analysis is descriptive and correla-
tional: we document how PDD varies over time, by
gender, and across blocs, but do not establish causal
pathways. Future work should integrate richer con-
textual signals, extend to diverse data sources, and
examine how delegitimizing rhetoric influences au-
dience attitudes.
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A Full Annotation Guidelines

This Appendix presents the full annotation guide-
lines for human coders, including examples and de-
tailed criteria. The human-annotated process was
according to the following coding book:

A sentence will be recognized as PDD if the dis-
course is directed towards political groups (left or
right), political actors (politicians or parties), or
political institutions [hereinafter - the object] and
based on an attack on the emotional identification
with these groups and/or actors. The discourse is
intended to produce negative feelings towards the
object when there are no remarks at all to policy
or rational arguments (any “persuasive” discourse
that seeks to change a position or any ideological
arguments do not fall within the definition of dele-
gitimization). This type of discourse is based on an
extremely negative characterization of the identity
groups according to the following parameters:

* Expressing feelings of disgust and hatred to-
wards the group, ridicule (e.g., “smollanim”),
swearing words, or profanity.

+ Arguments that challenge the group’s right to
exist, designed to muzzle them.

* Characterizing the group as deliberately harm-
ing the common good, in a way that constitutes
a danger to society / the state.

* Denial of humanity, demonization of group
members.

» Comparison and connection to other groups
with a negative connotation (e.g., Nazis, Fas-
cists, Arabs, Hilltop Youth).

B Prompt Templates

The general prompt format used for fine-tuning the
decoder-only models on all tasks is as follows:

{sentence}\n### Answer: {output}

Where the content and structure of output differs
between the tasks:

* In the binary PDD detection task, output is
either “Yes® or ‘No‘ in Hebrew (]2/x%).

* In the PDD attribute classification task, output
is a JSON dictionary whose keys are the tar-
get variable names (intensity, incivility, group,
person, outgroup, common_good, institute)
and whose values are 0/1 or 0/1/2 (for inten-

sity).

* In the target span detection task, output is the
input sentence with %%% tags added to mark
target spans.

C Gender Differences in PDD on
Facebook

To validate the gender-based findings observed
in the Knesset dataset, we replicate the analysis
using the Facebook dataset covering the period
2018-2021. As in the main analysis, we compute
the mean share of PDD sentences per speaker and
compare the distributions by gender.

The results are consistent with those observed
in parliamentary speech data. Figure 7 shows the
normalized density of mean PDD per politician,
disaggregated by gender. Male politicians exhibit a
slightly higher average level of PDD (mean = 0.065)
compared to female politicians (mean = 0.058). Al-
though the absolute difference is small, it is signif-
icant, suggesting that male politicians tend to use
delegitimizing rhetoric more frequently than their
female counterparts, even in the unmediated and
informal environment of social media.
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Normalized Distribution of Mean Delegitimization by Gender - Facebook
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Figure 7: Normalized Distribution of Mean Delegit-
imization in Facebook Posts by Gender (2018-2021)

D Fine-tuning setup

All model fine-tuning is performed on an 80GB
A100 Nvidia GPU, using huggingface transform-
ers.

For decoder fine-tuning, the separator “### An-
swer:” is used to separate the input sentences from
the output. The labels of the input and separator
are loss-masked.

All experiments utilize AdamW optimizer with a
linear scheduler. Default values of hyperparamters
are used everywhere except for learning rate (for
encoders and for decoder LLMs) and loss type (for
encoder models).

Decoder fine-tuning uses QLORA with 4bit
quanitzation. LORA settings are rank of 256, and
alpha value of 512. LORA layers are attached to
all linear levels in the decoder models.

Each hyper-parameter configuration was trained
once.

E Data Release

The annotated data is released under cc-by-4.0 li-
cense. The data is publicly available on github at
https://github.com/guymorlan/pdd/.

F Annotation

The data has been annotated by the lead author and
two academic colleagues. The authors have not
received direct compensation. All annotators are
Hebrew-speaking Israelis. Two of the annotators
are women and one is a man.

G Model Sizes

Model Parameters
mBERT 110 M
AlephBERT 110 M
HeRo 125M
DictaBERT—base 184 M
DictaBERT-large 340 M
Gemma-2B 2B
Gemma-9B 9B
Qwen3-8B 82B
DictalLM 2.0 7B

Table 9: Model sizes (number of parameters) for all
models used in this paper.
H Preprocessing

Sentence segmentation was performed using the
Stanza package.
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