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Abstract

Large language models (LLMs) have emerged
as powerful tools for developing educational
systems. While previous studies have explored
modeling student mistakes, a critical gap re-
mains in understanding whether LLMs can
generate correct solutions that represent stu-
dent responses to free-response problems. We
compare the distribution of solutions from four
LLMs (one proprietary, two open-sourced gen-
eral, and one open-sourced math models) with
various sampling and prompting techniques
and those from students teaching math prob-
lems to a conversational robot. Our study re-
veals discrepancies between the correct solu-
tions produced by LLMs and by students. We
discuss the practical implications of these find-
ings for the design and evaluation of LLM-
supported educational systems.

1 Introduction and related work

Large language models (LLMs) have been used
to create (e.g., Chevalier et al., 2024) and eval-
uate (e.g., Jin et al., 2024) educational systems
and simulate students (e.g., Benedetto et al., 2024).
LLMs can ease authoring systems (Macina et al.,
2023), increase the efficiency of testing systems
(Jin et al., 2024), and provide low-cost practices
without harming real students (Ma et al., 2024;
Markel et al., 2023; Yue et al., 2024). However,
such benefits rely on LLMs accurately reflecting
real students’ work. If they do not, systems may
misjudge correct answers (e.g., when comparing
student and LLM-generated solutions) or fail to
generalize to the real world when evaluated or
trained solely with LLMs (Zhang et al., 2025).
Thus, our goal is to answer the question: Can
LLMs generate the same correct solutions to free-
response problems as real students? We opera-
tionalize this goal through three novel lenses:
RQ1 How much can LLMs generate math solu-
tions with diverse ideas, rather than variations

eawalker}@pitt.edu

in surface text?

RQ2 How much can LLMs cover students’ cor-
rect solutions to free-response problems?
RQ3 Do LLMs’ solutions have the same distribu-

tion of correct solutions as students?

We study these questions in a setting where
students teach math problems to a conversational
robot. Unlike prior work that measured divergence
from human solutions (Lu et al., 2025; Ye et al.,
2025) or accuracy without considering idea diver-
sity (Liang et al., 2024; Yao etal.,2023; Zhou et al.,
2024), we examine how diverse the core ideas in
LLM solutions are and how well they represent stu-
dents’ diverse correct ideas. Our study focuses on:

» Correct answers rather than mistakes or mis-
conceptions (Liu et al., 2025; Macina et al.,
2023; Otero et al., 2025; Yue et al., 2024)

* Free-response questions rather than
multiple-choice questions (Liu et al., 2025)

* Real student data rather than qualitative
evaluation by teachers (Macina et al., 2023;
Otero et al., 2025; Yue et al., 2024)

Thereby, we make three contributions: (1) our met-
ric suite offers a novel lens on LLMs as student
proxies, (2) we show the discrepancies between
LLM and student problem solving, which is crit-
ical to the development of LLM-powered educa-
tional systems, and (3) we discuss implications for
educational system design and evaluation.

2 Datasets

We obtained student solution distributions from the
datasets in Asano et al. (2024), where undergradu-
ate students taught up to nine (four with two steps)
ratio problems to a conversational robot, either
alone or in pairs, via speech. Paired students were
encouraged to discuss their strategies before teach-
ing. The datasets include two studies: one with 14
pairs and 12 solo students (these 12 students taught
the robot alone because their partner did not show
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Problem 1.2: Emma’s friends are planning on swimming in the lake but Emma isn’t waterproof. Emma
decides to buy some waterproof paint so she can also go swimming. Her legs have 6 square inches of surface
area, which requires 2 fluid ounces of paint. She also knows she needs 1 fluid ounce of paint to cover 3 square
inches of her arms. If her body needs 3 fluid ounces of paint, how big is the surface area of her body?
Annotation | Description/Example Students
1:3 (times 3) | Now that you have the ratio, you can multiply it by three to get your answer. (use | .784

the previous step to justify multiplying by 3).
6:2 If you divide six by two, that’s three. Since three is in the second column, multiply | .162
it by the ratio to get nine. (use 6:2 to infer that Emma should multiply by three).
Surface area | Let’s pretend that the surface area of the body is X. X divided by three would equal | .054
/ paint =3 three, which is the volume of paint, based on the ratio.
1/3 fl oz per | Since we know the amount of paint needed per square inch for her arms is 1/3 fluid | 0.0
square inch | ounce per square inch, we can find the surface area of her body by dividing the total
paint needed by the paint required per square inch.

Increment We need 3 fluid ounces. We have 2 fluid ounces that cover 6 square inches. We | 0.0
need 1 more fluid ounce. 1 fluid ounce covers 3 square inches. Therefore, the total
coverage is 6 + 3 = 9 square inches.

Table 1: Problem 1 Step 2 description, solution annotation options, and student distribution.

Speaker Utterance

Robot Can you give me a hint to figure out the surface area of body?

Student A | Okay. So it would be nine, right?

Student B | Yeah. Times three.

Student A | So should we say use the same ratio in step one to figure out the ratio in step two?
Student B | Okay.

Student A | Emma, use the same ratio you used in step one to figure out step two.

Robot I get it. What’s next?

Student A | Okay girl.

Student B | This area is like three times standard volume of paint.

Student A | Maybe we should just like outright tell her multiply the volume of paint by the ratio?
Student B | Yeah.

Student A | Emma, multiply the volume of paint needed for your body by the ratio we found in step one.
Robot Okay. So we know we have three ounces more paint. What do we do with that though?

Table 2: An example dialogue between students and a robot (Emma) in Problem 1 Step 2 (Table 1). This dialogue
is annotated as 1:3 (times 3) because of “use the same ratio” and “multiply ... by the ratio.”

up in the study), and another with 15 pairs (2 ex- 3 Experiments
cluded from this paper because they paired up with
researchers due to no-show partners), totaling 39

dialogues and 404 solutions. To generate diverse solutions to our math prob-
lems, we tested existing sampling and prompt-
ing methods designed to diversify LLMs’ reason-
ing and make them creative. All prompts and
hyperparameters are in Appendix B. We used
gpt-4o-mini! as a general, closed-sourced
LLM and Qwen2.5-7B-Instruct (Yang et al.,
2024a) and Gemma 3 12B (Kamath et al., 2025)
as general, open-sourced LLMs. Although we also
tested Qwen2.5-Math-7B-Instruct (Yang et al.,
2024b) as a specialized, open-sourced LLM, it did
not follow instructions potentially due to catas-

3.1 Generation of solutions with LLMs

We annotated students’ first solutions to each
problem/step based on the underlying formulas.
One author developed the annotation scheme dur-
ing his annotation and trained annotators to get
two annotations per problem/step (avg. Cohen’s
x=0.491, moderate agreement (Landis and Koch,
1977)). The value of x reflected the ambiguity in
student solutions (see Tables 1 and 2 for an exam-
ple; Appendix A for all other problems and annota-
tions). Thus, the author who made the annotation
scheme resolved all disagreements instead of de-
faulting to his own annotation. Figure 1 shows the " Thttps://platform.openai.com/docs/
number of solutions per problem. models
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trophic forgetting (French, 1999).2 Altogether, we
generated 5838 solutions.

Temperature sampling Macina et al. (2023)
controlled temperature (t) of LLMs to simulate di-
verse student mistakes in math problems. We got
10 solutions for each ¢ € {0.3, 1} with a Chain-of-
Thought (CoT) prompt (Kojima et al., 2022).
Multi-turn reasoning Pal Chowdhury et al.
(2024) obtained a tree of solution steps from an
LLM to structure the interaction with their tutor-
ing system. We tested the methods that struc-
ture LLMs’ answers in multi-turn reasoning for
creativity and diversity: generating multiple next
steps for each step (Tree of Thoughts, ToT) (Yao
et al., 2023), iteratively adding constraints (denial
prompting) (Lu et al., 2025), and paraphrasing
problems. We performed three variants of para-
phrasing with LLMs: simple paraphrasing (Zhou
et al., 2024), translating into other languages and
cultures (see Appendix B.2.3 for which languages
we used), and replacing numbers. We instructed
LLMs to solve the modified problems with a CoT
prompt and the original problem with the same
method as the modified problems. We did 10 iter-
ations for denial prompting and paraphrasing and
had a maximum depth of six for ToT.
Multi-agent Liang et al. (2024) have found that
LLMs cannot generate distinct solutions once they
establish confidence and thus proposed a Multi-
Agent Debate (MAD) framework. Inspired by
their work, we instructed two instances of LLMs
to introduce a new solution and critique each other.
This setting is similar to classroom discussions,
which have been an area of research to simulate
with LLMs (Liu et al., 2024; Yue et al., 2024;
Zhang et al., 2024). We provided them with the
definition of different solutions used by Ye et al.
(2025) because our goal is to find as many distinct
solutions as possible, rather than agree/disagree.
Multiple candidates in one turn  We asked
LLMs to describe as many solutions to a specific
problem or approaches to ratio word problems in
general (inspired by Zheng et al. (2024)) as possi-
ble. Again, we defined what makes two solutions
different in our prompt (Ye et al., 2025). We did
the same for the method to decompose a problem
(Sonkar et al., 2023).

In-context learning (ICL) Proper ICL exam-
ples improve LLMs’ accuracy, so we hypothe-

2We included the results of the temperature sampling and
in-context learning in Appendix C.
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Figure 1: The number of distinct student solutions per
problem/step. The overall average is 2.69, and the aver-
age of problems with multiple student solutions is 3.44.

size that such examples change the distributions of
LLM outputs. We included two problems in the
same CoT prompt as temperature sampling. They
were random problems from GSMSK (Cobbe
et al., 2021) or related ones crafted by an author.
We tested the cases where the related problems
have the same approach and different approaches.
These approaches mimicked the most popular stu-
dent solutions, aiming at shifting the distribution
of LLM solutions toward those of students.

3.2 Evaluation

One author who annotated the student dataset in
Section 2 annotated all LLM solutions. We chose
single annotation for LLM solutions because they
tend to be clearer and less ambiguous than student
ones (see examples in Appendix A vs. Appendix
H). Since all RQs are about correct solutions, we
discarded incorrect solutions from both students
and LLMs.? The correctness was determined by
the final answers and the intermediate steps.

RQ1 is evaluated with the number of dis-
tinct solutions generated by each method (# slt.).
This metric is inspired by the Distinct-n score
(Liu et al., 2022), but our analysis compares the
mathematical ideas expressed in solutions, unlike
Distinct-n, which sees only surface-level differ-
ences in wording or tokens.

RQ2 is evaluated with LLM’s coverage of all
(Cov. all) and the majority (Cov. maj, i.c., top k
popular solutions that account for more than 50%
of student solutions) student solutions.

RQ3 is evaluated with the closeness between stu-
dent and LLM solution distributions (Total Varia-
tion Distance (TVD, Levin and Peres, 2017) and

3We did not investigate incorrect solutions because the ac-
curacy of LLMs was 85% or higher for most methods (cf. Ap-
pendix D) and they have been previously explored (Liu et al.,
2025; Macina et al., 2023; Otero et al., 2025; Yue et al., 2024).
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the proportion of LLM solutions outside of student
solution distributions (OOD, Lang et al., 2024).
TVD is defined by

1
TVD(Prom, Ps) = 5 > |Proy(x) — Pu(a)]

where z is a solution, Prs(x) is the proportion
of z in the LLM’s solutions, and Ps(z) is the pro-
portion of = in the students’ solutions. The ranges
of TVD and OOD are [0, 1]. See Appendix E for
an example calculation.

4 Results

RQ1: Diversity of the ideas in LLM solutions
The first columns of each LLM in Table 3 show
that the multi-agent setting yields the most dis-
tinct correct solutions for all LLMs. In this setting,
GPT40-mini and Gemma 3 are comparable to or
even better than real students (2.69 for all and 3.44
for multiple solutions, Figure 1). Asking for multi-
ple solutions in one turn and translating problems
are among the top 3 for two of the models. To see
if the sampling and prompting techniques have the
same effect on generating diverse solutions across
different models, we looked at the correlations be-
tween the models in Table 4. There is a significant
correlation between GPT40-mini and Gemma 3 in
the first row, but Qwen2.5-7B does not have any
significant correlations with other LLMs.

RQ2: Coverage of student solutions No
method fully covers student solutions; at least 27%
of all and 8% of the majority answers are miss-
ing (Table 3). Top-performing methods vary by
model: for GPT40-mini and Gemma 3, multi-
agent and multiple-candidate settings dominate;
for Qwen2.5-7B, translation and related problems
with different approaches perform best. The sec-
ond and third columns of Table 4 verify this dis-
crepancy between Qwen2.5-7B and other LLMs.
We also looked at how the number of solutions
(RQ1) is related to coverage in Table 5. All corre-
lations are above .71 and statistically significant.
RQ3: Closeness of LLM and student distribu-
tions of solutions In Table 3, the proportion of
LLM solutions outside of student solution distri-
butions (OOD) is as low as .03, indicating that the
right model and technique can keep LLMs from
generating solutions different from those of stu-
dents. However, the smallest Total Variation Dis-
tance (TVD) is .20, meaning, for all models and
methods, there exists a solution LLMs generate at
least 20% more or less likely than students.

When compared among the methods, the decom-
position into subproblems ranks in the top 3 for
TVD for all models. No method is in the top 3
for OOD for all models; ToT, decomposition, and
ICL (except for related problems with different ap-
proaches) are in the top 3 for two LLMs. However,
Table 4 shows significant correlations in OOD be-
tween the models, but not in TVD.

The correlations with the number of solutions
(RQ1) are mixed. OOD has significant correla-
tions for GPT40-mini and Gemma 3, but not for
Qwen2.5-7B. On the other hand, the correlations
with TVD are significant only for Qwen2.5-7B.

5 Qualitative analysis

We qualitatively examine the strengths and limita-
tions of top-performing methods.

Multi-agent and multiple solutions These
methods produced diverse solutions with high
coverage of student solutions for GPT40-mini and
Gemma 3. However, for Qwen2.5-7B, despite
high solution counts, the coverage of multi-agent
was not high due to repetitive summarization
of a conversation history after a few turns (cf.
Appendix G) in 11/13 tasks. Gemma 3 generated
such summaries in the last 2.1 turns on average.
GPT40-mini did not exhibit this behavior. Occa-
sionally, the methods generated correct answers
via flawed reasoning because LLMs can see
previously generated answers (cf. Appendix H).
Translate The translate method ranked highly
in both diversity and coverage, except for diver-
sity with Gemma 3 and coverage with GPT4o-
mini. GPT40-mini defaulted to unit rate reasoning
in 4 out of 9 problems/steps with multiple student
solutions, leading to lower coverage. Although
Qwen2.5-7B and Gemma 3 had a similar trend (3
out of 9), this method outperformed others due to
the lack of coverage elsewhere.

ICL with related problems We expected ICL
with related problems would make the distribu-
tions of LLM solutions closer to students’ by ex-
posing LLMs to solutions similar to those of stu-
dents. However, it did not always reduce TVD
or OOD from temperature sampling (¢ = 1) and
ICL with random problems, which shared the same
CoT prompt; TVD and OOD increased when we
gave different approaches to GPT4o0-mini, and
TVD did not change for Gemma 3. GPT40-mini
was less likely to generate the most popular student
solutions (6/13) than temperature sampling (9/13).
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‘ GPT40-mini ‘ Qwen2.5-7B-Instruct ‘ Gemma 3 12B
Avg. for all problems 4  Cov. Cov. TVD, OOD|| # Cov. Cov. TVD) OOD|| # Cov. Cov. TVD] OOD|
sit.+ allt  maj?t sit.+ allt  maj?t sit.+ allt  maj?t

Temperature t=03 14 52 58 54 26 | 1.6 .60 .81 .44 a4 | L0 34 46 4T 22
sampling t=1 20 60 77 .50 22 | 18 55 77 53 25 | 12 40 .58 46 23
ToT 12 32 38 6 23 | 08 33 50 45 .9 | 09 32 42 20 .03
Multi-turn Denial 21 61 73 63 35 | 18 .61 81 47 21 12 45 65 46 21
re:sm‘ﬂ: Simple 18 42 6 53 28 | 13 51 73 A5 23 | 14 39 50 47 s
& Paraphrase  Replace 1.6 39 42 57 35 1.5 45 .69 45 24 19 49 .62 .64 43
Translate | 22 .60 77 56 28 | 20 .66 .85 51 23 | 18 52 69 47 21
Multi-agent | — — 38 70 81 60 43 | 21 53 81 67 38 | 41 72 8 58 39
Multiofe Solution 35 73 92 54 42 | 14 34 50 50 40 | 41 .66 81 53 40
ca: digates Approach 18 60 .8 .56 33 | 13 40 .62 50 26 | 18 43 54 55 25
Decompose 12 51 58 40 .09 | 04 .14 09 36 .9 | 14 45 62 38 22
Random 15 52 65 50 .17 | 17 .6l .81 45 A8 | Ls 49 77 AT 20
ICL Relaed | Same 15 57 .62 45 15 | 15 46 65 46 21 13 51 77 A6 .S
clate Different | 1.5 40 46 53 24 | 19 .61 .85 46 22 11 40 62 46 .15

Table 3: Number of distinct LLM solutions (#slt.), LLM coverage (Cov.) of all and majority (maj) student solutions,
Total Variation Distance (TVD), and the proportion of LLM solutions outside student ones (OOD). Best in bold,
top-3 with underline. Results only with the problems with multiple student solutions are in Appendix F.

GPT40-mini GPT40-mini  Qwen2.5-7B-

& Qwen2.5- & Gemma 3 Instruct &

7B-Instruct 12B Gemma 3 12B
# slt. 46 (.101) 92 (<.001)* 23 (424)
Cow. all 10 (L721) 72 (.003)* -.01 (.966)
Cov. maj 11 (.713) .54 (.045)* .13 (.655)
TVD 46 (.096) .02 (.948) 42 (.131)
OO0D .72 (.003)* .63 (.015)* .69 (.007)*

Table 4: Pearson’s correlations (p-values in parenthe-
ses) between two LLMs. p < .05 is marked with *.

GPT4o- Qwen2.5- Gemma 3
mini 7B-Instruct 12B
Cov. all .76 (.002)* .89 (<.001)* .92 (<.001)*
Cov. maj | .74 (.002)* .92 (<.001)* .71 (.004)*
TVD .31 (.288) .66 (011)* .53 (.052)
OOD .78 (.001)* .25 (.398) 77 (L.001)*

Table 5: Pearson’s correlations (p-values in parenthe-
ses) between the number of distinct LLM solutions and
each metric, for each LLM. p < .05 is marked with *.

We did not see this tendency for other models.
Decomposition and ToT  Decomposition and
ToT performed well on TVD and OOD metrics but
produced the fewest solutions. Some models of-
ten failed to generate correct answers with these
methods, likely due to difficulties following the in-
structions: 7 problems/steps for Qwen2.5-7B with
the decomposition prompt and 6 problems/steps
for Gemma 3 with ToT.

6 Discussion and conclusion

We examined whether LLMs generate correct free-
response solutions similar to those of students, fo-
cusing on diversity (RQ1), coverage (RQ2), and
distributional similarity (RQ3). Our findings sug-

gest three recommendations for LLM-based educa-

tional systems:

1. Ground student simulations in diverse solu-
tions (all RQs). Temperature sampling alone
(Macina et al., 2023) may be insufficient to sim-
ulate diverse student ideas. Similar to the sim-
ulations of persona (Liu et al., 2024; Ma et al.,
2024) and skills (Markel et al., 2023; Yue et al.,
2024), prompting LLMs to adopt specific solu-
tions can enhance realism.

2. Decouple problem and solution generation
(RQ1 & RQ2). Generating problems and solu-
tions together (e.g., decompose (Sonkar et al.,
2023) and Chevalier et al. (2024); Wang et al.
(2024)) often limits diversity. Structured meth-
ods like multi-agent discussions or paraphrasing
via translation can improve it.

3. Select methods by purpose (RQ2 & RQ3).
For robust evaluation, use high-coverage/OOD
methods. For training novice teachers, favor
low-TVD/OOD methods to simulate typical stu-
dent responses.

Future work should test the generalizability of
our findings across models and datasets, as tech-
niques varied in effectiveness (Benedetto et al.,
2024). Our datasets are limited in settings, do-
mains, and student populations, and annotations
may be biased since annotators could identify so-
lution sources. In broader contexts, student solu-
tions may be more diverse, posing greater chal-
lenges for LLMs. Our results highlight the need
for new methods to better align LLM and student
distributions. High coverage and low divergence
may be achievable via external data on student be-
havior (Yue et al., 2024).
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Limitations

In the dataset we use, student solutions may be bi-
ased for at least four reasons. First, all of the data
comes from the University of Pittsburgh (Asano
et al., 2024). Although they have some racial di-
versity (17 White, 13 Asian, 5 Black, 1 Latino,
and 4 no answer for the first dataset and 13 Asian,
2 Black, 2 Nigerian, 10 White, and 1 Multiracial
for the Second dataset before exclusion), they lack
gender diversity (35 females and 5 males for the
first dataset and 18 females, 9 males, and 1 non-
binary person for the second dataset) and geograph-
ical diversity. In addition, the solutions in this
dataset might not be representative of students in
other age groups. Second, they saw ratio tables
on a web application when teaching problems (Fig-
ure 2). This gave them visual aids for planning
their solutions. On the other hand, we converted
the information in those tables into natural lan-
guage for LLMs because not all of them support
visual input. This prevented LLMs from visually
reasoning as students did. Third, students might
have adapted to how the robot responded as the
conversation progressed. In later problems, stu-
dents might have learned what the robot can(not)
do, so they solved problems differently from ear-
lier problems. Finally, many of the pairs had dis-
cussions before talking to the robot and thus might
have deviated from their original solutions. These
limitations would only have constrained the solu-
tions students generated, and thus, in a true open-
response problem with no tables or interaction with
others, students might make even more diverse so-
lutions. Nevertheless, some of these biases repre-
sent student learning over the interaction, so future
work can investigate which learning stages LLMs
cannot represent well by analyzing the relationship
between the problem order and the distribution dif-
ferences.

The scale of our evaluation is small. We tested
only four small LLMs due to the limitation on fund-
ing and GPU access (we chose not to use the full-
size GPT-40 to keep the comparisons fair). The
dataset has only 39 dialogues, and we sampled a
small number of solutions for each method. Thus,
neither student nor LLM solutions are exhaustive.
Still, we were able to draw implications for the
design and evaluation of LLM-based educational
systems and simulations so that we can ensure the
transferability between research studies and real-
world practice. This paper should serve as a key-

stone to fill a gap between research efforts on edu-
cational applications of LLMs and the real world.

Our evaluation used only one data source. This
is due to a lack of datasets that collected multiple
correct solutions to free-response problems from
real students. Existing datasets focus on miscon-
ceptions (Liu et al., 2025; Macina et al., 2023;
Otero et al., 2025) and multiple-choice questions
(Benedetto et al., 2024) or do not give the proba-
bility distribution of multiple correct solutions (Ye
et al., 2025).

The reliability of the annotations should also be
noted. As reported in Section 2, we reached only a
moderate agreement in the student dataset (Landis
and Koch, 1977). The reasons for the low agree-
ment are analyzed in detail in Appendix A. The au-
thor who created the annotation scheme resolved
all disagreements instead of defaulting to his an-
notations, but this could have introduced biases.
In addition, the LLM solutions were single-coded.
Although some solutions were annotated after the
resolution of disagreements in the student datasets,
many were done concurrently.

Some of the methods in this paper may not have
performed well because we did not do anything be-
yond ICL to enforce alignment between LLMs and
real students. Yue et al. (2024) provided LLMs
with common mistakes from the Mathematics As-
sessment Project (2015) to generate student-like
mistakes in math problems. Although our results
with ICL imply that the alignment may not al-
ways happen by giving LLMs student-like exam-
ples, more extensive evaluation beyond ICL will
be beneficial.

Ethical considerations

We would like to clarify two aspects of ethical
concerns. First, the datasets in Section 2 were
collected after approval from a local ethics board
(Asano et al., 2024) and shared with the annotators
after anonymization. Second, no student data was
sent to LLMs in our experiments. Instead, we only
gave LLMs math problems and annotated their so-
lutions manually.
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Part 1. Emma is going camping with friends! Emma’s friends are planning on swimming in the lake while
they are there but Emma isn't waterproof. Emma decides to buy some waterproof paint so Emma can also
go swimming. Help Emma figure out how much paint Emma needs.

Legs

Touch and hold the image of Emma
totalk to Emma

Student A
Arms

Surface
Area
(inches)

6

Volume of
Paint (fluid
oz)

to talk to Emma

Next Step Student B

Figure 2: A screenshot of the web application.
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A Problems and annotations

Tables 1 and 6-17 include the problems and anno-
tation schemes we gave to annotators (note that
Problem 1 Step 1 was used to scaffold students
with researchers). The annotators were undergrad-
uate students at the University of Pittsburgh. They
consisted of 2 males and 2 females and got paid
$12/hour. We explained to them the purpose of this
research and told them that they would be acknowl-
edged once a paper was accepted, either verbally or
in an email. We omitted annotations for incorrect
solutions for the purpose of this paper. The distri-
butions of student solutions were normalized after
discarding incorrect solutions. The student distri-
butions in the Tables may not sum to 1 because of
rounding.

There are two potential causes of the low agree-
ment in Section 3.2. First, the student solutions
were often ambiguous in conversations. For exam-
ple, two annotators disagreed on the dialogue in
Table 2. One annotated as 1:3 (times 3), while the
other annotated as Surface area/paint = 3), possi-
bly because their first turn addressed to the robot
“use the same ratio you used in step one to figure
out step two” was ambiguous about the students’
idea. Second, some annotators could not find the
start of the problem because some technical issues
during the teaching sessions resulted in changes in
the problem order or skipped problems. If one of
the annotators missed a problem, it was treated as
a disagreement.

B Prompts and hyperparameters

This section describes all prompts and hyperparam-
eters for LLMs. We set the temperature to 0 unless
otherwise stated. We did not do any top-p (Holtz-
man et al., 2020) or top-k (Fan et al., 2018) sam-
pling for non-zero temperature. When a system
prompt included a JSON format for the output of
Qwen2.5-7B-Instruct and Gemma 3 12B, we used
an equivalent JSON schema for GPT40-mini in-
stead.

Our set of techniques covers most of the prompt
construction, topological variants, and enhance-
ment of generalized CoT discussed in Chu et al.
(2024), with a few exceptions:

* We did not use tool-integrated reasoning,
such as Program of Thoughts (Chen et al.,
2023) and the Planning Domain Definition
Language (Haslum et al., 2019), because stu-
dent solutions are expressed only in natural
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Problem 2.1: Emma wants to bring food and have a mini party by the lake. She just found out that 3
times as many people are coming camping as she thought! She originally needed 4 cups of juice and 8
cups of seltzer. Now she needs 12 cups of juice. How much seltzer does she need now?

Annotation Description/Example Students

Times 3 Since three times more people are coming, you need to increase everything | .542
that you have by three times.

12/4 The ratio of the new amount of juice to the original amount is: 12 cups (new) | .375
/ 4 cups (original) = 3 (ratio between 4 and 12).

4/12 You’re going to want to write four cups of juice over 12 cups of juice. Then, | .083
use that ratio to figure out how many cups of seltzers to buy.

Per person Emma needed 8/x cups of seltzer per person for x people. For 3x people, we | 0.0
can calculate the new amount of seltzer needed: (8/x) * (3x) = 24 cups of
seltzer.

seltzer:people | Originally, Emma needed 8 cups of seltzer for x people. We can set up a | 0.0
similar proportion for seltzer: S (;fseltzer = P g;seltzer where y is the
new amount of seltzer needed.

juice:seltzer | Since the ratio of seltzer to juice remains the same (8 cups seltzer for 4 cups | 0.0
juice), we can set up a proportion: (8 cups seltzer)/(4 cups juice) = (y cups
seltzer)/(12 cups juice).

Total cups The original total amount of liquid (juice + seltzer) was 4 + 8 = 12 cups. Now, | 0.0
with 3 times as many people, the total amount needed is 3 * 12 = 36 cups.

Since she needs 12 cups of juice, the remaining amount for seltzer is 36 - 12
= 24 cups of seltzer.

Increment Start with the original quantities: 0.0
- Original juice: 4 cups; Original seltzer: 8 cups
Incrementally add the required quantities to reach the new total:

- First increment: Add 4 cups of juice and 8 cups of seltzer (total: 8 cups of
juice, 16 cups of seltzer).
- Second increment: Add another 4 cups of juice and 8§ cups of seltzer (total:
12 cups of juice, 24 cups of seltzer).
Graph Let the x-axis represent the amount of juice (in cups) and the y-axis represent | 0.0

the amount of seltzer (in cups).

Table 6: Problem 2 Step 1 description, annotation, and student distribution.
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Problem 2.2: Emma wants to bring food and have a mini party by the lake. She just found out that 3
times as many people are coming camping as she thought! She originally needed 4 cups of juice and 15
hotdogs. Now she needs 12 cups of juice. How many hotdogs does she need now?

Annotation Description/Example Students

Times 3 Since we have three times more people, we need to multiply 15 hotdogs by | 1.0
three.

12/4 The ratio of the new amount of juice to the original amount is: 12 cups (new) | 0.0
/ 4 cups (original) = 3 (ratio between 4 and 12).

Per person Emma originally needed 15 hotdogs for "x’ people. The amount of hotdogs | 0.0
needed per person is: 12 gggﬁfs = 12 hotdogs per person. For *3x’ people, the
total hotdogs needed is: 3z X % = 45 hotdogs.

hotdog:people| The ratio of hotdogs needed would maintain the same proportion: Original | 0.0
hotdogs ratio: 15 hotdogs / x people =y hotdogs / 3x people.

juice:hotdog | If she now requires 12 cups of juice, we can set up a proportion to determine | 0.0
the new requirement for hotdogs: (15 hotdogs / 4 cups of juice) = (x hotdogs
/ 12 cups of juice).

hotdogs per | Each cup of juice originally corresponds to 15 hotdogs /4 cups =3.75 hotdogs | 0.0

cup per cup.

15+30 Since the number of people tripled, the amount of hotdogs also increased by | 0.0
a factor of 3. Therefore, the increase in hotdogs is 15 * 2 = 30.

Graph We can visualize the relationship between the number of people and the num- | 0.0

ber of hotdogs needed by plotting a graph. Let the x-axis represent the number
of people and the y-axis represent the number of hotdogs.

Table 7: Problem 2 Step 2 description, annotation, and student distribution.

Problem 3: Emma knows that she can buy 15 hotdogs for $32.25, but now she needs to buy 45 hotdogs
for her party. How much money does she need to buy 45 hotdogs? Answer in decimal.

Annotation Description/Example Students
45/15 We are going to have to find the ratio between fifteen and forty five and | .579

then apply that to the total cost.
Dollars per hot- | Divide $32.25 by 15 hotdogs to figure out how much each hotdog costs. | .421
dog Then multiply it by 45.
hotdog:cost The ratio of hotdogs remains proportional, so we can write the equation: | 0.0

15 hotdogs __ 45 hotdogs

32.25 dollars — T
Increment by 15 | Fill a ratio table for 30 and 45 hotdogs. 0.0
Graph Plot the point (15, 32.25) on the graph, representing the cost of 15 hotdogs. | 0.0

Table 8: Problem 3 description, annotation, and student distribution.
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Problem 4.1: Emma uses 1/20 of her battery every 2/3 of an hour. How much of her battery does she use
in 1 hour? Answer in fraction.

Annotation Description/Example Students

battery:time  (di- | Divide battery usage by time to get the ratio between battery usage | .517

vide 1/20 by 2/3) and time (This can be explained as a unit rate, t0o).

Cross multiply Cross multiply the battery usage and 2/3 hour, i.e., 1/20 * 3/2, to get | .172
the ratio between battery and time.

Reciprocal of 2/3 | The ratio between 2/3 hour and 1 hour is the reciprocal of 2/3. .103

Divide by 2 and | Divide 1/20 by 2 to get the battery usage in 1/3 of an hour, and multi- | .103

multiply by 3 ply by 3 to get an hour.

Convert to min- | Convert hours to minutes to work on whole numbers. .035

utes

Find battery for | Multiply the battery usage in 2/3 hours by three first to get how much | .035

two hours battery is used for two hours.

Find common mul- | Find the least common multiple of one over twenty (battery usage) | .035

tiple and two over three (time), which is sixty, in order to get the ratio.

Convert battery us- | Convert battery usage to percentage by multiplying it by 100 to make | 0.0

age to percentage | it a whole number.

Answer * 2/3 = | Let R be the rate of battery usage per hour. If % of an hour corresponds | 0.0

1/20 to % of the battery used, then we can write: R x % = 2—10.

Graph Visualize the relationship between battery usage and time with a | 0.0

graph.

Table 9: Problem 4 Step 1 description, annotation, and student distribution.

Problem 4.2: Emma uses 1/20 of her battery every 2/3 of an hour, which means that she uses 3/40 of
battery every hour. How much of her battery is used up in three hours? Answer in fraction.

Annotation Description/Example Students
Times 3 Multiply the unit rate of 3/40 by three hours. 973
Cross multiply Set up two ratios and cross multiply so 3/40 equals blank over three .027
Additive Add the fraction for each hour: 0.0
Convert to minute | Convert the hours to minutes. 0.0
Convert to deci- | Use a decimal approximation: 3/40 =0.075 0.0
mal
Convert to percent | 3/40 = 7.5% of the battery is used per hour. In 3 hours, 3 * 7.5% = | 0.0
22.5% is used. 22.5% = 22.5/100 = 225/1000 = 9/40.
battery:time Lhour _ 3 hours 0.0
Graph Create a ba41rO graph where the x-axis represents time in hours (0, 1,2, 3) | 0.0
and the y-axis represents battery usage.

Table 10: Problem 4 Step 2 description, annotation, and student distribution.
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Problem 5: Emma uses 2/15 of battery in half an hour. How many hours does 1 battery last? Answer in

fraction.
Annotation Description/Example Students
battery:time Use the ratio between battery and time. Battery / time stays the same, so | .279
solve 2/15/ 1/2 = 1/x where x is the number of hours one battery lasts.
2/15%?=1 Use the ratio between the battery. Since you have to multiply 15/2 to move | .240
from 2/15 to 1, do the same operation to 1/2.
Time/battery Since the problem asks how many hours one battery lasts, this is equivalent | .160
to the unit rate, i.e., time per battery. To compute the unit rate, you can
divide time by battery.
Cross multiply The answer is 1/2*¥15/2 (students typically did not give good explanations | .160
for this).
2/15*7+1/15=1 | To get 2/15 batteries to 1 battery, you can multiply 2/15 by 7 and add 1/15. | .079
To get the number of hours, you should calculate hours 2/15 batteries last
times 7 plus hours 1/15 battery lasts, which is 1/2*7 + 1/4.
Reciprocal  of | The problem asks time per battery. This is the same as the reciprocal of | .040
battery per hour | battery per hour. Since Emma uses 2/15 batteries in 1/2 hour, you can
multiply 2/15 by 2 to get the battery per hour.
Decimal Convert the fraction of battery used into a decimal and then calculate the | .040
total time in hours.
1/15 lasts 1/4 | Since 2/15 batteries last 1/2 hour, 1/15 battery lasts 1/2 /2=1/4 hour. To get | 0.0
hour 1 battery from 1/15 battery, you can multiply by 15. Therefore, 1 battery
lasts 1/4*15=15/4 hours.
15/2 half hours | To find out how many hours 1 battery lasts, you should determine how | 0.0
many half hours are in 1 battery. This is the reciprocal of 2/15, which is
15/2. 15/2 half hours is equal to 15/4 hours.
Deplete remain- | After 1/2 hour, 1 - 2/15 = 13/15 of the battery remains. If 2/15 is used in | 0.0
ing 1/2 hour, then the rate is 4/15 per hour. Time to deplete 13/15 = (13/15) /
(4/15) = 13/4 hours. Total time = 1/2 + 13/4 = 2/4 + 13/4 = 15/4 hours.
Per minute To find the usage per minute, divide the fraction by 30: (2/15)/30=(2/15) | 0.0
* (1/30) = 2/450 = 1/225 of the battery per minute. Since the device uses
1/225 of the battery per minute, it will take 225 minutes to drain a full
battery.
Table Time (hours) | Battery Used (fraction) 0.0
0.5]2/15
1.0]4/15
1.5]16/15=2/5
2.0 8/15
2.5]110/15=2/3
3.0]12/15=4/5
3.5114/15
4.0 | 16/15 > 1 (Battery depleted before 4 hours)
Since the battery is depleted at 3.5 + (1/2)*(15/15-14/15) = 3.5+ 0.5/2 =
3.5+ 0.25 =3.75 The battery lasts 15/4 hours.
Graph Set up a graph where the x-axis represents time in hours and the y-axis | 0.0

represents the remaining/used battery percentage.

Table 11: Problem 5 description, annotation, and student distribution.
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Problem 6: Emma wants to make sure to have enough batteries for the whole trip. She knows one battery
lasts for 3 and 3/4 hours. She will be gone for 2 and 3/4 days. How many batteries should she buy at the
store? Round up the answer.

Annotation Description/Example Students

Days to hours — | Convert 2% days to hours and then divide that by 3%. 1.0

divide it by 32

Hours to days Convert the time from hours to days and then divide 2% days by that num- | 0.0
ber.

Multiply 3.75 by | Multiply 3.75 by increments (3.75*1, 3.75*2, ...) until we reach or exceed | 0.0

increments 66 hours.

Days to hours — | 1 battery / 3.75 hours = x batteries / 66 hours. 0.0

battery:time

Days to hours — | Let ’x’ be the number of batteries needed. So, (15/4)x =66 0.0

3.75 * (num bat-

tery) = 66 hours

Convert to | Convert all times to minutes. 0.0

minute

Battery/day 24 hours/day / (3.75 hours/battery) = 6.4 batteries/day 0.0
Total batteries needed: 6.4 batteries/day * 2.75 days = 17.6 batteries

48+18 hours How many batteries are needed for 48 hours: 48 hours + 3.75 hours per | 0,0
battery = 12.8 batteries. How many batteries are required for the remaining
18 hours: 18 hours + 3.75 hours per battery = 4.8 batteries.

Graph On a graph, plot the total hours of the trip (66 hours) on the x-axis and the | 0.0

number of batteries needed on the y-axis.

Table 12: Problem 6 description, annotation, and student distribution.

Problem 7.1: Emma wants to make punch for the camping trip. It takes her 3.6 minutes to make 1.2 cups
of punch. She thinks she might be able to get away with about 3 and a half cups. How long will it take
her to make 3.6 cups of punch? Answer in decimal.

Annotation Description/Example Students

punch:time When you have 1.2 pitchers, you multiply that by three to get 3.6 | .476
minutes. So, multiply 3.6 pitchers by 3.

Minutes per cup Emma can make 1.2 pitchers of punch in 3.6 minutes. You can find | .286
the unit rate by dividing 3.6 by 1.2.

Ratios  between | We multiply 1.2 cups by three to get 3.6 pitchers. So, you can multiply | .238

cups 3.6 minutes by three to get the answer.

Cups per minute Calculate the rate of punch made per minute and divide 3.6 cups by | 0.0
that number.

Convert to sec-| Convert the time in minutes to seconds. 0.0

onds

Cross multiply Simplify proportion calculation: (3.6 * 3.6) / 1.2. 0.0

Graph Plot points for (1.2, 3.6) and (3.6, y). The slope is 3.6/1.2=3,s0y= | 0.0
3 * 3.6 = 10.8 minutes.

Table 13: Problem 7 Step 1 description, annotation, and student distribution.
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Problem 7.2: Emma wants to make punch for the camping trip. It takes her 3.6 minutes to make 1.2 cups

of punch. She knows that this means it takes 3 minutes for her to make 1 cup of punch. How long will it

take her to make 8 cups of punch? Answer in decimal.

Annotation Description/Example Students

Minutes per cup | Use the same unit rate from step 1. So, multiply eight pitchers by three | .941
to figure out how long it will take.

3.6:8 Figure out how much more eight is by 3.6. Then, use that ratio to find | .059
the time it would take to make it.

Calculate unit | Calculate the unit rate using 3.6 minutes for 1.2 cups again before solv- | 0.0

rate again ing this problem.

1.2:8 If she is making 8 cups, we first find how many times 1.2 cups fit into | 0.0
8 cups.

Cups:time Find the ratio between cups and time using 3.6 minutes for 1.2 cups | 0.0

(1.2:3.6) again.

Cups per minute | Divide 8 cups by 1/3 cups per minute. 0.0

Cups:time  (unit 3 riicnliﬁes - x?ncigﬁtses 0.0

rate)

Additive We can recursively calculate the time for each additional cup. 0.0

Graph Create a simple graph where the x-axis represents the number of cups | 0.0
of punch and the y-axis represents the time in minutes.

Table 14: Problem 7 Step 2 description, annotation, and student distribution.

Problem 8.1: Emma is going to need to head to the store to buy the waterproof paint. However, she lives
in a neighborhood very far from the store. She is going to have to ride a bike! She knows she can bike

25 miles in 2.5 hours. How long does it take her to bike 30 miles? Answer in decimal.

Annotation Description/Example Students

Get mph Divide the value for distance by the value for time to figure out how | .639
much distance you can go for one hour.

Hrs/mile To figure out the amount of time per distance, divide the time by the | .277
distance.

Time:distance Use the ratio between the time and the distance. We need to find a | .083
number where, if you multiply it by 10, you will get 30 miles.

Miles per | Convert the biking speed to miles per minute. 0.0

minute

25+05=3 Estimate the time by recognizing that 30 miles is 20% more than 25 | 0.0
miles. Since 2.5 hours is 100% of the time for 25 miles, 20% of 2.5
hours is 0.5 hours, so 2.5 + 0.5 = 3 hours.

Ratio between | Calculate the ratio between distance and multiply it by 2.5 hours: (30 | 0.0

distance /25)*2.5.

Graph Plot the known point (25 miles, 2.5 hours) on a graph where the x- | 0.0
axis represents time (in hours) and the y-axis represents distance (in
miles).

Table 15: Problem 8 Step 1 description, annotation, and student distribution.
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Problem 8.2: Emma is going to need to head to the store to buy the waterproof paint. However, she lives
in a neighborhood very far from the store. She is going to have to ride a bike! She knows she can bike
25 miles in 2.5 hours, which means 10 miles per hour. How far can she go if she bikes for 7.25 hours?

Answer in decimal.

Annotation Description/Example Students

Times 10 Because we are trying to find the distance, multiply 7.25 hours by 10 | 1.0
mph.

Recompute mph | Refer back to 25 miles in 2.5 hours to recompute mph. 0.0

Convert to | Convert the biking time into minutes: 7.25 hours = 7 hours and 15 | 0.0

minute minutes = 435 minutes.

Time:distance Set up the proportion: 25 miles / 2.5 hours = x miles / 7.25 hours. 0.0

(2.5:25)

Time:distance 1? lf(‘)ﬁfs = 73”2;1}1‘5;5 0.0

(mph)

7 + .25 hours She can bike for 7 hours at 10 miles/hour (70 miles) and then for the | 0.0
remaining 0.25 hours (15 minutes) at the same speed (2.5 miles).

1 +6.25 hours We can say that Emma decides to bike for 1 hour, then takes a short | 0.0
break and continues biking for another 6.25 hours.

2.5+ 4.75 hours | 7.25 hours = 2.5 hours + 4.75 hours. Distance in 2.5 hours = 25 miles | 0.0
Distance in 4.75 hours = 4.75 * 10 = 47.5 miles. Total distance = 25 +
47.5=172.5 miles

Graph Represent Emma’s biking journey on a graph where the x-axis repre- | 0.0

sents time (in hours) and the y-axis represents distance (in miles).

Table 16: Problem 8 Step 2 description, annotation, and student distribution.

Problem 9: In preparing for camping, Emma’s friends Tasha and Zach have been arguing over who is
better at making s’mores. Tasha has suggested that they use math to figure out who is fastest. Tasha
already has a function for how quickly she can make s’mores. It is y=2x+4, meaning that it takes y
minutes in total for Tasha to make x s’mores, including 4 minutes for set up. What is the slope of the
function for Zach given that it takes 9 minutes in total to make 2 s’mores and it takes 1 minute for set up?

Annotation Description/Example Students

y=mx-+b We are using the equation Y equals MX plus B, which is helpful to under- | 1.0
stand linear problems. So it would be nine equals two times M plus B.

Making s’mores | Time for making s’'mores = 9 minutes - 1 minute = 8 minutes. 0.0

is 8 minutes

Graph Using a graphical approach, we can plot the points for Zach’s s’mores mak- | 0.0

ing function. The point (0, 1) represents the setup time, and the point (2,
9) represents the total time for making 2 s’mores.

Table 17: Problem 9 description, annotation, and student distribution.
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language.

* We did not try graph structures (e.g., Besta
et al. (2024)) because they are an extension
of tree structures with aggregation and refine-
ment, which do not add diversity of reasoning
paths. This is also the reason why we did not
test methods for verification and refinement.

* Efficiency was not our focus.

B.1 Temperature sampling

We gave the following system prompt, followed by
a user prompt containing a math problem.

Temperature sampling

Solve the following math problem. Show
your step-by-step work and state the answer
at the end.

The temperature was either 0.3 or 1.0.

B.2 Multi-turn reasoning

B.2.1 Tree of Thoughts (ToT)

Yao et al. (2023) proposed two ways to generate
thoughts: sampling i.i.d thoughts from CoT and
proposing sequential thoughts. Since the first way
is the same as the temperature sampling, we asked
LLM:s to generate one step at a time; to get the first
step, we prompted,

ToT: First step

Give me the possible first steps to solve the
following math problem. Please give me
as many distinct ideas as possible. The first
steps must contain numbers only given in
the problem and have only one equation.
Do not give me the second steps. Format
your answer in the following JSON format:
{“ideas”: [{“explanation”: “a text explana-
tion of'the first or next step”, “equation”: “a
math equation of the step with the result of

the calculation”}]}

and to get the next steps, we prompted,

ToT: Next steps

Give me the next step of the following in-
complete solution. The next steps must con-
tain information only given in the problem
or the previous step and naturally follow the
previous step. Please give me as many dis-
tinct ideas as possible. Do not go to the
steps further. Do not introduce any new
methods. Format your answer in the follow-
ing JSON format:

{“ideas”: [{“explanation”: “a text explana-
tion of the first or next step”, “equation”: “a
math equation of the step with the result of
the calculation”}]}

We observed that the generated steps are often
duplicated. Thus, we asked LLMs to remove du-
plicates:

ToT: Remove duplicates

Please remove duplicated pairs of an expla-
nation and an equation that do the same cal-
culation and output in the same JSON for-
mat.

Following the thought generation, ToT evalu-
ates thoughts based on how well they are in reach-
ing the final solution. Since our goal was not
to eliminate bad thoughts, we evaluated thoughts
based on whether they reach the final solution re-
gardless of their correctness:

ToT: Final solution

Does the solution give an answer to the
problem, regardless of its correctness? Ex-
plain and answer True or False in the fol-
lowing JSON format:

{“explanation”: “Your explanation”, “an-
swer”: “True or False”}

\.

B.2.2 Denial prompting

Denial prompting (Lu et al., 2025) involves two
stages: response generation and technique detec-
tion. Response generation requires LLMs to gener-
ate solutions without using a specified set of tech-
niques, which are math formulas or equations in
our context. The system prompt was the same as
temperature sampling (cf. Appendix B.1). We
added prohibited techniques as a user prompt:
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Denial prompting: Prohibiting techniques

DO NOT use the following equations or
equivalents:

- <List of formulas or equations>

Problem: <problem description>

During technique detection, we asked LLMs to
extract formulas or equations from a solution from
response generation:

Denial prompting: Technique detection

You are a math teacher. Detect all equations
from the input. Only select the ones with
the equal symbol.

We asked Qwen2.5-7B-Instruct and Gemma 3
12B to output in a Python list and GPT-40 mini to
output in the following JSON:

{“equations”: [{“equation”: “a math
equation used in the solution”} ]}

B.2.3 Paraphrase

Paraphrases were sampled with temperature = 1.0,
but we used temperature = 0.0 when LLMs solved
a problem.

Simple We followed Zhou et al. (2024) to para-
phrase our math problem:

Paraphrase

Paraphrase the following math problem.

After paraphrasing, we gave the same prompt as
temperature sampling (cf. Appendix B.1) to solve
the paraphrased problems.

Replace We extended the simple paraphrasing
above to allow LLMs to create a new, similar prob-
lem by replacing numbers:

Replace: Create a new problem

Create a new problem similar to the follow-
ing problem by, for example, replacing the
numbers.

After paraphrasing, we gave the same prompt as
temperature sampling (cf. Appendix B.1) to solve
the new problems. Finally, for each new problem,
we prompted LLMs to solve the original problem
similarly to the solution to the new problem. To do

so, we gave the following system prompt, followed
by a new problem and a solution as the user and
assistant turns, respectively:

Replace: Solve the original problem

Solve the following math problem using
the same approach as the following sample
problem and solution.

Translate We translated the original problems
and the CoT prompt (cf. Appendix B.1) in English
(US) to Spanish (Latin American), French, Ger-
man, Russian, Chinese, Japanese, Arabic, Czech,
Hindi, Icelandic, and Ukrainian. These languages
are either official languages of the United Na-
tions or languages used at the ninth conference
on machine translation (WMT24). The translation
and adaptation into other cultures were done by
GPT40-mini, Qwen2.5-7B-Instruct, and Gemma 3
12B with the following prompt:

Translate: Translation

Translate the following math problem into
<language> and modify it to adapt it to <cul-
ture> culture (for example, by changing the
name of a person): <problem>

The translation of the CoT prompt was done by
GPT4o to ensure the correctness. The CoT prompt
in different languages is as follows:

* Spanish: Resuelve el siguiente problema de

matematicas. Muestra tu trabajo paso a paso
y da la respuesta al final.

* French: Résoudre le probléme mathématique
suivant. Montrez votre travail étape par étape
et donnez la réponse a la fin.

* German: Losen Sie das folgende Math-
ematikproblem.  Zeigen Sie Ihre Schritt-
fiir-Schritt-Berechnungen und geben Sie die
Antwort am Ende an.

¢ Russian: Pemure CJIEYIOIIIYIO
MaTeMaTHYECKyIO 3aJady. ITokaxure
BaIly pa0oTy IIIar 3a IIaroM | YKaKUTE OTBET
B KOHIIE.

Chinese: fifHk DA R E2s M. RRIRIVZ
AR, HTEREANEE.
Japanese: (R DD RIEZ W T L2
IV, FlEE—2—2/;L ., BEICEZ
Rl T2 3w,

« Arabic: J> dlwo Olusly)l . dJWl Gosel
clloc 8glas> dglasy )S3g >3l 9 Llgdll.
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* Czech: Vyfeste nasledujici matematicky ukol.
Ukazte svtij postup krok za krokem a na zaveér
uved'te odpoved.

« Hindi: Fr=faf&d 7foia 991 o) 81 |

3T TRUT &R TR M P @Y 3R 37 o
IR g1

* Icelandic: Leystu eftirfarandi
steerdfreediverkefni. Syndu vinnu pina

skref fyrir skref og gefou 1t svarid i lokin.

* Ukrainian: Po3B’skiTh HacTymHy Marema-
THYHY 3a7ady. [lokaxiTh TOKpOKOBE pillleH-
Hs Ta BKQXITh BIJIMOBI/Ib HAIPHUKIHIII.

Then, each LLM solved the translated problems
with the corresponding CoT prompts and trans-
lated their solutions to English. Finally, we did
the same thing as replace to ask LLMs to solve the
original problem in the same way as the translated
problems.

B.3 Multi-agent debate

The MAD framework requires LLM agents to en-
gage in tit-for-tat. Liang et al. (2024) did so by
allowing LLMs not to fully agree with each other.
However, since our setting was not about agreeing
or disagreeing, we told LLMs to critique each other
in a system prompt as follows:

We are math teachers who are discussing a
problem to come up with as many different
model solutions as possible. For each turn,
we critique the other’s answer and propose
a new solution not in our conversation.
Criteria for evaluating the difference be-
tween two mathematical solutions include:
1. If the methods used to arrive at the so-
lutions are fundamentally different, such
as algebraic manipulation versus geometric
reasoning, they can be considered distinct;
2. Even if the final results are the same,
if the intermediate steps or processes in-
volved in reaching those solutions vary sig-
nificantly, the solutions can be considered
different;

3. If two solutions rely on different assump-
tions or conditions, they are likely to be dis-
tinct;

4. A solution might generalize to a broader
class of problems, while another solution
might be specific to certain conditions. In
such cases, they are considered distinct;

5. If one solution is significantly simpler
or more complex than the other, they can
be regarded as essentially different, even if
they lead to the same result.

The criteria for evaluating the difference come
from the definitions of the difference between two
mathematical solutions used by Ye et al. (2025).

Next, we prompted LLMs “Do you under-
stand?” and fed “Yes, I understand!” as their re-
ply. Then, we gave a problem, asked one of the
instances, “Give me your solution first,” and gave
the solution generated by one instance to another to
start a conversation. Each instance had five turns,
meaning that we had 10 turns in total.

B.4 Multiple candidates in one turn

B.4.1 Multiple solutions

The system prompt to generate multiple solutions
at one time is the following:

Multiple solutions

Come up with as many solutions to the fol-
lowing math problem as possible.

We asked Qwen2.5-7B-Instruct and Gemma 3
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12B to output in a Python list whose elements are
solutions and GPT-40 mini to output in the follow-
ing JSON:

{“solutions™: [{“solution”: “a solution
to the problem”, “answer”: “the final an-

swer to the problem”}]}

B.4.2 Multiple approaches

This method involves two stages, similar to the re-
placement of numbers and translation. First, we
prompted LLMs to generate different methods to
solve a math word problem about ratios with ex-
ample problems and solutions:

Multiple approaches: List approaches

List different methods to solve a math word
problem about ratios. Format your re-
sponse in the JSON object:

{“approaches”: [{*“name”: “the name of the
approach”, “explanation” “the explana-
tion of the approach”, “example problem”:
“an example problem”, “solution”: “a step-
by-step solution to the example problem”,
“answer”: “the final answer to the example

problem”}]}

\. J

Second, similarly to the replacement of numbers
and translation, we asked LLMs to solve our prob-
lems following the approaches from the first stage.
The system prompt was as follows:

Multiple approaches: Apply an approach

Can you solve the following math problem
using the method described below?

<the name of an approach>: <the explana-
tion of the approach>

After the system prompt, we gave an example
problem as a user prompt, fed a solution as a reply,
and showed one of our problems in a user prompt.

B.4.3 Decompose

Sonkar et al. (2023) proposed generating scaffold-
ing and conversational datasets with LLMs to train
a conversational tutoring system. A scaffolding
dataset contains problems generated from a text-
book, subproblems, hints, incorrect student re-
sponses, and feedback. A conversational dataset
contains a mock conversation between a student
and a tutor grounded on a scaffolding dataset.
Since our goal is to generate solutions to our

problems, we did not generate any conversational
datasets and only instructed LLMs to generate sub-
problems to a given problem in a system prompt in
the same way as generating a scaffolding dataset:

Decompose

Generate sets of subproblems that the fol-
lowing math problem can be broken into.
For each subproblem, generate a hint, one
incorrect student response to the subprob-
lem, and corresponding feedback to the stu-
dent. For each set, give an answer to the
math problem based on the subproblems.
Generate as many sets of subproblems as
possible.
We added the same definition of different so-
lutions used in the multi-agent setting (Ye et al.,
2025) after the prompt above.

B.5 In-context learning (ICL)

We sampled 10 solutions for each problem with
temperature=1.0.

B.5.1 Random problems from GSMSK

We randomly picked the following two problems
from GSM8K (Cobbe et al., 2021) because our
problems are at the grade-school level:
* Problem A
— Problem: Phillip’s mother asked him to
go to the supermarket to buy some things
and gave him $95, so he spent $14 on
oranges, $25 on apples, and $6 on candy.
How much money does he have left?
— Answer: Let’s think step by step.
1. If we add everything Phillip bought,
we will have: $14 + $25 + $6 =
«14+25+6=45» $45.
2. [Final solution] He spent $45, and we
know that he had $95 dollars, so now
we have to subtract: $95 - $45 = «95-
45=50» $50.
* Problem B
— Problem: Tim decides to do a movie
marathon. The first movie is 2 hours
long. The next movie is 50% longer.
And the last movie is 1 hour shorter
than the combined time of the previous
2 movies. How long was his movie
marathon?
— Answer: Let’s think step by step.

1. The second movie was

16367



2% 5=«2*5=1» 1 hour longer than
the first movie.

2. So the second movie was
2+1=«2+1=3» 3 hours long.

3. That means the first two movies had
a combined time of 3+2=«3+2=5» 5
hours.

4. So the last movie had a length of
5-1=«5-1=4» 4 hours.

5. [Final answer] That means the
marathon lasted 5+4=«5+4=9» 9 hours.

B.5.2 Related problems

One of the authors created problems related to our
problems in Appendix A. We picked two problems
for each as in-context examples as described be-
low:
* For problems 1 and 2 (both steps), and step 2
of problems 4, 7, and 8
— Problem: Lily is organizing a party and
needs to buy balloons. She knows that
two balloons last for 48 hours, which
means that each balloon lasts for 24
hours. If she needs balloons for 96 hours,
how many balloons should she buy to
make sure they last the entire time?
— Solution 1: Let’s think step by step.
1. First, we have to find the number of
balloons needed to last 96 hours.
2. Since each balloon lasts for 24 hours,
we can divide 96 hours by 24 hours per
balloon.
3. «96 /24 =4y
4. [Final solution] Thus, she needs to
buy 4 balloons to last 96 hours.
— Solution 2: Let’s think step by step.
1. We have to find the ratio between
the number of balloons and the time they
last.
2. Since two balloons last for 48 hours,
one balloon lasts for 24 hours.
3. Now let’s calculate how many bal-
loons are needed for 96 hours.
4. Since «96 / 24 = 4», we need to buy 4
balloons.
5. [Final solution] Thus, she needs to
buy 4 balloons to last 96 hours.
* For problems 1 and 2 (both steps), and step 2
of problems 4, 7, and 8
— Problem: Jake is setting up a light show
for an event. Three light bulbs last for 48
hours of continuous use. He has realized
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that he needs one bulb to light up for 16
hours. If he has four bulbs, how long can
he light?

Solution 1: Let’s think step by step.

1. First, we have to find out how long
one bulb lasts.

2. Since each bulb lasts for 16 hours,
four bulbs will last for «4 * 16 = 64»
hours.

3. [Final solution] Thus, Jake can light
up for 64 hours with four bulbs.
Solution 2: Let’s think step by step.

1. We have to find the ratio between the
number of bulbs and the time they last.
2. Since three bulbs last for 48 hours,
you should multiply «48 /3 =16» 16 by
the number of bulbs to get time.

3. Now let’s calculate how long four
bulbs can light up.

4. Since «4 * 16 = 64», Jake can light up
for 64 hours with four bulbs.

5. [Final solution] Thus, Jake can light
up for 64 hours with four bulbs.

* For problem 3
— Problem: A group of friends buys 8

movie tickets for a total of $75.2. How
much money will they need to buy 24
movie tickets? Answer in decimal form.
Solution 1: Let’s think step by step.

1. Since «24 =8 * 3», they will buy three
times more tickets.

2. That means 24 tickets cost three times
more than 8 tickets.

3. Since the price of 8 tickets is $75.2,
the total price for 24 tickets is «75.2 * 3
=%

4. [Final solution] Thus, they will need
$225.6 to buy 24 tickets.

Solution 2: Let’s think step by step.

1. First, we have to how much one
movie ticket costs.

2. The price of a ticket is «75.2 / 8 =9.4»
9.3 dollars.

3. To calculate how much money we
will need to buy 24 tickets, we should
multiply 24 tickets by the price of one
ticket. «9.4 * 24 =225.6».

4. [Final solution] Thus, they will need
$225.6 to buy 24 tickets.

* For problem 3
— Problem: John can read 3.2 pages of a

book in 6.4 minutes. If he needs to read



12.8 pages, how long will it take him to
finish? Answer in decimal form.
Solution 1: Let’s think step by step.

1. We have to find the number to multi-
ply by 3.2 pages to get 12.8 pages.

2. «3.2 ¥ 4 =12.8», so we have to mul-
tiply 6.4 minutes by 4 to get how many
minutes it takes to read 12.8 pages.

3. «6.4* 4=25.6».

4. [Final solution] Thus, it takes her 25.6
minutes to read 12.8 pages.

Solution 2: Let’s think step by step.

1. First, we have to find the speed John
reads.

2. The speed is «6.4 /3.2 =2» 2 minutes
per page.

3. To calculate how much it takes for
him to read 12.8 pages, we should multi-
ply 12.8 pages by the speed. «12.8 * 2 =
25.6».

4. [Final solution] Thus, it takes her 25.6
minutes to read 12.8 pages.

* For problem 5 and step 1 of problem 4

— Problem: Wyatt walks 13/12 milesin 1/3
of an hour. How many hours does it take
for him to walk 1 mile? Answer in frac-
tion.

Solution 1: Let’s think step by step.

1. We have to find the ratio between
miles and hours.

2. The ratio is «13/12/1/3=1/x».

3. If we solve for x, «x=4/13».

4. [Final solution] Thus, it takes 4/13
hours for him to walk 1 mile.

Solution 2: Let’s think step by step.

1. We have to find the number to multi-
ply by 13/12 to get 1 mile.

2. «13/12/12/13 =1/ x», so we have to
multiply 1/3 of an hour by 12/13 to get
how many hours it takes to walk 1 mile.
3. «1/3 ¥ 12/13 = 4/13».

4. [Final solution] Thus, it takes 4/13
hours for him to walk 1 mile.

* For problem 5 and step 1 of problem 4

— Problem: Alex’s laptop downloads 3/16
GB of data in a quarter of an hour. How
many hours does it take to download 1
GB? Answer in fraction.

— Solution 1: Let’s think step by step.

1. We have to find the ratio between the
speed of download and hours.

2. The ratio is «3/16 / 1/4 =1/ x».
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3. If we solve for x, «x=4/3».
4. [Final solution] Thus, it takes 4/3
hours to download 1 GB.

— Solution 2: Let’s think step by step.

1. We have to find the number to multi-
ply by 3/16 to get 1 GB.

2. «3/16/16/3 =1/ x», so we have to
multiply 1/4 of an hour by 16/3 to get
how many hours it takes to download 1
GB.

3. «1/4 * 16/3 = 4/3».

4. [Final solution] Thus, it takes 4/3
hours to download 1 GB.

* For problem 6
— Problem: Liam wants to make sure he

has enough water bottles for his hike. He
knows one water bottle lasts for 4 and
1/2 hours. He will be hiking for 3 and 1/4
days. How many water bottles should he
bring on the hike? Round up the answer.
Solution 1: Let’s think step by step.

1. First, we have to convert 3 and 1/4
days into hours.

2. 3 and 1/4 days isequal to 3 * 24 + 6
= «3*24+6=78»78 hours.

3. Now we can calculate how many bot-
tles of water he will need in total.

4. The total amount of water cleaned is
«78/(4+1/2)=52/3=17.33»

5. [Final solution] Thus, Liam should
bring 18 water bottles for the hike.
Solution 2: Let’s think step by step.

1. First, we have to convert 4 and 1/2
hours to days.

2. Since a day is 24 hours, 4 and 1/2
hours are «(4 + 1/2) / 24 = 3/16» 3/16
days.

3. Now let’s calculate the ratio between
3/16 days and 3 and 1/4 days.

4. Since «(3 + 1/4) / (3/16) = 52/3 =
17.33», he will need 17.33 bottles.

5. [Final solution] Thus, Liam should
bring 18 water bottles for the hike.

* For problem 6
— Problem: Sophia is planning a road trip

and wants to make sure she has enough
snacks for the entire drive. Each snack
bag lasts for 40 and 2/3 minutes. She
will be on the road for 4 and 1/2 hours.
How many snack bags should she pack?
Round up the answer.

— Solution 1: Let’s think step by step.



1. First, we have to convert 4 and 1/2
hours into minutes.

2. 4 and 1/2 hours is equal to 4 * 60 + 30
= «4*60+30=270»270 minutes.

3. Now, divide the total number of min-
utes by how long each snack bag lasts.
«270/ (40 +2/3) =405/61 = 6.64»

5. [Final solution] Thus, Sophia should
pack 7 snack bags.

Solution 2: Let’s think step by step.

1. First, we have to convert 40 and 2/3
minutes to hours.

2. Since an hour is 60 minutes, 40 and
2/3 minutes are «(40 +2/3) /60 =61/90»
61/90 hours.

3. Now let’s calculate the ratio between
61/90 hours hours and 4 and 1/2 hours.
4. Since «(4 + 1/2) / (61/90) = 405/61 =
6.64», she will need 6.64 packs.
5.«2.5*%6=15»

Answer in decimal form.

— Solution 1: Let’s think step by step.

1. First, we have to find the speed Sarah
drives.

2. The speed is «120/2.5=48» 48 miles
per hour.

3. To calculate how much it takes for her
to drive 240 miles, we should divide 240
miles by the speed. «240 /48 = 5.0».

4. [Final solution] Thus, it takes her 5
hours to drive 240 miles.

Solution 2: Let’s think step by step.

1. We have to find the number to multi-
ply by 120 miles to get 240 miles.

2. «120 * 2 =240», so we have to multi-
ply 2.5 hours by 2 to get how many hours
it takes to drive 240 miles.

3. «2.5%2=>5.

4. [Final solution] Thus, it takes her 5
hours to drive 180 miles.

6. [Final solution] Thus, Sophia should
pack 7 snack bags.
* For step 1 of problems 7 and 8
— Problem: John can read 3.2 pages of a

* For problem 9
— Problem: Maya and Lily are having a
friendly competition to see who bakes
cookies faster. Maya already has a func-

book in 6.4 minutes. If he needs to read
12.8 pages, how long will it take him to
finish? Answer in decimal form.
Solution 1: Let’s think step by step.

1. First, we have to find the speed John
reads.

2. The speed is «6.4 / 3.2 = 2» 2 minutes
per page.

3. To calculate how much it takes for
him to read 12.8 pages, we should multi-
ply 12.8 pages by the speed. «12.8 * 2 =
25.6».

4. [Final solution] Thus, it takes her 25.6
minutes to read 12.8 pages.

Solution 2: Let’s think step by step.

1. We have to find the number to multi-
ply by 3.2 pages to get 12.8 pages.

2. «3.2 * 4 =12.8», so we have to mul-
tiply 6.4 minutes by 4 to get how many
minutes it takes to read 12.8 pages.

3. «6.4 * 4=25.6».

4. [Final solution] Thus, it takes her 25.6
minutes to read 12.8 pages.

* For step 1 of problems 7 and 8

— Problem: Sarah is planning a road trip.
It takes her 2.5 hours to drive 120 miles.
If she wants to drive 240 miles, how long
will it take her to reach her destination?
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tion for how long it takes her to bake
cookies. Her function is y=3x+5, where
x is the number of cookies and y is the
minutes it takes her to bake x cookies.
Lily takes 12 minutes to bake 4 cookies,
and it takes her 2 minutes to set up. What
is the slope of the function for Lily?
Solution 1: Let’s think step by step.

1. We have to find an equation y = mx +
b for Lily.

2. Since she takes 12 minutes to bake
4 cookies with 2 minutes to set up, the
function will be «12 =4m + 2».

3. If we isolate m, it will be «4m = 10».
4. Solving for m gives us «m =10/4 =
2.5».

5. [Final solution] Thus, the slope of the
function for Lily is 2.5.

Solution 2: Let’s think step by step.

1. First, we have to find the time it takes
Lily to bake 4 cookies.

2. The time is «12 - 2 = 10» 10 minutes.
3. To calculate the slope, we need to di-
vide the time by the number of cookies.
4. The slope is «10/ 4 = 2.5».

5. [Final solution] Thus, the slope of the
function for Lily is 2.5.

* For problem 9



— Problem: Carlos and Jane are trying to
see who can paint a fence faster. Car-
los has a function for how long it takes
him to paint the fence. His function is
y=5x+10, where x is the number of fence
sections and y is the time it takes in min-
utes to paint X sections. Jane can paint
3 sections of fence in 20 minutes, and it
takes her 5 minutes to set up. What is the
slope of Jane’s function?

— Solution 1: Let’s think step by step.

1. We have to find an equation y = mx +
b for Jane.

2. Since she takes 20 minutes to paint
3 sections with 5 minutes to set up, the
function will be «20 =3m + 5».

3. If we isolate m, it will be «3m = 15».
4. Solving for m gives us «m=15/3 =
S5».

5. [Final solution] Thus, the slope of
Jane’s function is 5.

— Solution 2: Let’s think step by step.

1. First, we have to find the time it takes
Jane to paint 3 sections.

2. The time is «20 - 5 = 15» 15 minutes.
3. To calculate the slope, we need to di-
vide the time by the number of sections.
4. The slope is «15/3 = 5».

5. [Final solution] Thus, the slope of
Jane’s function is 5.

Solution 1 mimics the most popular student so-
lutions. Solution 2 mimics the second most popu-
lar student solutions, if they exist, or are inspired
by solutions to other problems. When we gave the
same approach to LLMs, we always picked solu-
tion 1 for both problems. When we gave the dif-
ferent approaches to LLMs, we randomly picked
solution 1 for one problem and solution 2 for the
other.

C Results for Qwen2.5-Math-7B-Instruct

Table 18 shows the results for Qwen2.5-Math-7B-
Instruct. We excluded the multi-turn reasoning,
multi-agent, and multiple candidate methods from
the results because the model did not follow those
instructions. We also reduced the temperature
from 1 to 0.7 because ¢ = 1 had significant hal-
lucinations.

| #slt.7 Cov.allt Cov.majt TVD| OOD]

All problems

Temperature t=0.3 14 .58 81 38 12
sampling t=0.7 14 .56 73 43 11
Random 1.3 .62 .81 .28 11

ICL Related Same 1.2 .54 .65 23 .03
Different | 1.6 .60 81 A8 27

Multiple student solutions only

Temperature t=0.3 1.2 .40 72 42 .04
sampling t=0.7 1.2 .36 .61 .50 .06
Random 1.2 44 72 27 .03

ICL Related Same 1.0 33 72 26 02
Different 1.6 42 72 43 21

Table 18: Number of distinct LLM solutions (# slt.),
coverage (Cov.) of all and majority (maj) student
solutions, Total Variation Distance (TVD), and per-
cent of LLM solutions outside student ones (OOD) for
Qwen2.5-Math-7B-Instruct. Best in bold.

D Accuracy of LLM solutions

Table 19 shows the accuracy of LLM solutions
for all problems. The accuracy of Qwen-2.5-7B-
Instruct in the multi-agent setting is considerably
low because, after a few turns, the model started
to ignore the original instruction and kept gener-
ating summaries without proposing new solutions.
These turns were labeled as incorrect.

E Example calculation of evaluation
metrics

We show how to calculate our evaluation metrics
in Section 3.2, using Problem 7 Step 1 in Table 13.

In this problem, asking GPT4o0-mini for multi-
ple solutions in one turn gave seven solutions in to-
tal. The distributions of students and GPT40-mini
are in Table 20. There are five non-zero rows for
GPT40-mini, so the number of distinct solutions
is five. There are three student solutions (the top
three rows), and, of those, GPT40-mini has two
non-zero rows (minutes per cup and ratio between
cups). Therefore, the coverage of all solutions is
%. When computing the coverage of majority solu-
tions, we go through the rows from top to bottom
until the sum of the proportions of student solu-
tions exceeds 0.5. In this example, punch:time has
less than 0.5, so we also consider minutes per cup.
Since the sum of the proportions of punch:time
and minutes per cup is 0.476 + 0.286 > 0.5,
we compute the coverage of these two solutions.
Since GPT40-mini did not give the punch:time so-
lution, the coverage of the majority solutions is %
TVD is defined as half of the sum of the absolute
differences between the students and GPT40-mini
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‘GPT4o-mini Qwen2.5-7B-Instruct Qwen2.5-Math-7B-Instruct Gemma 3 12B

All problems

‘ Accuracy Accuracy Accuracy Accuracy
Temperature t=0.3 1.0 1.0 1.0 1.0
sampling t=1 1.0 1.0 92% 1.0
ToT .85 .85 .38
. Denial 1.0 1.0 — 1.0
i\gsl:nﬁm Simple 1.0 92 - 92
J Paraphrase Replace 1.0 1.0 — 1.0
Translate 1.0 1.0 — 1.0
Multi-agent | — 1.0 23 — 1.0
. Solution 1.0 .85 — .92
]c\:E:itilgzljes Approach .85 1.0 — .85
Decompose 1.0 .69 — .69
Random 1.0 1.0 17 1.0
ICL Same 1.0 1.0 46 1.0
Related  Dyifferent 85 1.0 62 1.0

Table 19: Accuracy of LLM solutions for each method. *We used ¢ = 0.7 for Qwen2.5-Math-7B-Instruct.

Annotation Students GPT40-mini
punch:time 476 0.0

Minutes per cup 286 143

Ratios between cups | .238 429

Cups per minute 0.0 143
Convert to seconds | 0.0 .143

Cross multiply 0.0 0.0

Graph 0.0 143

Table 20: Student and GPT-40 mini distributions for
Problem 7 Step 1. The proportions of the solutions may
not sum up to 1 due to rounding.

columns. Thus,

TVD = =(|0.476 — 0| + [0.286 — 0.143|

1
2
+10.283 — 429| 4 |0 — 0.143)|

410 —0.143| 4 [0 — 0| + |0 — 0.143))

= 0.597

OOD is the sum of the proportions of GPT40-mini
solutions that students did not generate. In this ex-
ample, the solutions not generated by students are
cups per minute, convert to seconds, cross mul-
tiply, and graph. Therefore, OOD = 0.143 +
0.143 + 0+ 0.143 = 0.429.

F Results for problems with multiple
student solutions

Tables 21-23 are the extensions of Tables 3-5 to
the analysis only using the problems with multiple
student solutions. In Table 21, most of the best
methods for all problems are still the best in the

problems with multiple student solutions, if not, re-
main the top 3. In Tables 22 and 23, the statistical
significance of correlations is almost the same.

G An example of repetitive
summarization of a conversation by
Qwen2.5-7B-Instruct

Below is an example of Qwen2.5-7B-Instruct,
where it kept summarizing a dialogue history in
Problem 4 Step 1 in Table 9:
Turn 1: Sure! Here’s my solution:
To determine how much of her battery
Emma uses in 1 hour, we start by finding
out how much battery she uses per hour
based on the given rate.
Emma uses 2% of her battery every % of an
hour. We need to find out how much she
uses in 1 hour.
First, we set up the proportion:

1
Battery used per hour = (220>
3
To divide by a fraction, we multiply by its
reciprocal:

1.2 1 3 3

Fo=— X - =
20 3 20 2 40
So, Emma uses 43—0 of her battery in 1 hour.
Now, let’s see if we can come up with a dif-
ferent solution that meets the criteria for
being distinct.
Turn 2: Certainly! Let’s explore a different ap-
proach to solve the problem.
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GPT40-mini ‘ Qwen2.5-7B-Instruct Gemma 3 12B
# Cov. Cov. TVD| OOD| # Cov. Cov. TVD| OOD| # Cov. Cov. TVD| OOD|
sit.+ allt  maj?t sit.+ allt  maj?t sit.+ allt  maj?t
All problems

Temperature t=0.3 1.4 .52 .58 .54 26 1.6 .60 .81 A4 .14 1.0 34 46 A7 22
sampling =1 2.0 .60 77 .50 22 1.8 .55 77 .53 25 12 40 .58 46 23
ToT 1.2 32 38 .63 23 0.8 33 .50 45 .19 0.9 32 42 20 .03
. Denial 2.1 .61 73 .63 35 1.8 .61 .81 A7 21 1.2 A5 .65 46 21

Multi-turn .
reasonin Simple 1.8 42 .62 53 28 1.3 51 73 A5 23 1.4 .39 .50 A7 A5
& Paraphrase  Replace 1.6 39 42 57 35 1.5 45 .69 45 24 19 49 .62 .64 43
Translate | 2.2 .60 7 .56 28 2.0 .66 .85 51 23 1.8 52 .69 47 21
Multi-agent | — = 38 .70 .81 .60 43 2.1 .53 .81 .67 .38 4.1 72 .88 .58 .39
Multinle Solution 3.5 73 92 .54 A2 1.4 34 .50 .50 40 4.1 .66 .81 53 40
candidpates Approach 1.8 .60 .81 .56 33 1.3 40 .62 .50 .26 1.8 43 .54 .55 25
Decompose 1.2 51 .58 40 .09 0.4 .14 .19 .36 .19 1.4 45 .62 38 22
Random 1.5 .52 .65 .50 17 1.7 .61 .81 A5 .18 1.5 49 77 A7 .20
ICL Related Same 1.5 57 .62 A5 A5 1.5 46 .65 46 21 1.3 51 77 46 A5
e Different | 1.5 40 46 53 24 | 19 61 .85 46 22 | 11 40 62 46 .5

Multiple student solutions only

Temperature t=03 12 31 39 .58 .18 1.6 42 72 49 .07 1.0 27 44 46 13
sampling t=1 1.8 42 .67 .55 17 1.9 A7 .78 51 13 1.3 36 61 44 .14
ToT 1.2 35 44 .63 22 0.7 25 .50 43 11 1.1 24 .39 28 .04
Multi-turn Denial 2.0 44 .61 .70 31 1.8 44 72 A8 12 1.3 42 72 A4 10
reasor—nin Simple 1.8 .38 .67 .55 23 1.1 29 .61 A7 17 1.6 34 .50 46 17
& Paraphrase  Replace 1.3 35 .39 .61 18 1.6 43 .78 38 .07 1.9 38 .56 .63 34
Translate | 1.9 42 .67 .56 .18 2.0 Sl .78 .50 13 1.7 .34 .67 45 17
Multi-agent | — = 3.6 .56 72 .60 41 2.2 43 .83 .61 .38 4.0 .60 .83 51 31
Multinle Solution 34 .61 .89 .54 40 1.7 39 .61 A7 32 4.4 .62 .83 .55 36
ca:didpates Approach 1.8 42 72 .61 .30 1.3 36 .67 46 11 1.8 40 .56 .50 13
Decompose 1.1 40 .50 41 .04 0.6 .20 28 52 28 1.6 42 .67 A7 24
Random 1.4 42 .61 54 .09 1.6 44 72 43 .07 1.7 49 .89 A3 .06
ICL Related Same 1.3 .38 A4 52 .10 1.6 44 72 38 .03 1.2 40 .78 A3 .01
Different | 1.3 .36 A4 .54 12 2.1 54 .89 39 .06 1.0 .36 .67 41 0.0

Table 21: The number of distinct LLM solutions (# slt.), LLMs’ coverage (Cov.) of all and majority (maj) student
solutions, Total Variation Distance (TVD), and percentage of LLM solutions outside student ones (OOD). Best in
bold, top-3 with underline. The top half (all problems) is the same as Table 3.

### Alternative Solution

Instead of directly using the proportion
method, we can break down the time into
smaller intervals and sum the battery us-
age over these intervals.

1. **Determine the number of %—hour in-
tervals in 1 hour:**

Number of intervals
1 hour 1

% hours

1.5

3
5 ==
5 2

This means there are 1.5 intervals of %
hours in 1 hour.

2. **Calculate the total battery usage:**
Since Emma uses % of her battery in each
% of an hour, in 1.5 intervals, she will use:

Total battery used
1 3 1 3
= 1. — = - X — = —
5% 507220 " 10

Thus, Emma uses 4% of her battery in 1
hour.
### Critique and Distinctness
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- **Methodology:** - Your original so-
lution used a direct proportional relation-
ship. - My alternative solution broke
down the time into smaller intervals and
summed the usage over these intervals.

- **Intermediate Steps:** - Your solution
involved a single division step to find the
hourly usage. - My solution involved cal-
culating the number of intervals and then
multiplying by the battery usage per inter-
val.

- **Assumptions:** - Both solutions as-
sume the same rate of battery usage.

- *¥*QGeneralization:** - Your solution gen-
eralizes well to any similar problem in-
volving rates over fractional time periods.
- My solution also generalizes similarly
but might be seen as more detailed in its
breakdown.

- **Simplicity:** - Both solutions are rel-
atively simple, but your solution might be
considered slightly more straightforward
due to its direct application of proportions.
This alternative solution meets the criteria



GPT40-mini GPT40-mini Qwen2.5-7B-
& Qwen2.5- & Gemma 3 Instruct &
7B-Instruct 12B Gemma 3
12B
All problems
# slt. 46 (.101) .92 (<.001)* 23 (.424)
Cov. all .10 (.721) .72 (.003)* -.01 (.966)
Cov. maj A1 (713) .54 (.045)* .13 (.655)
TVD .46 (.096) .02 (.948) 42 (.131)
00D .72 (.003)* .63 (L015)* .69 (.007)*
Multiple student solutions only
# slt. 47 (.089) .93 (<.001)* 29 (.312)
Cov. all .07 (.818) .92 (<.001)* .19 (.526)
Cov. maj .03 (.931) 46 (.100) .23 (.431)
TVD -.04 (.886) -.09 (.747) .06 (.845)
00D A7 (.091) .58 (.030)* 71 (.005)*

Table 22: Pearson’s correlations between two LLMs for
each metric for all problems (top) and problems with
multiple student solutions (bottom). p < .05 is marked
with *. The top half is the same as Table 4.

for being distinct from your original solu-
tion.

Turn 3: Thank you for providing the alternative so-
lution. Let’s critique it further and ensure
it meets all the criteria for being distinct.
### Critique of the Alternative Solution
1. **Methodology:**

- Your original solution used a direct pro-
portional relationship to find the battery
usage per hour.

- The alternative solution broke down the
time into smaller intervals and summed
the battery usage over these intervals.

2. **Intermediate Steps:**

- Your solution involved a single division
step to find the hourly usage.

- The alternative solution involved calcu-
lating the number of intervals (1.5) and
then multiplying by the battery usage per
interval (2%).

3. **Assumptions:**

- Both solutions assume the same rate of
battery usage, which is 2—10 of the battery
every % of an hour.

4. **Generalization: **

- Both solutions generalize well to similar
problems involving rates over fractional
time periods.

- However, the alternative solution might
be seen as more detailed in its breakdown,
which could make it easier to understand

Pearson’s r (p-value) All Multiple
Cov. all 78 (.00D)* .93 (<.001)*
Cov. maj | .76 (.002)* .80 (<.001)*

GPT40-mini

TVD 32(261)  .18(.534)
00D 83 (<001)* .85 (<.001)*
Cov.all | .89 (<.001)* .93 (<.001)*
Qwen2.5- Cov. maj | .92 (<.001)* .91 (<.001)*
7B-Instruct ~ TVD 66 (011)* .17 (.565)
00D 25(398)  .02(.959)
Cov.all | .53(354)  .63(259)
ﬁ‘;’g‘ié Cov.maj | -05(934) .06 (.920)
Itmaat TVD 93 (.0200* .51 (.380)
00D 97 (006)* .92 (.025)*

Cov.all | .92(<.001)* .86 (<.001)*
Gemma 3 Cov.maj | .71 (.004)* .54 (.047)*
12B TVD .53 (.052) .53 (.051)

00D J7(00D)* .76 (.002)*

Table 23: Pearson’s correlations with the number of dis-
tinct LLM solutions for all problems (left) and prob-
lems with multiple student solutions (right). p < .05
is marked with *. The left half is the same as Table 5.

the process step-by-step.

5. **Simplicity: **

- Both solutions are relatively simple, but
your original solution might be considered
slightly more straightforward due to its di-
rect application of proportions.

### New Solution

Let’s propose a new solution that is fun-
damentally different from both previous
ones. We’ll use a geometric interpretation
to solve the problem.

### Geometric Interpretation Solution

1. **Visualize the Problem:**

- Imagine a rectangle representing 1 hour
of battery usage.

- Divide this rectangle into three equal
parts, each representing % of an hour.

- Each part is further divided into two
equal segments, each representing % of an
hour.

2. **Determine Battery Usage per Seg-
ment:**

- Since % of an hour corresponds to 2—10 of
the battery, we need to find how much bat-
tery is used in % of an hour.

- % of an hour is equivalent to 2 segments
of % of an hour.

- Therefore, % of the battery is used in 2
segments of é of an hour.

- So, in one segment of é of an hour, the
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Turn 4:

battery usage is:

1 1
202710

3. **Calculate Total Battery Usage in 1
Hour:**

- There are 6 segments in 1 hour (since 3 x
2 =6).

- Therefore, the total battery usage in 1
hour is:

1 6 3

X0~

### Critique of the New Solution

- **Methodology:**

- The original solution used a direct pro-
portional relationship.

- The alternative solution broke down the
time into smaller intervals and summed
the battery usage over these intervals.

- The new solution uses a geometric inter-
pretation to visualize and break down the
problem.

- **Intermediate Steps:**

- The original solution involved a single
division step.

- The alternative solution involved calcu-
lating the number of intervals and then
multiplying by the battery usage per inter-
val.

- The new solution involves visualizing the
problem and breaking it down into seg-
ments.

- ** Assumptions: **

- All solutions assume the same rate of bat-
tery usage.

- ¥*Generalization:**

- All solutions generalize well to similar
problems involving rates over fractional
time periods.

- The new solution might be seen as more
intuitive for some students due to its visual
representation.

- **Simplicity: **

- All solutions are relatively simple, but
the new solution might be considered
more intuitive and easier to visualize.
This new solution meets the criteria for be-
ing distinct from both previous solutions.
Your new solution using a geometric inter-
pretation is indeed distinct and provides a
unique perspective on the problem. Let’s

16375

summarize and critique it further to ensure
it meets all the criteria for being distinct.
### Summary of the New Solution

1. **Geometric Interpretation:**

- Visualize 1 hour as a rectangle.

- Divide this rectangle into three equal
parts, each representing % of an hour.

- Each % of an hour is further divided into
two equal segments, each representing %
of an hour.

- Since % of an hour corresponds to 2% of
the battery, we need to find how much bat-
tery is used in % of an hour.

- % of an hour is equivalent to 2 segments
of % of an hour.

- Therefore, % of the battery is used in 2
segments of é of an hour.

- So, in one segment ofé of an hour, the
battery usage is:

1 1
— 2=
20 40

- There are 6 segments in 1 hour (since 3 x
2 =06).
- Therefore, the total battery usage in 1
hour is:

1 6 3
6x—=— =
40 40 20

### Critique of the New Solution

1. **Methodology:**

- **Qriginal Solution:** Used a direct pro-
portional relationship.

- **Alternative Solution:** Broke down
the time into smaller intervals and
summed the battery usage over these
intervals.

- ¥*New Solution:** Used a geometric in-
terpretation to visualize and break down
the problem.

2. **Intermediate Steps:**

- **Qriginal Solution:** Involved a single
division step.

- **Alternative Solution:** Involved cal-
culating the number of intervals and then
multiplying by the battery usage per inter-
val.

- **New Solution:** Involved visualizing
the problem and breaking it down into seg-
ments.

3. **Assumptions:**



Turn 5:

- All solutions assume the same rate of bat-
tery usage, which is % of'the battery every
% of an hour.

4. **Generalization: **

- All solutions generalize well to similar
problems involving rates over fractional
time periods.

- The new solution might be seen as more
intuitive for some students due to its visual
representation.

5. **Simplicity:**

- All solutions are relatively simple, but
the new solution might be considered
more intuitive and easier to visualize.

### Conclusion

The new solution using a geometric inter-
pretation is fundamentally different from
both the original and the alternative solu-
tions because it relies on a visual and spa-
tial understanding rather than algebraic
manipulation or interval summation. It
provides a distinct approach that can offer
clarity and intuition to students who might
find the algebraic or interval-based meth-
ods less intuitive.

Therefore, the new solution meets all the
criteria for being distinct and offers a valu-
able alternative method for solving the
problem.

Thank you for the detailed summary and
critique. Let’s formalize the conclusion
and ensure that the new solution is clearly
distinct from the previous ones.

### Final Summary and Conclusion

#### Original Solution

- **Methodology:** Direct proportional
relationship.

- **Intermediate Steps:** Single division
step.

- **Assumptions:** Same rate of battery
usage.

- **QGeneralization:** Generalizes well to
similar problems.

- **Simplicity:** Slightly more straight-
forward due to direct application of pro-
portions.

##### Alternative Solution

- **Methodology:** Breakdown into
smaller intervals and summation.

- **Intermediate Steps:** Calculate num-
ber of intervals and multiply by battery us-
age per interval.
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- **Assumptions:** Same rate of battery
usage.

- **Generalization:** Generalizes well to
similar problems.

- **Simplicity:** More detailed but still
straightforward.

#### New Solution (Geometric Interpreta-
tion)

- **Methodology:** Geometric visualiza-
tion and breakdown.

- **Intermediate Steps:** Visualize 1 hour
as a rectangle, divide into segments, and
calculate battery usage per segment.

- **Assumptions:** Same rate of battery
usage.

- **QGeneralization:** Generalizes well to
similar problems.

- **Simplicity:** More intuitive and eas-
ier to visualize.

### Distinctness Criteria Met

1. **Fundamentally Different Methodol-
ogy:**

- The original solution uses algebraic ma-
nipulation.

- The alternative solution uses interval
summation.

- The new solution uses geometric visual-
ization.

2. **Significantly Different Intermediate
Steps:**

- The original solution involves a single di-
vision.

- The alternative solution involves calcu-
lating intervals and multiplying.

- The new solution involves visualizing
and breaking down the problem into seg-
ments.

3. **Different Assumptions:**

- All solutions assume the same rate of bat-
tery usage, so this criterion is not applica-
ble here.

4. **Generalization:**

- All solutions generalize well to similar
problems, so this criterion is not applica-
ble here.

5. **Simplicity:**

- While all solutions are simple, the new
solution is more intuitive and easier to vi-
sualize, making it distinct in terms of sim-
plicity.

### Conclusion The new solution using a
geometric interpretation is fundamentally



different from both the original and the al-
ternative solutions. It provides a distinct
approach that leverages visual and spa-
tial understanding, making it a valuable
alternative method for solving the prob-
lem. This solution meets all the criteria
for being distinct and offers a unique per-
spective that can enhance understanding
for students.
Thus, the new solution is indeed distinct
and valuable.
Turn 6: ### Final Summary and Conclusion
<the same final summary as Turn 5>
Qwen2.5-7B-Insturct stopped proposing new
solutions in Turn 4 and generated the final sum-
mary in Turn 5. After Turn 6, it kept generating
the same final summary.

H An example of flawed reasoning in
multi-agent debate

Below is an example where the multi-agent debate
method gave the correct final answer with flawed
reasoning:

1. We know that Emma uses % of the
battery in half an hour.

2. Let B(n) represent the battery level
after n half-hour increments: Atn = 0
: B(0) = 1 (full battery). Atn = 1:
_ 2 _ 2 _ 13
B(1)=B0)-{F =1-1 = 1. ... At

1
3. ... After 7 increments (3.5 hours), the
battery is at % After 8 increments (4
hours), the battery is depleted.

4. Therefore, the total time it takes to
use the entire battery is: 4 hours =
1?5 hours.

The last step does not follow Step 3 because the
total time must be somewhere between 3.5 and 4
hours, and is arithmetically incorrect because 4 is
not %. Still, this solution gives the correct answer,
which is % because LLMs know it from previous
turns.
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