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Abstract

This paper introduces essential resources for
Qur’anic studies: an annotated Tafsir ontol-
ogy, a dataset of approximately 4,200 question-
answer pairs, and a collection of 15 structured
Tafsir books available in two formats. We
present a comprehensive framework for han-
dling sensitive Qur’anic Tafsir data that spans
the entire pipeline from dataset construction
through evaluation and error analysis. Our
work establishes new benchmarks for retrieval
and question-answering tasks on Qur’anic con-
tent, comparing performance across state-of-
the-art embedding models and large language
models (LLMs). We introduce OntologyRAG-
Q, a novel retrieval-augmented generation ap-
proach featuring our custom Ayat-Ontology
chunking method that segments Tafsir con-
tent at the verse level using ontology-driven
structure. Benchmarking reveals strong per-
formance across various LLMs, with GPT-4
achieving the highest results, followed closely
by ALLaM. Expert evaluations show our sys-
tem achieves 69.52% accuracy and 74.36% cor-
rectness overall, though multi-hop and context-
dependent questions remain challenging. Our
analysis demonstrates that answer position
within documents significantly impacts retrieval
performance, and among the evaluation met-
rics tested, BERT-recall and BERT-F1 corre-
late most strongly with expert assessments.
The resources developed in this study are
publicly available at https://github.com/
sazani/OntologyRAG-Q.git.

1 Introduction

LLMs’ importance across all domains is rapidly
growing, revolutionizing how information is
processed, generated, and applied in diverse
fields—from healthcare (Zhang et al., 2025) to ed-
ucation (Wen et al., 2024), law (Siino et al., 2025),
and beyond (Mahmud et al., 2025).
Tafsir (exegesis), the interpretation of the Qur’an,

is a critical domain, especially within religious and

linguistic contexts, where accuracy, nuance, and
contextual sensitivity are essential (Abdelnasser
et al., 2014). There is a growing use of LLMs,
such as ChatGPT(OpenAI, 2023), to assist in the
interpretation, analysis, and answering of questions
related to Qur’anic content. However, despite their
potential, these models still exhibit notable limita-
tions in handling such content effectively (Phan
et al., 2024). Scholars are primarily concerned
about issues such as the reliability of generated con-
tent, potential biases, lack of source transparency,
and the risk of misinterpretation. There is a clear
and urgent need to develop reliable, transparent,
and ethically aligned systems that can utilize the
transformative potential of LLMs. This begins with
the creation of robust, domain-specific resources.
One of the key challenges associated with LLMs

is hallucination (Ji et al., 2023). The issue of hallu-
cination becomes even more critical when dealing
with domain-specific questions, particularly in sen-
sitive domains such as Qur’anic content. Retrieval-
Augmented Generation (RAG) has been proposed
as a solution to mitigate hallucination by grounding
model outputs in external knowledge sources (Ton-
moy et al., 2024; Li et al., 2025). However, it is
still limited when dealing multi-hop question an-
swering (Saleh et al., 2024) and scenarios where
the retrieved information may be partial or impre-
cise (Feng and He, 2025).
Several valuable Qur’anic ontologies have been

developed, including (Dukes et al., 2010; Sherif
andNgongaNgomo, 2015; Khan et al., 2013). How-
ever, these ontologies have primarily focused on
morphological and syntactic analysis. Therefore,
there is an urgent need to extend and adapt these
ontologies to support and utilize the capabilities of
LLMs.
This work makes several key contributions to the

field of AI-driven Qur’anic Tafsir. First, we present
a set of resources, including an annotated Tafsir
ontology, a Tafsir-focused QA dataset, a Tafaseer
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(ريسافت) 1 dataset, and a framework, offering essen-
tial tools for scholars and researchers. We also
propose a RAG approach featuring a novel chunk-
ing method, termed Ayat-Ontology, which applies
ontology-based structuring at the verse level to en-
hance the accuracy and contextual depth of inter-
pretation and analysis. The effectiveness of this
approach is demonstrated through benchmark evalu-
ations on retrieval and question-answering tasks us-
ing state-of-the-art embeddings and LLMs. Results
show that the proposed method performs robustly,
with GPT-4 and ALLaM (Bari et al.) achieving the
highest performance. In addition, this study pro-
vides a comprehensive empirical analysis, evaluat-
ing the types of errors, retrieval efficiency, question
categories, and the influence of passage positioning
within the document on model responses.

2 Literature Review

2.1 Qur’anic Ontologies
Dukes et al. (2010) presented the guidelines for
developing and annotating the Qur’anic Arabic De-
pendency Treebank (QADT), which includes two
main levels of analysis: morphological annotation
and syntactic representation. Their approach details
the syntactic representation choice, providing com-
prehensive documentation for tags, inflection fea-
tures, and dependency graph edge labels. This pro-
cess involved multiple stages, including automatic
morphological tagging, manual verification, and
online collaborative annotation. Dukes and Habash
(2010) manually verified and computationally ana-
lyzed the Qur’anic Arabic Corpus, contributing to a
deeper understanding of the morphological aspects
of Qur’anic Arabic. Zaghouani et al. (2012) pro-
vided a semantic annotation for 50 verbs previously
annotated in (Dukes and Buckwalter, 2010). Sherif
and Ngonga Ngomo (2015) developed the Semantic
Qur’an Ontology, a multilingual Resource Descrip-
tion Framework (RDF) representation of Qur’an
translations across 43 languages. This ontology
incorporates morpho-syntactic data for in-depth
linguistic analysis and comparison of translations.
Khan et al. (2013) created a domain ontology fo-
cused on living creatures, including animals and
birds mentioned in the Qur’an. Similarly, Al-Yahya
et al. (2010) designed a computational model repre-
senting Arabic lexicons, specifically applied to the
”Time nouns” in the Qur’an. Another theme-based

1Tafaseer is the plural of Tafsir, referring to multiple Tafsir
books.

ontology was developed by (Ta’a et al., 2014), cate-
gorizing Qur’anic content into distinct themes, with
a special focus on the Syammil Al-Quran Miracle.
Sharaf and Atwell (2012) developed a corpus an-
notating personal pronouns and their antecedents
in the Quran, creating an ontological list of over
24,500 pronouns.

2.2 RAG LLM
In the context of Arabic RAG, El-Beltagy and Ab-
dallah (2024) conducted a study to evaluate the
effectiveness of RAG for Arabic text. The study uti-
lized two datasets: the Arabic EduText Secondary
School dataset, compiled by the authors, and the
ARCD (Arabic Reading Comprehension Dataset).
For retrieval tasks, the authors assessed various se-
mantic embedding models and evaluated different
LLMs for their performance. Similarly, the study in
(Al-Rasheed et al., 2025) focused on Arabic lexical
information retrieval, including tasks like transla-
tion, editorialization, root extraction, and part-of-
speech tagging.
In parallel, advanced RAG techniques have been
developed. For example, Wang et al. (2024) in-
troduced a multiple partition paradigm for RAG,
termedM-RAG,where each database partition func-
tions as a basic unit for RAG execution. Building
on this concept, we propose a novel framework that
integrates LLMs with Multi-Agent Reinforcement
Learning to optimize various language generation
tasks, achieving significant improvements. Addi-
tionally, Niu et al. (2023) introduced RAGTruth,
a corpus designed to analyze word-level halluci-
nations across multiple domains and tasks within
standard RAG frameworks for LLM applications.
RAGTruth contains nearly 18,000 naturally gen-
erated responses from various LLMs using RAG.
Their findings highlight that it is possible to fine-
tune smaller LLMs to achieve competitive perfor-
mance in hallucination detection when compared to
prompt-based methods using state-of-the-art LLMs
like GPT-4.
Jeong et al. (2024) proposed an adaptive question-

answering framework capable of dynamically se-
lecting the most appropriate strategy for retrieval-
augmented LLMs, ranging from simple to sophisti-
cated methods based on the complexity of the input
query. A lightweight language model was intro-
duced that serves as a classifier to predict query
complexity. The approach was evaluated on an
open-domain QA dataset covering three levels of
query difficulty, demonstrating improved efficiency
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and accuracy compared to relevant baselines.
Saleh et al. (2024) proposed a zero-shot subgraph
RAG approach that leverages the structured nature
of knowledge graphs to effectively answer multihop
questions using LLMs. Their method constructs a
Cypher query based on the question to retrieve a
set of semantically relevant subgraphs, which are
then provided as contextual input to the LLM. The
approach was evaluated on a benchmark question-
answering dataset in the movie domain, demonstrat-
ing a substantial improvement in the accuracy of
2-hop and 3-hop questions when using LLAMA
8B Instruct and GPT-4 Turbo, compared to both
models operating with and without standard RAG
techniques.
While previous approaches largely relied on ex-
ternal knowledge, some efforts aim to develop
knowledge-augmentation frameworks without such
resources. For example, (Liao et al., 2024) pro-
posed Awakening-Augmented-Generation (AAG),
which mimics human thinking and recall to fill
knowledge gaps, activating relevant information
within LLMs without external sources. AAG in-
cludes two key components: Explicit awakening,
which fine-tunes a context generator to produce a
synthetic document as symbolic context, and Im-
plicit awakening, which uses a hypernetwork to
create adapters based on the query and synthetic
document, providing parameter-based context for
the LLM.
Previous work on Qur’anic ontologies has primar-
ily addressed morphological and semantic aspects,
while RAG applications in Arabic remain limited.
This study introduces a comprehensive resource
suite for Qur’anic Tafsir, featuring a structured on-
tology and a custom verse-level chunking method,
OntologyRAG-Q. It also presents the first bench-
mark for Qur’anic retrieval and QA using state-
of-the-art LLMs and embeddings. Supported by
expert evaluation, the results show improved per-
formance and address prior limitations. Compared
to other advanced approaches, this work is distinct
in its methodology, domain focus, and overall con-
tributions.

3 Tafsir ontology and datasets

3.1 Tafsir ontology

Figure 1 illustrates the developed ontology for
Tafsir. The ontology provides a structured represen-
tation of Tafsir-related knowledge by modeling re-
lationships among Surahs (chapters), Ayat (verses),

Tafsir texts (interpretations), Hedayat (guidance),
Maqasid (key objectives), and questions and an-
swers derived from the Tafsir.

The ontology is grounded in two core datasets:
the Tafaseer dataset and the QA dataset, de-
scribed in Sections 3.2 and 3.3, respectively. Each
Surah/chapter is identified by its unique ID and
name and includes Maqasid (key objectives) ex-
tracted from Tafisr al-Muyassar, such as the reason
for its naming and its thematic purpose. At the verse
level, each ayah is defined by its position (start and
end numbers), its text, and the corresponding Tafsir,
and Hedayat (guidance) are extracted.

From each Tafsir excerpt, a variety of ques-
tions and answers have been generated. Each ques-
tion is enriched with multiple attributes and labels,
supporting a multi-label classification framework
where each label can span multiple classes. This
ontological structure not only enables advanced se-
mantic queries but also serves as a backbone for
intelligent Tafsir-based QA systems.

3.2 Tafaseer dataset

Tafaseer dataset comprises a curated collection of
15 Tafsir books, systematically gathered from Al-
Baḥith Al-Qur’ani2, a well-established and rep-
utable platform for Qur’anic research. A summary
of the collected Tafsir volumes is provided in Ta-
ble 6, Appendix A.

Each Tafsir source has been organized and stored
in CSV format, where each file corresponds to one
book and contains structured attributes, as detailed
in Table 7, Appendix A. It is important to note that
many Tafsir books do not interpret each verse in iso-
lation. Instead, they often provide an exegesis that
spans multiple continuous verses. In such cases, the
same exegesis is duplicated for each relevant verse,
with the “Related” attribute indicating the initial
verse of the excerpt. This version, referred to as
Tafaseer Dataset I, includes 6,236 samples per file,
aligning with the total number of verses in the Holy
Qur’an. Additionally, a second version of Tafaseer
dataset has been developed, Tafaseer Dataset II, in
which each sample corresponds to a specific excerpt,
either a single verse or a sequence of related verses,
as defined by the Tafsir book. Figure 2 presents the
distribution of samples across the different sources
in Tafaseer Dataset II.
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Figure 1: Developed Tafsir ontology

Figure 2: Statistics of the Tafaseer Dataset II

3.3 QA dataset

We developed a QA dataset sourced from two Tafsir
books: Aysar at-Tafaseer and Tafsir Al-Muyassar.
Aysar at-Tafaseer comprises 1,290 excerpts, cover-
ing all the verses of the Qur’an, while Al-Muyassar
consists of 6197 excerpts. Figure 3 illustrates the
overall process of the dataset development. Draw-
ing from Aysar at-Tafaseer and considering the sub-
stantial length of the text, we selected a diverse and
representative sample of Surahs (chapters) from
the Qur’an. This includes Surahs from the be-

2https://tafsir.app/

ginning, Surah 1: Al-Fatiha (The Opening) and
Surah 2: Al-Baqarah (The Cow), from the mid-
dle, Surahs 21: Al-Anbiya (The Prophets) to 30:
Ar-Rum (The Romans); and from the end, Surahs
70: Al-Ma’arij (The Ascending Stairways) to 114:
An-Nas (Mankind). This approach allows for a thor-
ough evaluation of the model’s ability to retrieve
and interpret information from different sections of
both the Qur’an and Tafsir books.
Each Surah was segmented at the verse level (ex-

cerpt), and each segment was then processed by
GPT-3.5 to generate seven unique questions, using
the following prompt

Create seven questions and their corresponding an-
swers from the given text:\n\n{text}. Answers and
questions must be from the given text and should be in
Arabic

We generated around 2790 QA pairs. These pairs
were thoroughly reviewed, during which several
categories were identified for revision:

• Delete: Applied when a question is found to be
meaningless, the answer is incorrect, or there
is ambiguity in the pair. As a result, approxi-
mately 152 questions were deleted.
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Figure 3: Process of QA-dataset development

• Question-Modified: Used to improve the
readability, accuracy, and clarity of a question,
ensuring it conveys its intended meaning more
effectively. As a result, around 606 questions
were modified.

• Answer-Modified: Employed to refine the an-
swer, enhancing its readability and ensuring it
aligns more clearly with the question and its
context. About 15 answers were modified.

• Question and Answer-Modified: Both the
question and answer are revised to improve
clarity, accuracy, and meaning. As a result, 25
question-answer pairs were modified.

• New: Introduced when important knowledge
or insights were overlooked, requiring a new
question-answer pair to fill the gap. As a result,
45 new pairs were added during the first cycle.

After these revisions, we ended up with around
2,680 refined QA pairs. In addition, a total of
1,290 question–answer pairs were extracted from
Aysar at-Tafaseer, focusing on verses related to He-
dayat (guidance) across the entire tafsir book. Each
question follows the template: ”What guidance
is provided by [the verse or a set of continuous
verses]?”
Similarly, from Tafsir Al-Muyassar, we manually

created 114 questions exploring the reasoning be-
hind the naming of each Surah (chapter), framed
as: ”What is the reason for naming the Surah
of [Surah Name]?” An additional 114 questions
were compiled to reflect the stated purpose or over-
arching message of each Surah, phrased as: ”What
is the purpose of the Surah of [Surah Name]?”
Table 1 provides a detailed statistical overview of
the QA dataset review and refinement process, high-
lighting the distribution of generated, modified,
deleted, and manually extracted items.

Stage Count
Initial Generated 2788
Removed During Revision -152
New Manually Added +45
Manual: Hedayat (Gauidance) +1290
Manual: Surah Name Reasoning +114
Manual: Surah Purpose +114
Final Total 4199

Table 1: Statistical summary of QA dataset construction
stages

3.4 Question classification
Classifying questions by expected answer type is
essential for guiding RAG systems toward the most
relevant resources and narrowing the search space.
Each question was annotated with the following
details:

• Direct or Indirect Question: To identify
whether the question directly asks for infor-
mation or implies it.

• Repeated or Multiple Answers: For questions
that may have several possible answers based
on context or due to repeated alliteration.

• Type I question, the questions have been classi-
fied into three categories: Factual, Descriptive,
or Confirmation.

• Type II question: To define the Tafsir topic
and the intent or category of the expected an-
swer. In collaboration with domain scholars,
we defined 14 question types corresponding
to expected retrieved answer categories spe-
cific to Tafsir, as detailed in Appendix A, Ta-
ble 9. Then, the first author, together with
two part-time undergraduate research assis-
tants at KFUPM, carried out the initial an-
notation of this question type. These anno-
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tations were subsequently reviewed and val-
idated by the project’s internal consultant in
the Islamic scholarship domain at KFUPM.
The inter-annotator agreement for this stage
was 72%. This procedure was excluded for
manually created pairs, as they were classi-
fied directly owing to their clearly defined and
unambiguous types.

4 Benchmark Experiments

Figure 4 illustrates the proposed approach, which
consists of several key modules: chunking, embed-
ding, retrieval, and generation.

Ontology-based chunking. Chunking refers to
the cognitive process of breaking down large bod-
ies of text into smaller, more manageable segments
or ”chunks.” This technique plays a pivotal role in
optimizing both the retrieval and generation compo-
nents of a RAG system. Various types of chunking
exist, including token-based and semantic chunking.
We propose an innovative ontology-based chunk-
ing method, specifically applied at the Ayat/Verses
level. In this method, each chunk represents an
individual Ayah/verse or a set of verses, enriched
with ontology-related information, defined above.
This additional layer of contextual understanding
enhances the accuracy and relevance of the system’s
responses, allowing for more nuanced and precise
retrieval and generation processes. Adding such
information explicitly into the chunk will enhance
the retrieval of questions related to verses numbers,
the name of Surah, and other key attributes, further
improving the system’s overall performance.

Embedding Name Model Vector Dimension
Open AI text-embedding-ada-002 (TEA2) 1536
E5 Multilingual-E5-small (E5-small) 384

Table 2: Embeddings details

Embeddings. Embeddings are dense vector rep-
resentations that encode the semantic meaning of
text, serving as a critical component in both the re-
trieval and generation stages of a RAG system (Gao
et al., 2023). The evaluated embeddings details are
presented in Table 2.

Generative models. For text generation, we con-
sidered ALLaM and GPT-4. Table 3 provides de-
tailed specifications of the models used. The fol-
lowing prompt was employed, explicitly instructing

the LLMs to generate answers based solely on the
retrieved context.

You are an expert in interpreting the Quran, specifically
designed to answer users’ questions. Provide answers
solely based on the context provided below. Do not
draw upon any external or prior knowledge or infor-
mation. If the answer is not found within the given
context, respond with ’I don’t know.’ Ensure that the
Ayah (verses) are quoted verbatim as they appear in
the Quran. All answers should be provided in Arabic.
Context: {relevant_docs}
Question: {query}
Answer:

Evaluation framework. Our evaluation frame-
work is mainly based on lexical-based metrics,
including BLEU (Papineni et al., 2002) and
CHRF (Popović, 2015), and semantic-based met-
rics, using BERTScore (Zhang et al., 2019). In
the benchmarking evaluation, the focus was placed
on direct questions, as RAG-based applications are
inherently designed for direct question answering.
Since the objective is to develop multipurpose re-
sources, indirect questions remain useful and can
be applied in related downstream tasks. The initial
direct set (Direct Set I), comprising 1,178 QA pairs,
was used for evaluation. Although this set was later
expanded to 2,350 QA pairs (Direct Set II), the eval-
uation was restricted to Direct Set I due to the sub-
stantial time required for domain-expert assessment.
In addition, qualitative evaluation was conducted
by a domain expert in Islamic scholarship. The
scholar was provided with an interface composed
of ”Question”, ”Context from which the question
and answer extracted”, ”The Answer”, ”The Gen-
erated Answer from the system”, the evaluation as
a scale from 1-5 such that 1 is the answer is totally
incorrect while 5 the answer is totally correct and
accurate. Based on the domain scholar evaluation
analysis, two key assessment measures were identi-
fied: accuracy and correctness. Accuracy refers
to responses that are both correct and detailed. On
the other hand, correctness denotes answers that
are factually valid but may be less precise or contain
limited explanatory detail, yet are still considered
acceptable.

5 Results and discussion

Table 4 presents results across all chunking meth-
ods, embedding models, and LLMs. The upper
section reports the baseline (semantic chunking),
while the lower section shows our proposed method.
Search type is either Similarity or MMR (Maxi-
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Figure 4: High-level structure of the Ayat-Ontology-based RAG system

Model Description Size Focus Language Organization
ALLaM SDAIA’s private Arabic language model based on LLaMA 2. 7B Arabic-focused NLP tasks Arabic SDAIA
GPT-4O-mini Likely a smaller, optimized version of GPT-4. ~8B General-purpose conversational AI Multilingual, focus on high efficiency OpenAI

Table 3: Evaluated LLMs for the generative task in the proposed approach

mal Marginal Relevance). k is the number of top
documents retrieved, and fetch_k is the number of
documents initially retrieved for the MMR algo-
rithm (default = 20). lambda_mult controls diver-
sity in MMR (1 = minimum, 0 = maximum; default
= 0.5). The temperature was set to zero in most
cases. Among the embedding models, multilingual-
e5-small achieved the best overall performance, and
GPT-4O-mini achieved the best performance. Ac-
cordingly, we adopted the multilingual-e5-small
embedding model for subsequent experiments.
The proposed approach demonstrates a notable

advantage in handling questions that cannot be di-
rectly answered through traditional semantic chunk-
ing, such as those requiring information about the
number of verses (Ayat), names of Surah (chapters),
or verse references related to specific queries. This
improvement is attributed to the integration of rele-
vant contextual and structural information within
each chunk.

Qualitative analysis. We enforce the proposed
approach to explicitly state ’I don’t know’ when the
system lacks sufficient context to provide a valid
response. This ensures relevance by preventing off-
topic answers, maintains correctness by avoiding
incorrect or speculative information, and upholds
faithfulness by transparently acknowledging the sys-
tem’s limitations. In our case, this approach is en-
forced through prompt-based conditioning. As a

result, we identified 139 cases where the system’s
response implicitly or explicitly indicated a lack of
knowledge, effectively conveying the meaning of
”I don’t know”. We analyzed the types of questions
that led to these outcomes. We found that most
of these questions were more complex, often re-
quiring specific answers derived from a given text,
such as: ”What is the meaning of [WORD] in a
[TEXT]?” where [TEXT] may refer to a verse or an
excerpt from a Tafsir. Examples of such questions
are provided in Figure 7, Appendix B.

Domain scholar evaluation and analysis. The
best-achieving responses, based on the evaluated
configurations, were subsequently submitted to the
domain scholar for evaluation. We identified the
following key observations:

• Out of 1178, 720 cases were rated as score 5,
which means that the answer is correct and
accurate. In two samples, we observed that
the scholar’s comments indicated that the re-
sponses provided by the proposed system were
superior to the label answers. Upon analyzing
these cases, we found that the questions have
multiple possible answers scattered across dif-
ferent sections of the source. Those cases are
presented in Appendix B Figure 8.

• A total of 62 questions were rated as score 4
by the scholar evaluator. Most of the questions
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BERT scoreLLM Chunk Parameters Embedings BLEU CHRF Precision Recall F1
ALLaM Semantic k:3, MMR TEA2 1.10 14.69 61.56 72.03 66.31
ALLaM Semantic k:6, MMR, ’lambda_mult’: 0.25 TEA2 1.16 15.32 62.15 72.09 66.68
ALLaM Semantic k:6, MMR, fetch_k: 50 TEA2 1.06 15.26 62.43 72.30 66.93
ALLaM Semantic k:3, MMR E5-small 1.21 15.42 61.30 71.90 66.10
ALLaM Semantic k:3, Similarity E5-small 1.36 16.05 62.10 72.90 67.00
GPT-4O-mini Semantic k:3, MMR E5-small 1.32 18.09 63.75 73.80 68.34
GPT-4O-mini Semantic k:3, MMR TEA2 1.21 17.69 63.66 73.21 68.03
GPT-4O-mini Semantic k:6, MMR E5-small 3.06 25.50 68.82 76.01 72.18
GPT-4O-mini Semantic k:6, MMR TEA2 1.27 18.22 63.96 73.69 68.41
ALLaM Ayat ontology k:6, Similarity E5-small 3.36 25.06 65.88 75.43 70.25
GPT-4O-mini Ayat ontology k:6, Similarity, temperature=0.0 E5-small 16.93 41.12 76.15 79.59 77.71
GPT-4O-mini Ayat ontology k:6, Similarity, temperature=0.7 E5-small 18.07 39.99 75.64 78.28 76.79

Table 4: Experimental results.

Accuracy Correctness
Including ”I don’t know” 69.52 74.36
Excluding ”I don’t know” 78.88 84.38

Table 5: Domain scholar results under different response
inclusion criteria

were rated without any comments, while some
received feedback due to the system provid-
ing valid answers from different excerpts in
the same Tafsir source. This was especially
true for questions where the answer was de-
rived from multiple verses or different parts
of the source. Other feedback indicated that
the system successfully retrieved the correct
corresponding verse, but without the full an-
swer. Examples of these cases are provided in
Appendix B and Figure 9.

• A total of 59 answers received a score of 3.
Upon reviewing these cases, we found that
none of the responses are incorrect. All are
correct; however, the lower scores were mainly
due to: 1) the system either presenting only the
relevant verses without sufficient interpretive
detail (tafsir), 2) providing a correct or alter-
native answer derived from another position
in the same source, 3) general answers, repre-
sented by a small number of cases (which can
be improved by either rephrasing the question
or interactive questions), or 4) for few cases,
the source and the system answers have the
same meaning. Selected examples are pre-
sented in Appendix B, Figure 10.

• A total of 35 questions were rated by the
scholar with a score of 2. Upon further anal-
ysis, it was found that while the system suc-

cessfully retrieved related verses and provided
generally correct answers, the results did not
align with the label answers. Additionally,
there was a case where the system offered a
description of the answer rather than the direct
answer, but the response was still considered
correct. Selected examples of such cases are
presented in Appendix B, Figure 11.

Table 5 presents the scholar evaluation accuracy
and correctness with including and excluding ”I
don’t know” answers.

Figure 5: Frequency and percentage of retrieval scores
by section.

Position-based performance analysis. We eval-
uated the impact of answer positioning within the
document by dividing the main source into two
sections: the initial part and the final part. The cor-
relation between answer position and the domain
scholar evaluation is shown in Figure 5. The re-
sults indicate that answer accuracy is significantly
influenced by position within the document, with
answers appearing in the initial section being more
reliable than those in the final section.
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Evaluating metrics correlation. One of the most
critical challenges in QA tasks is the selection of
appropriate evaluation metrics (Phatthiyaphaibun
et al., 2024), especially for the open-ended ques-
tions. To address this, we conducted an analysis
to identify which automated evaluation measures
(lexical-based metrics and semantic similarity mea-
sures) most closely align with domain scholar eval-
uation (accuracy and correctness). Our findings
indicate that BERT-score, especially BERT-Recall
and BERT-F1, are strongly correlated with the do-
main scholar evaluation. The details are depicted
in Figure 6.

6 Conclusion

We have developed comprehensive resources for
QA, model training, and generation tasks within the
context of Qur’an Tafsir and provided a benchmark
for QA and RAG. These resources are designed to
support the advancement of AI models that can bet-
ter understand, retrieve, and generate insights from
given text sources, particularly the Qur’anic Tafsir.
This study also introduced an anthology-based RAG
approach, OntologyRAG-Q, which demonstrates
superior accuracy compared to the baseline meth-
ods. Through a comprehensive empirical analysis,
Ayat-Ontology based chunking improves the re-
sults. The study concludes that retrieval algorithms
are significantly influenced by the position of the
answer within the document, particularly in large,
complex texts with overlapping language (Contex-
tual Overlap), such as Tafsir. Additionally, the study
analyses different performance measures and finds
that BERT-recall, followed closely by BERT-F1,
shows the highest correlation with scholar evalua-
tions.

7 Limitations

A limitation of this study is that it assumes all
queries to have the same level of complexity. To im-
prove accuracy and efficiency, future work should
incorporate to deal with multi-step queries, such as
adaptive approaches and strategies that scale from
the simplest to the most sophisticated, depending
on the complexity of each query. While multiple
Tafsir sources were included in our dataset, we
only performed the analysis using one source, as
the ground truth was extracted from this particular
Tafsir. This study primarily focuses on resource
development and benchmark construction; conse-
quently, the evaluation was limited to a selected

subset of LLMs and embedding models. Future
work can extend this analysis to a broader range of
models.

8 Ethics Statement

From the initialization of the project, the Qur’anic
text has been approached with the highest level of
ethical care, reverence, and sensitivity. Ethical con-
siderations were integrated into every stage of the re-
search process, beginning with the careful selection
of reliable and authentic sources for data collection.
Throughout the project, qualified scholars were con-
sulted and actively involved in the validation and
evaluation phases to ensure religious accuracy and
contextual appropriateness. The overarching aim
is to develop a system that delivers accurate and
contextually appropriate responses without modify-
ing or misrepresenting the original Qur’anic verses.
For the developed resources we created in this study,
we explicitly specify that their intended use is lim-
ited to academic and research contexts, ensuring
compatibility with the original access conditions
and maintaining compliance with research-only re-
strictions on derivative data.

9 Research Impact

This research makes a significant contribution to
the field of AI-driven Qur’anic studies by intro-
ducing a comprehensive framework for handling
sensitive Qur’anic Tafsir data, covering the entire
pipeline, from dataset construction to evaluation
and error analysis. The proposed framework en-
ables the development and assessment of systems
that must operate with theological sensitivity and
linguistic nuance.
The work results in the creation of new, high-

quality resources for Qur’anic Tafsir, including a
large-scale QA dataset, a structured Tafsir ontol-
ogy, and a benchmark for retrieval and question-
answering tasks. These resources can support a
wide range of applications, including advanced
RAG systems, machine reading comprehension, in-
tent detection, QA modeling, and the fine-tuning
or complete training of LLMs in religious or low-
resource domains. At the same time, the study ac-
knowledges field-specific limitations: the scarcity
of digitized and annotated Tafsir materials, the in-
terpretive diversity across classical commentaries,
and the challenge of ensuring cultural and theologi-
cal sensitivity when adapting general-purpose NLP
models. Highlighting these constraints helps clarify
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Figure 6: Correlation between evaluation measures and domain scholar evaluation (HE-accuracy and HE-correctness)

both the value and the boundaries of the presented
approach.
In addition, while this research is situated in the

Qur’anic domain, the methodology has broader rel-
evance and can be extended to other structured, in-
terpretive texts, such as classical literature and legal
commentary, which share similar characteristics of
layered interpretation and context-dependent rea-
soning. Thus, the impact of this work goes beyond
Qur’anic NLP, providing a foundation for computa-
tional approaches to interpretive traditions in multi-
ple fields.
The research also contributes to evaluation

methodology by analyzing the effectiveness of dif-
ferent metrics and by highlighting the limitations of
current approaches when applied to religious and
interpretive texts. Collectively, this work lays the
foundation for more reliable, interpretable, and cul-
turally aligned NLP systems in sensitive knowledge
domains.
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A Additional details of resources
construction and annotation

This section provides more details on the developed
resources, including the description of Tafsir books
in Table 6, Tafaseer dataset attributes in Table 7, and
QA dataset attributes in Table 8. Aysar at-Tafaseer
and Tafsir Al-Muyassar were selected for building
QA dataset. Aysar at-Tafaseer was chosen as it is
a contemporary Tafsir, which means it can be uti-
lized by readers without requiring deep knowledge
such as that needed for the Major Tafsir books. In
addition, it contains more knowledge than nearly all

other contemporary Tafsir books, as shown in Ta-
ble 6, where it has 3 volumes while nearly all others
have just one volume. Moreover, it provides vocab-
ulary, Tafsir (exegesis), and Hedayat for each verse
or sequence of verses, not just vocabularies. Tafsir
Al-Muyassar was selected as it explicitly provides
the Surah Objectives (Maqasid) and the reasoning
behind the naming of each Surah (chapter).
A taxonomy of the labels, classes, and the Q start

attribute in the QA dataset is presented in Figure 12.
In addition, the distribution of the dataset across
these labels and attributes is provided in Table 10.
Figures 13 (a) and (b) present word clouds that il-
lustrate the most frequent terms appearing in the
questions and answers of the QA dataset, respec-
tively.

B Error analysis

Figure 7 presents examples where the proposed ap-
proach returns responses that reflect an ”I don’t
know” outcome. We refer to these as context-
dependent questions. This type of task is partic-
ularly challenging because it involves two distinct
subtasks: information retrieval and machine read-
ing comprehension. Unlike standard reading com-
prehension, where the answer is typically found
within a given passage, context-dependent ques-
tions require retrieving relevant information from
external sources before reasoning can occur. Fig-
ure 8 showcases two cases where domain experts
assigned a score of 5, noting that the generated re-
sponses outperformed the ground truth.
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Tafsir Name Tafsir Name 2 Tafsir Category DS-I samples DS-II samples Size (Volumes)
نارقلاماكحألعماجلا : Al-Jami’ li Ahkam al-Quran al-Qurtubi Major 6236 3316 24

رصتخملا : Al-Mukhtasar Tafsir Center for Quranic Studies Contemporary 6236 6169 1
رسيملا : Al-Muyassar King Fahd Complex Contemporary 6236 6197 1

نويعلاوتكنلا : An-Nukat wa al-’Uyoon al-Mawardi Compilation of Statements 6236 1709 6
ريونتلاريرحتلا : At-Tahreer wa at-Tanweer Ibn Ashour Language and Rhetoric 6236 3969 24

ليزنتلامولعلليهستلا : At-Tahseel li ’Uloom at-Tanzeel Ibn Juzay General 6236 3377 3
ريسافتلارسيأ : Aysar at-Tafaseer Abu Bakr al-Jazairi Contemporary 6236 1290 3

نايبلاحتف : Fath al-Bayan Siddiq Hassan Khan General 6236 6228 12
ريدقلاحتف : Fath al-Qadeer al-Shawkani General 6236 845 11
نايبلاعماج : Jami’ al-Bayan Ibn Jarir al-Tabari Major 6236 3687 28

بيغلاحيتافم : Mafatih al-Ghayb Fakhr al-Din al-Razi Encyclopedic Works 6236 2969 24
يناعملاحور : Rooh al-Ma’ani al-Alusi Encyclopedic Works 6236 5629 28

ميظعلانارقلاريسفت : Tafsir al-Quran al-Azim Ibn Kathir Major 6236 1992 19
نمحرلاميرك�لاريسيت : Tayseer al-Kareem ar-Rahman al-Saadi Contemporary 6236 5910 4

ريسملاداز : Zad al-Maseer Ibn al-Jawzi Compilation of Statements 6236 2184 5
Total 93540 55471 193

Table 6: Tafsir books details

SURA_num Num of SURA (num 1-114)
AYA_num Number of Ayah/verse in Surah/Chapter
Q_num Number from 1 to 6236 which equals to the number of Ayat/verses Qura’an
Question The Question itself for example ريونتلاريرحتلاباتكنم(سانخلاساوسولارشنم)ريسفتوهام“

Ayah The Ayah itself as in the Qura’an
Tafsir The exegesis of Ayah in the specific Tafsir
Related When an ayah’s exegesis is closely linked to subsequent verses, many Tafsir books interpret a

sequence of consecutive verses together rather than individually.

Table 7: Tafaseer dataset attributes

Q_num Refers to the Question number
Sura_ID Refers to the Num of SURA (num 1-114)
SURA_name Refers to the Sura Name
Verse_Number_start Refers to the verse start number
Verse_Number_End Refers to the verse end number
Ayah_text Refers to the Ayah text or a sequence of Ayat
Tafsir_text Refers to the tafsir text
Question_text Refers to the Question Text
Answer_text Refers to the Answer text
Task/Type Refers to the question is standalone or related to context (Direct or Indirect Question)
Remark Additional comments
Source_name The name of the main resource
Q_ID_in_the_Tafsir Refers to the Question ID in the Tafaseer dataset
Q_Type I For questions’ Type I classifications: Descriptive, Confirm, Fatoid
Q_Type II For questions’ Type II classifications: refers to the answer Intent or Tafsir category
Q_Start_Keywords TO DO: refer to the question keyword

Table 8: QA dataset attributes
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فينصتلا Category (English) Definition (English + Arabic)
تادرفم Vocabulary The meaning of a Qur’anic word in its original linguistic

root and within its Qur’anic context.
ينآرقلااهقايسيفوةغللالصأيفةينآرقلاةظفللاىنعم

ريسفت Tafsir Explanation of the verse’s meaning, either through trans-
mitted tradition (ma’thur) or scholarly reasoning within
human capability.

ةيرشبلاةقاطلابسحداهتجالاوأروثأملابةيآلاىنعمنايب

ماكحأ Rulings Legal rulings in the verse (obligatory, recommended,
permissible, prohibited, disliked).

(هوركم،مارح،حابم،بحتسم،بجاو)ةيآلايفةيفيلكتلاماكحألا

ةيبرعلامولعلا Arabic Linguistic Sci-
ences

Grammar & Morphology: related to word structure and
syntactic function. Qur’anic Rhetoric: rhetorical style
including eloquence, literary devices, and meanings.

.ءانبلاوبارعإلاثيحنمةملكلابقلعتاملك:فرصلاووحنلا

يناعملاوعيدبلاونايبلانمةيآلابقلعتاملك:ةينآرقلاةغالبلا

لوزنلابابسأ Reasons for Revelation Incidents or questions that triggered the revelation of a
specific verse at a particular time.

لاؤسوأةثداحكهعوقوتقونآرقهنأشبلزنام
تاياده Guidance Subtle or indirect meanings and insights that can be in-

ferred from the verse.
ةرشابمريغوةقيقديناعمنمةيآلانمطبنتسيام

مالعأوءامسأ Names and Proper
Nouns (Entities)

Mentions of people, places, or times.
نامزألاونكامألاوصاخشألاىلعتاقالطإلا

زاجعا Miraculous Nature
(I’jaz)

Any miraculous aspect found in the verse—linguistic,
scientific, prophetic (unseen), legal, etc.

اهريغوةيعيرشتوأةيبيغوأةيملعوأةينايبةزجعمنمةيآلايفعقوام

نآرقلاصصق Qur’anic Stories Historical events, whether from the distant past or during
the time of Prophet Muhammad.

ملسوهيلعهللاىلصدمحميبنللةرصاعملاوةرباغلاةيخيراتلاثادحألا

نآرقلالاثمأ Parables of the Qur’an Analogies or comparisons made in the Qur’an between
two things.

ءيشبءيشلنآرقلاتاهيبشت

تابسانم

نآرقلا

Qur’anic Context The relationship between verses and between surahs
(chapters).

روسلانيبوتايآلانيبةقالعلا
روسلادصاقم Surah Objectives

(Maqasid)
The aims and thematic goals of a surah.

اهفادهأوروسلاتاياغ

نآرقلاماسقأ Divine Oaths Instances where Allah swears by Himself or by His cre-
ation.

هتاقولخمبوأهسفنبهللاماسقإ

ىرخأ Other Abrogation: The later ruling that overrides an earlier
one in the same context. Readings: Mutawatir readings
within a verse. Problematic Verses: Verses that may
appear contradictory on the surface.

لوألامكحلاخوسنملاوهبلومعملاريخألامكحلاخسانلا:خوسنملاوخسانلا

.هبلمعلاكورتملا

.ةرتاوتملاةينآرقلاتاءارقلا:تاءارقلا

ضقانتلاوضراعتلااهرهاظيتلاتايآلا:نآرقلالكشم

Table 9: Proposed Qur’anic Categories with English and Arabic Definitions
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Figure 7: Examples of context-dependent questions. The context is the text used to extract the question.

Figure 8: Two cases where the generated answers are better than the ground truth
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Table 10: Distribution of the QA dataset across different labels and attributes. Direct Set II is an extended version of
Direct Set I.
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Figure 9: Cases rated with a score of 4 by the domain scholar indicate that the responses are correct.

Figure 10: Cases rated with a score of 3 by the domain scholar indicate that the responses, while not fully optimal,
remain correct in terms of content and relevance.
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Figure 11: Cases rated with a score of 2 by the domain scholar indicate that the responses, while not fully optimal,
remain correct in terms of content and relevance.
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Figure 12: Taxonomy of the QA dataset showing the considered labels, classes, and the Q start attribute.
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(a) Most frequent words in the Questions

(b) Most frequent words in the Answers

Figure 13: Most frequent words in the dataset: (a) Questions and (b) Answers.
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