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Abstract

In recent years, developing compact and ef-
ficient large language models (LLMs) has
emerged as a thriving area of research. Tra-
ditional Supervised Fine-Tuning (SFT), which
relies on singular ground truth labels, often fails
to capture token-level dependencies and linguis-
tic diversity. To address these limitations, we
propose a logits-based fine-tuning framework
that integrates the strengths of supervised learn-
ing and knowledge distillation. Our approach
constructs enriched training targets by combin-
ing teacher logits with ground truth labels, pre-
serving both correctness and linguistic diversity.
This ensures more reliable and effective train-
ing. We constructed a large-scale 1.2M logits
dataset and trained a series of science-focused
models. Experimental results demonstrate
that our method achieves significant improve-
ments, with accuracy gains of 18% on Mawps
and 22.7% on TabMWP. Across nine widely
used mathematical benchmarks, our method
consistently outperforms prior SFT models,
achieving an average improvement of 7.28%.
Codes are available at https://github.com/dvlab-
research/Logits-Based-Finetuning.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable capabilities across a wide range of
NLP tasks (Brown et al., 2020; Thoppilan et al.,
2022; Chowdhery et al., 2022; OpenAl, 2023; Anil
et al., 2023), yet their immense computational de-
mands pose significant challenges for deployment
in resource-constrained environments.

To address this, researchers have focused on de-
veloping compact and efficient LLMs, with Su-
pervised Fine-Tuning (SFT) as a widely adopted
approach. However, SFT suffers from inherent lim-
itations, particularly its inability to capture inter-
token relationships and linguistic diversity. For
instance, as illustrated in Fig. 2, multiple valid ex-
pressions of the same idea, such as "There are 12

0 , )
o Where is the cat?

The cat ?

Figure 1: Conceptual overview of our logits-based dis-
tillation framework. (Up) Traditional supervised fine-
tuning relies on singular ground truth labels, failing to
capture valid linguistic variations (e.g., "The cat is on
the mat" vs. "The cat lies on the mat"). (Down) Our
approach combines teacher model logits with ground
truth verification to create enriched training targets that
preserve both correctness and expression diversity.

inches in 1 foot" and "There are 12 inches in each
foot," highlight the nuanced token-level dependen-
cies that SFT often overlooks. This limitation stems
from SFT’s reliance on singular ground truth labels
or teacher outputs, which fail to account for the
richness of alternative phrasings. Consequently,
the benefits of SFT are constrained by its inability
to fully exploit the intrinsic relationships between
tokens.

Distillation methods have proven successful in
creating lightweight and efficient models. For
example, models like BERT (Rusu et al., 2015;
Sanh et al., 2019; Jianping et al., 2021) have
demonstrated that distillation-based approaches
can achieve superior performance compared to di-
rect training methods, offering both efficiency and
effectiveness. However, applying distillation to
LLMs presents unique challenges. First, the uncon-
trollability of teacher outputs poses a significant

14764

Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 14764—14776
November 4-9, 2025 ©2025 Association for Computational Linguistics


https://github.com/dvlab-research/Logits-Based-Finetuning
https://github.com/dvlab-research/Logits-Based-Finetuning

hurdle. Even well-trained large language models,
such as LLaMA3.1-70B-instruct, can generate hal-
lucinated or erroneous predictions, as shown in
Tab. 1. Relying solely on such outputs as super-
vision signals is unreliable and often necessitates
manual intervention to ensure high-quality annota-
tions. Second, the computational cost of large-scale
distillation is prohibitive, as LLMs require substan-
tial GPU memory, making direct online teacher-
student distillation impractical for many applica-
tions.

To address these challenges, we propose a novel
logits-based fine-tuning framework that integrates
the strengths of supervised learning and knowl-
edge distillation. Our approach constructs enriched
training targets by combining teacher logits with
ground truth labels, preserving both correctness
and linguistic diversity. Unlike traditional distilla-
tion methods, which transfer teacher predictions
directly, our method creates a balanced target distri-
bution that enhances the student model’s ability to
learn from both the teacher’s knowledge and task-
specific supervision. This ensures more reliable
and informed training while mitigating the risks
associated with erroneous teacher outputs.

In this work, we constructed a large-scale 1.2M
logits dataset and trained a series of science-
focused models using our method. Experimen-
tal results show that our approach surpasses the
previous state-of-the-art methods on Mawps and
TabMWP by 18% and 22.7% in accuracy, respec-
tively. Across nine widely used mathematical
benchmarks, our method consistently outperforms
prior SFT models, with an average improvement of
7.28%, highlighting the method’s robustness and
generalizability.

In summary, the main contributions of our work
are as follows:

1. We propose a simple yet effective logits-
based instruction tuning method that enhances
model performance by integrating teacher
knowledge with ground truth labels.

2. We release a 1.2M science logits dataset, en-
abling future research and development of
logits-based training methods.

3. We train and evaluate a series of science-
focused models using our method. Our
models achieve significant improvements
over state-of-the-art supervised fine-tuning ap-
proaches, with an average accuracy gain of
7.28% across nine benchmarks.

2 Preliminaries

In this section, we establish the theoretical founda-
tion for our logits-based fine-tuning approach. We
first formalize auto-regressive sequence modeling
and then analyze existing knowledge distillation
paradigms, highlighting their limitations that moti-
vate our method.

2.1 Auto-regressive Sequence Models

We first define key components of sequence mod-
eling. For any sequence pair, = represents the
input and y the output. The vocabulary V con-
tains M distinct tokens. We use yYopy1 =
(y1, Y2, - - .,Yn) to represent the first n tokens. An
auto-regressive model generates a probability distri-
bution p(.|y<n, ) € [0, 1]M over the vocabulary V
, considering both input = and previous tokens y,.
When sampling, y ~ p(-|x) produces a complete
output sequence. For brevity, we write p(y,|x)
instead of p(y,|y<n,x). The generation process
predicts tokens sequentially. Each token proba-
bility p(y,|z) is computed using a temperature-
controlled softmax:
eZn/T

p(yﬂ’x) - sz\il eZi/T’
where z,, represents the logit for token y,,, and 7
controls output randomness. Higher 7 increases
diversity, while lower values produce more focused
predictions. During student training, 7 = 1, while
evaluation uses greedy sampling (7 — 0).

ey

2.2 Distillation for Auto-regressive Models

KL-Based Divergences. The Kullback-Leibler
(KL) divergence is a fundamental measure that
quantifies the difference between two probability
distributions. For two discrete probability distribu-
tions P(-|z) and Q(+|z) defined over the probabil-
ity space X, the KL divergence is defined as (Hin-
ton et al., 2015):

Dii(PIQ) = 3 P(|a)log

TeEX

P(|z)
Q(|z)
This measure is always non-negative and equals

zero if and only if the two distributions are identi-
cal.

2

Supervised FT. Given a fixed dataset of target
sequences, one simple strategy involves maximiz-
ing the student’s negative log-likelihood on these
sequences:

Lspr(0) = Eg x| — logpé(yla)]. (3)
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Instruction

Roger’s age is 5 more than twice Jill’s age. In 15 years, their age difference will be 30 years less than Finley’s age.

If Jill is 20 years old now, how old is Finley?

Teacher Annotations
Let’s break down the problem step by step.
First, we know that Jill is 20 years old now. We also
know that Roger’s age is 5 more than twice Jill’s age. So,
Roger’s age is 2 x 20 + 5 = 45.

In 15 years, Jill will be 20 + 15 = 35 years old, and Roger
will be 45 + 15 = 60 years old. The problem states that
their age difference will be 30 years less than Finley’s age.
So, we can set up the equation:

60 - 35 = Finley’s age - 30

Simplifying the equation, we get:

25 = Finley’s age - 30
Adding 30 to both sides, we get:
Finley’s age = 55
Therefore, Finley is 55 years old now.

Human Annotations

Twice Jill’s age is 2 x 20 = 40.

If Roger’s age is 5 more than twice Jill’s age, he is
5+40=45 years old.

In 15 years, Jill will be 20+15=35 years old.

Roger’s age will be 45+15=60 years old in 15 years.
The age difference between Roger and Jill in fifteen years
will be 60-35=25 years.

In 15 years, the age difference between Roger and Jill will
be 30 years less than Finley’s age, meaning in fifteen years
Finley will be 30+25=55 years old.

Currently, Finley is 55-15=40 years old.

Table 1: An example from GSMS8K (Cobbe et al., 2021) generated by teacher model, LLaMA3.1-70B-instruct. The
teacher model incorrectly interprets Finley’s age 15 years from now as his current age, leading to an erroneous

conclusion.

Sequence-Level KD  (Kim and Rush, 2016a) ex-
tends this concept by training on teacher-generated
outputs Y. This approach optimizes:

LSquD(e) = E(m,y)N(X,YT) [_Ingg (y|$)] C))

Supervised KD  (Hinton et al., 2015) represents
a widely used distillation method where students
learn to match their teacher’s token-level probabil-
ity distributions. The training objective minimizes
the KL divergence between teacher and student
distributions:

Lsp(0) := Ezy)~x,vr) {DKL (pT!pg) (y|$)} )
(5)

3 Logits-based Finetuning

In this section, we first introduce the motivation
behind our logits-based fine-tuning approach in
Sec. 3.1. Then, in Sec. 3.2, we present the proposed
distribution, which integrates teacher model logits
with ground truth outputs. In Sec. 3.3, we describe
the construction of our logits dataset. Finally, in
Sec. 3.4, we detail our fine-tuning method.

31

To justify the proposal of the Logits-Based Fine-
Tuning method for improving small LLMs, we
first analyze the limitations of traditional widely
used method Supervised Fine-Tuning (SFT), and
the current distillation method Sequence-Level
Knowledge Distillation (SeqKD, Kim and Rush

Motivation

(2016a)), and Supervised Distillation (SD, Hinton
et al. (2015)):

Lack of Inter-Token Relationships. For tradi-
tional SFT, the major issue is the lack of inter-token
relationships. Specifically, there may be multiple
expressions for the same idea, such as There are
12 inches in 1 foot and There are 12 inches in each
foot illustrated in Fig. 2. These alternative labels
reflect the model’s understanding of the intrinsic
relationships between tokens, which may not be
captured through singular annotations.

Uncontrollability of Teacher Outputs. Besides,
for the distillation method, the outputs from LLMs
are often uncontrollable; even well-trained mod-
els can produce erroneous or hallucinatory results.
For instance, as shown in Tab. 1, the well-trained
LLaMA3.1-70B-instruct model erroneously inter-
prets Finley’s age 15 years from now as his current
age, resulting in incorrect conclusions. Therefore,
relying solely on the outputs of LLMs as super-
vision for models is unreliable and necessitates
human intervention to generate validated results.

3.2 Target Distribution Analysis

To address these limitations, we aim to propose a
approach that enables the student model to learn
from both reliably annotated labels and the intrinsic
knowledge embedded in the teacher model.

Problem Setup. Consider two sequence models
with auto-regressive architectures: ps (student) and
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Input Tokens

Ground Truth There are 12 inches in 1 foot

Input Tokens Input Tokens
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Vlad is 6 feet, 3 inches tall. His younger sister is 2
feet, 10 inches tall. How many inches taller is Vlad than his sister?

There are 12 inches in a foot
There are 12 inches in each foot

Alternative . .
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Figure 2: Illustration of token probability distribution generation. The input tokens concated with ground truth
are processed by the teacher model, which predicts the next token probabilities pp. Then the ground truth one-hot
vector Por is combined with the teacher’s top-K probabilities pr to generate the proposed distribution py,, using

Eq. (7).

pr (teacher), with different model capacities. The
student model has trainable parameters 6, and pg
maintains differentiability with respect to §. The
setup includes an input dataset X. We define the
token-level distribution discrepancy between pr
and pg as:

D(prlp§) (ylz)

1 & 0 ©)
= = > D(pr(ly<n, @) I ly<n, )

n=1

where = and y denote the input and output se-
quences and D represents divergence measure.

Definition. Let M represent the vocabulary size
and y; denote the ¢-th ground truth index, where
0 < y; < M. The target distribution is denoted as
q. Specifically, ¢;(y;) represents the value at the
j-th position in the vocabulary for the ¢-th token’s
logits in the target logits q. Storing a vocabulary of
millions of tokens incurs significant storage over-
head. Therefore, we retain only the sparse teacher
logits of the top K instead of the complete set. For
simplicity, all subsequent references to pr logits
refer to the Top-K sparsified results. We define

Topxpr(yi) = TOpK,lngMpT(yi)‘

Proposed Distribution. We propose our proba-
bility distribution py, as follows:

N pT(yi) +pGT(yi)
pL(yi) = Ipr(yi) + por(yi)ll’

(7

where || - ||; denotes the L1 norm. pgr(y;) is the
one-hot encoded ground truth label. Specifically,

par (i) = {peri(yi)} )L, € [0,1]M, where

1, ifj =y,
0, otherwise.

por(yi)) = { (8)
We define this distribution because it satisfies the
following constraints.

Constraint 1. To ensure that the greedy search on
the new distribution ¢ still yields the ground truth
y;, we require that the value ¢(y;) be the largest
at the ground truth index. Mathematically, this is
expressed as:

Vi<sj<sM,j#y 9

This constraint guarantees that the argmax of ¢(y;)
remains y;, preserving the ground truth prediction.

ay; (Yi) = a4 (i),

Constraint 2. We aim to maintain the relative
proportions of the top K candidates from the orig-
inal distribution pr(y;) in the new distribution g.
The constraint is formulated as:

g (i) _ prvi);
a (i) pr(Yik

) vj7k€T0pK(yl)7]7k#yl
(10)
This ensures that the proportional relationship be-
tween the probabilities determined by the original
distribution is preserved in the new distribution.

Constraint 3. For indices outside the ground
truth and the top K candidates, we require their
values in ¢ to be not larger than those within the set
S = {yi} U Topgpr(y;). This is expressed as:

(i) < ae(yi), Vi¢SVkeS (11)

14767



Algorithm 1 Logits Dataset Generation Procedure

Require: Teacher model pr, Dataset (X,Y) =
(:Uia Yi, )Z]\il
Ensure: Logits-based Dataset (X,Y,P.) =
(l“i,yi,pu)i\;l
I: for each (z,y) € (X,Y) do
2:  Compute Top-K teacher logits pr < T'(z)
3:  Create one-hot ground truth pgr using

Eq. (8).
4:  Compute pr, using Eq. (7).
5: end for

6: return Logits-based Dataset (X,Y, ) =
(miv y%pLi):Z\;l

Algorithm 2 Logits-based Finetuning Procedure

Require: Student model pg, Logits-based Dataset
(X,Y, P_), Divergence D, learning rate n
Ensure: Trained student model pg
1: for batch B € (X,Y, P) do
2:  Update student parameters # by minimizing
Ly (Eq. (13)):
0 0-ng S VeDLlp)l)
(z,y,pL)EB

3: end for
4: return Trained student model pg

This constraint helps in focusing the probability
mass on the ground truth and the top candidates,
reducing the influence of less relevant tokens.

Constraint 4. Finally, the new distribution ¢(y;)
must be a valid probability distribution. This im-
plies that each element must be within the range
[0, 1], and the sum of all elements must equal 1.
Mathematically:

M
g(y) € 0, M, qi(w) =1 (12)
j=1

These constraints ensure that ¢(y;) is a well-formed
probability distribution, suitable for logits-based
fine-tuning. It can be easily demonstrated that pr,
satisfies the four constraints outlined above. Details
are in Sec. A.

3.3 Logits Dataset Generation

The logits dataset generation procedure, as detailed
in Alg. 1, takes a standard dataset of input-target

pairs and enriches it with target distributions de-
rived from a pre-trained teacher model.

For each input-target pair (z,y), the teacher
model pr is first used to compute the full logits
vector for input z, which is then sparsified by re-
taining only the top K logits, denoted as pr(x).
This sparsification is crucial for reducing storage
requirements and focusing on the teacher’s most
confident predictions. Concurrently, a one-hot vec-
tor pgr(y) is created based on the ground truth
label ¥, as defined in Equation 8. The final target
distribution py (y) is then computed using Equa-
tion 7, which combines the sparsified teacher logits
pr(x) and the one-hot ground truth vector pgr(y).
This combination balances the teacher’s knowledge
with the emphasis on the correct target label. The
resulting logits-based dataset (X,Y, PL) is then
used to fine-tune a student model, leveraging the
target distributions for improved knowledge trans-
fer.

Dataset Details. Table 2 presents the results of
supervised fine-tuning of LLaMA3.2-1B-Instruct
on a variety of mathematical reasoning datasets,
including Socratic (Yue et al., 2024), Stack-
Exchange (Yue et al, 2024), Camel-Al (Li
et al., 2023), Mathlnstruct (Jiang et al., 2024),
GSMS8K (Cobbe et al., 2021), MetaMath (Yu
et al., 2023), MetaMath-GSMS8K (Yu et al., 2023),
and OpenMathlInstruct2 (Toshniwal et al., 2024).
Among them, OpenMathlnstruct2 demonstrates
the strongest overall performance, achieving the
highest average score (24.6%) and outperform-
ing other datasets on most dataset yields compet-
itive performance (23.8%) and the best result on
the Olympiad Bench. These results suggest that
datasets like MetaMath-GSM8K and OpenMathIn-
struct2 can lead to more robust and generalizable
mathematical reasoning capabilities. Therefore,
our final 1.2M logits dataset consists of 1M samples
from MetaMath-GSMS8K and 240K from Open-
Mathlnstruct2. More details are shown in Sec. B.
The teacher model utilized for logits generation is
LLaMAS3.1-70B-Instruct (AI@Meta, 2024).

3.4 Finetuning Method

Using the proposed distribution p; mentioned
above, we fine-tune the student model.

Loss Function. Our Logits-based Finetuning
(LFT) method uses the Kullback-Leibler (KL) di-
vergence as the loss function to train the student
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Dataset

GSMS8K MATH College GaoKao Minerva Olympiad Average

Math 2023 en  Math Bench
Baseline 46.9 31.6 18.6 26.2 5.5 7.0 22.6
Socratic 359 20.3 8.8 17.4 3.7 34 14.9
ScienceQA 39.7 21.6 11.7 15.8 4.4 59 16.5
StackExchange 37.8 22.3 12.9 19.5 33 4.6 16.7
Camel-Al 41.0 22.1 11.3 20.3 5.1 3.6 17.2
MathlInstruct 40.9 24.4 12.7 20.0 6.2 4.6 18.1
GSMSK 45.7 29.4 16.9 23.6 5.9 5.8 21.2
MetaMath 54.8 28.8 214 19.7 7.0 7.3 23.2
Metamath-GSM8K ~ 54.1 29.7 21.1 24.9 4.8 8.1 23.8
OpenMathlnstruct2  49.7 32.7 234 27.8 7.4 6.7 24.6

Table 2: Results of LLaMA3.2-1b-instruct after supervised fine-tuning on various datasets, including Socratic (Yue
et al., 2024), StackExchange (Yue et al., 2024), Camel-Al (Li et al., 2023), MathInstruct (Jiang et al., 2024),
GSMSK (Cobbe et al., 2021), MetaMath (Yu et al., 2023), MetaMath-GSMS8K (Yu et al., 2023), and OpenMathIn-

struct?2 (Toshniwal et al., 2024).

model. The loss function is defined as:

Li(0) == Egy)u(x,v) [DKL (pL|pf) (y\fc)] ,
(13)
where = and y represent the input and output se-
quences. (X, Y) is the dataset of input-output pairs.
[E[-] denotes the expectation over the dataset.

Fine-tuning. This Logits-Based Fine-tune lever-
ages a pre-generated logits dataset, as described in
Sec. 3.3, to guide the training of a student model
pg. Alg. 2 details our logits-based fine-tuning pro-
cedure. For each batch B from the dataset, the
student’s parameters 6 are updated by minimizing
the loss L1, (Eq. (13)), which measures the diver-
gence D between pr and pf(y|z). This process
results in a trained student model that incorporates
knowledge from the teacher logits and ground truth
labels.

4 Experiment

In this section, we present a comprehensive evalua-
tion of our logits-based fine-tuning approach. We
first detail our evaluation benchmarks in Sec. 4.1
and training details in Sec. 4.2. Then, we an-
alyze key components through ablation studies
in Sec. 4.3. Finally, we compare on multiple
datasets against baselines in Sec. 4.4.

4.1 Benchmark

‘We evaluate our ScienceLLaMA on mathematical
benchmark including:

GSMB8K (Grade School Math 8K, Cobbe et al.

56 1 —@— Supervised Finetune
—8— Logits-Based Finetune

54 4

GSMB8K ACC (%)

48

0 25 50 75 100
Train Data (%)

Figure 3: Ablation of our logits-based finetune com-
paring with baseline trained on different percentage of
MetaMath-GSMS8K (Yu et al., 2023) and evaluated on
GSMBS8K (Cobbe et al., 2021).

(2021)) is a dataset comprising 8.5K high-quality,
linguistically diverse grade school math word prob-
lems.

MATH (Hendrycks et al., 2021) consists of 12,500
challenging competition mathematics problems,
each accompanied by a detailed step-by-step so-
lution.

OlympiadBench (He et al., 2024) presents an
Olympiad-level bilingual multimodal scientific
benchmark with 8,476 problems from challeng-
ing mathematics and physics competitions like the
Chinese college entrance exam.

CollegeMath (Tang et al., 2024) is a mathematical
reasoning dataset created using MathScale, con-
taining two million math question-answer pairs.
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Data Source Data Description Data Count
Problem Synthesize from Math 832k
OpenMathlnstruct Problem Synthesize from GSM8K 138k
(Toshniwal et al., 2024) CoT Aug from Math 15k
CoT Aug from GSMSK 15k
Answer Aug from GSM8K 80k
MetaMath Rephrasing from GSM8K 80k
(Yu et al., 2023) Self-Verification from GSM8K 40k

Forward-Backward Reasoning from GSM8K 40k

Table 3: Source and description of our 1.2M logits dataset, including 240K from MetaMath-GSMS8K (Yu et al.,
2023), and 1M from OpenMathInstruct2 (Toshniwal et al., 2024).

GSMSK
LLaMA3.2-1b-It 46.9
Supervsied Finetune 54.1
Logits-based Finetune 56.1

Table 4: Ablation of our logits-based finetune compar-
ing with baseline trained on MetaMath-GSMS8K (Yu
et al., 2023).

SVAMP (Simple Variations on Arithmetic Math
word Problems, Patel et al. (2021)) introduces a
challenge dataset for English math word problems.

ASDiv (Academia Sinica Diverse MWP
Dataset, Miao et al. (2020)) offers a diverse
English math word problem corpus consisting of
2,305 problems,.

MAWPS (MAth Word ProblemS, Koncel-
Kedziorski et al. (2016)) is an online repository
providing a unified testbed to evaluate algorithms
on Math Word Problems.

CarpEN (Computation-intensive AlgebRa Prob-
lems, Zhang et al. (2023a)) constructs a Chinese
dataset focused on computation-intensive algebra
problems.

TabMWP (Tabular Math Word Problems, Lu et al.
(2023)) contains 38,431 open-domain grade-level
math problems requiring reasoning over textual and
tabular data.

4.2 Training Details

We train the LLaMA3.2-1B/3B-Instruct as our
model on our constructed 1.2M science logits
dataset using our proposed logits-based fine-tuning
method. The resulting trained models are referred
to as ScienceLLaMA-1B/3B. We set the batch size

to 1 and the learning rate to 2 x 1075, All experi-
ments are conducted on 8 Nvidia A800 GPUs.

4.3 Ablation

Figure 3 presents the GSM8K accuracy of our
logits-based fine-tuning in comparison to super-
vised fine-tuning, trained on varying percentages
of the MetaMath-GSMS8K dataset and evaluated
on the GSMS8K benchmark. Both methods demon-
strate improved performance as the proportion of
training data increases, but the logits-based fine-
tuning consistently outperforms supervised fine-
tuning across all data scales. Notably, the accuracy
achieved by the logits-based approach with just
25% of the training data exceeds that of the super-
vised method trained on 50% of the data. Further-
more, with half of the training data, the logits-based
approach achieves better results than the supervised
method trained on the full dataset. As shown in
Tab. 4, on the complete training set, our logits-
based fine-tuning achieves an accuracy of 56.1%,
surpassing the supervised fine-tuning baseline by
2.0% and outperforming the original pre-trained
model by 9.2%. These findings underscore the
effectiveness of leveraging logits to guide the learn-
ing process.

4.4 Performance

As shown in Tab. 5, we evaluate our proposed
method on various math benchmarks. Our Sci-
enceLLaMA significantly outperforms the SFT
model. Specifically, the ScienceLLaMA-1B model
surpasses the directly SFT-trained LLaMA3.2-1B-
Instruct on Mawps and TabMWP by 18% and
22.7% in accuracy, respectively. Furthermore, for
the average score across nine benchmarks, our
ScienceLLaMA-1B achieves a 7.28% higher ac-
curacy. These results demonstrate that our method
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Model

GSMS8K MATH College Olympiad Svamp ASDiv Mawps Carp TabMWP Avg

Math Bench en
Gemma-2-2b-It 61.9 26.1 20.6 5.3 687 776 89.7 3277 427 47.26
Phi-3.5-Mini-It 87.2 452 359 12.3 837 859 88.1 35.1 55.7 58.79
LLaMA3.2-1b-It 46.9 31.6 18.6 7.0 693 700 793 305 334 4296
LLaMA3.2-3b-It 81.3 51.7 34.1 17.2 86.4 89.0 96.7 45.1 70.0 63.50
ScienceLLaMA-1b 55.0 35.1 25.3 7.6 725 785 873 348 56.1 5024
ScienceLLaMA-3b 81.0 51.3 36.3 16.1 884 90.6 963 460 743 6448

Table 5: Performance of our ScienceLLaMA comparing with current SOTAs on various benchmarks, including
Socratic (Yue et al., 2024), StackExchange (Yue et al., 2024), Camel-Al (Li et al., 2023), MathInstruct (Jiang
et al., 2024), GSMS8K (Cobbe et al., 2021), MetaMath (Yu et al., 2023), MetaMath-GSM8K (Yu et al., 2023), and

OpenMathlInstruct2 (Toshniwal et al., 2024).

exhibits strong stability and generalization, signif-
icantly outperforming the Supervised-Finetuning
approach.

5 Related Works

Large Language Models. Recently, LLMs have
demonstrated remarkable capabilities across a wide
range of tasks (Brown et al., 2020; Thoppilan
etal., 2022; Chowdhery et al., 2022; OpenAl, 2023;
Anil et al., 2023; Yang et al., 2024), including
machine translation (Li et al., 2024a), text sum-
marization (Zheng et al., 2024), dialogue genera-
tion (Ouyang et al., 2022), and code generation (Li
et al., 2024b). While their capacity is impressive,
these advanced abilities often emerge only in mod-
els with substantial parameter sizes (Kaplan et al.,
2020; Wei et al., 2022), which demand significant
computational resources. As a result, model com-
pression has become essential to facilitate the prac-
tical deployment of LLMs and to support further
research in the field.

Knowledge Distillation. Knowledge Distillation
(KD; Hinton et al. (2015)), a popular model com-
pression method, focuses on training a smaller stu-
dent model under the guidance of a larger teacher
model (Rusu et al., 2015; Sanh et al., 2019; Jian-
ping et al., 2021). In NLP, KD has been widely
applied to classification tasks by replicating the
teacher model’s output distribution (Song et al.,
2020; Liang et al., 2021; Zhang et al., 2023b), in-
ternal layer representations (Jiao et al., 2020; Sun
et al., 2019), or attention patterns (Wang et al.,
2020, 2021). For text generation tasks, traditional
KD typically minimizes the Kullback-Leibler diver-
gence (KLD) between the teacher’s and student’s
output distributions, using the teacher’s output as

supervision at every time step (Sanh et al., 2019)
or directly training the student on text sequences
generated by the teacher (Kim and Rush, 2016b;
Taori et al., 2023; Chiang et al., 2023; Peng et al.,
2023). Unlike recent studies (Agarwal et al., 2024;
Wen et al., 2023; Ko et al.; Gu et al., 2024), which
focus on alternative distribution discrepancy met-
rics in KD, our work emphasizes the creation of
a distribution that integrates the robustness of the
ground truth with the teacher’s token-level knowl-
edge priors.

6 Conclusion

In this work, we address the limitations of tradi-
tional supervised fine-tuning for developing com-
pact and efficient LLMs by introducing a novel
logits-based fine-tuning framework. Our approach
integrates the strengths of supervised learning and
knowledge distillation, constructing enriched train-
ing targets that combine teacher logits with ground
truth labels. This method preserves both correct-
ness and linguistic diversity, enabling the student
model to learn from the teacher’s knowledge while
maintaining task-specific supervision. We con-
structed a large-scale 1.2M science logits dataset
and trained a series of science-focused models, re-
ferred to as ScienceLLaMA. Experimental results
demonstrate that our method achieves significant
improvements over state-of-the-art supervised fine-
tuning approaches, with accuracy gains of 18%
on Mawps and 22.7% on TabMWP. Across nine
widely used mathematical benchmarks, our method
consistently outperforms prior SFT models, achiev-
ing an average improvement of 7.28%. These re-
sults highlight the robustness of our logits-based
fine-tuning framework.
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Limitations

While our work successfully introduces a distilla-
tion framework tailored for large language mod-
els (LLMs) using a logits-based instruction tuning
strategy, our experiments were constrained by com-
putational resources, limiting the scale of the eval-
uated models. We plan to extend this approach to
larger model architectures in future work.

Broader Impact

By refining the distillation process to better pre-
serve the teacher model’s reasoning capabilities,
our method may enable more compact and deploy-
able models. This could make LLM-powered ap-
plications—such as real-time conversational assis-
tants, on-device Al tools, and resource-constrained
edge computing—more accessible and practical.
However, the broader deployment of efficient, dis-
tilled models also introduces risks. If misused, ma-
licious actors might exploit distillation techniques
to create highly optimized models for harmful pur-
poses, such as generating convincing misinforma-
tion or automating fraudulent interactions. Respon-
sible development and rigorous evaluation frame-
works will be essential to mitigate these risks while
maximizing the societal benefits of our method.

Al Assistance Disclosure

In the preparation of this work, the authors used
large language models (LLMs) for writing assis-
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A Verification of Constraints

We now demonstrate that the proposed distribution
pL(y;) satisfies the four constraints in Sec. 3.2.

Constraint 1. Since pr(y;) € [0,1], and
por(y;) is a one-hot vector with a value of 1 at
index y; and O elsewhere, the largest value in
pr(y;) + par(y;) will always be at index y;. The
normalization by the L1 norm preserves this re-
lationship, ensuring pr, (v;) > prj(y:) for all
j # y;. Thus, Constraint 1 is satisfied.

Constraint 2. This constraint pertains to the rel-
ative proportions within the Top K elements of
pr(y;). Since pgr(y;) only modifies the ground
truth index, and the normalization factor is applied

uniformly across all elements, the relative propor-
tions among the other Top-K elements remain un-
changed. Specifically, for j, k € Top-K(y;) and
J, k # y;, we have:

pL; (i) (pr(wi); +0)/llpr(vi) + por(yi)lla
P (i) (pr(yi)k +0)/llpr(yi) + per(yi)h
_ Pr\Yi);
pT(yi)k:

(14)
If y; is within the Top K, the ratio involving y; also
holds due to the uniform scaling by the L.1 norm.
Therefore, Constraint 2 is satisfied.

Constraint 3. Forany j ¢ S, pr(y;); = 0 (due
to Top K sparsification). Therefore, pr; (y;) = 0.
For any k € S, pr, (y;) will be non-negative due
to either a non-zero value in pr(y;) or the one-hot
vector pgr(y;). Therefore, pr; (v;) < pr, (y:) for
all j ¢ S and k € S, satisfying Constraint 3.

Constraint 4. By definition, the L.1 norm normal-
ization in Equation 7 ensures that the elements of
pL(yi) sum to 1. Furthermore, since both pr(y;)
and pgr(y;) have non-negative elements, pr (y;)
will also have non-negative elements. The normal-
ization then ensures that all elements are within the
range [0, 1]. Thus, Constraint 4 is satisfied.

B Dataset Details

Table 7 provides a comprehensive overview of
the datasets used in our study, detailing their sam-
pled sizes, data sources, and associated references.
The datasets include Socratic and StackExchange
from (Yue et al., 2024), Camel-Al (covering math,
physics, biology, and chemistry) from (Li et al.,
2023), Mathlnstruct from (Jiang et al., 2024),
GSMSK from (Cobbe et al., 2021), MetaMath and
MetaMath-GSM8K from (Yu et al., 2023), and
OpenMathlnstruct2 from (Toshniwal et al., 2024).
For OpenMathlnstruct2, which contains 1M sam-
ples, we sampled 10K for evaluation.

C Logits-Based Dataset Example

Table 6 presents a logits-based label visualization
for the sentence: "There are 12 inches in 1 foot,
so Vlad’s height is 6 x 12 + 3 = 75 inches. His
sister’s height is 2 x 12 4 10 = 34 inches."
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Dataset Sampled Size Data Source Paper Source
Socratic 511k TIGER-Lab/WebInstructSub Yue et al. (2024)
StackExchange 291k TIGER-Lab/WebInstructSub Yue et al. (2024)
ScienceQA 100k ibivibiv/science_qga -

50k camel-ai/math Li et al. (2023)

20k camel-ai/physics Li et al. (2023)
Camel-Al 20k camel-ai/biology Li et al. (2023)

20k camel-ai/chemistry Li et al. (2023)
Mathlnstruct 262k TIGER-Lab/MathInstruct Jiang et al. (2024)
GSMS8K 7.5k openai/gsm8k Cobbe et al. (2021)
MetaMath 395k meta-math/MetaMathQA Yu et al. (2023)

MetaMath-GSM8K 240k

meta-math/MetaMathQA

Yu et al. (2023)

OpenMathlnstruct2 10k nvidia/OpenMathInstruct-2 Toshniwal et al. (2024)

Table 7: Size and Source of the datasets, including Socratic (Yue et al., 2024), StackExchange (Yue et al., 2024),
Camel-AlI (Li et al., 2023), MathInstruct (Jiang et al., 2024), GSM8K (Cobbe et al., 2021), MetaMath (Yu et al.,
2023), MetaMath-GSMS8K (Yu et al., 2023), and OpenMathlInstruct2 (Toshniwal et al., 2024).
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