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Abstract

A sparse Mixture-of-Experts (MoE) architec-
ture has emerged as a highly scalable solution
by conditionally activating sub-modules with-
out a proportional increase in computational
costs. However, improving expert specializa-
tion to enhance performance and generaliza-
tion remains a challenge for MoE, especially
in instruction tuning scenarios characterized by
significant input heterogeneity. In this work,
we propose the Mixture-of-Clustered-Experts
(MoCE) to address this limitation through a
dual-stage routing mechanism. The first stage
in the mechanism performs expert group rout-
ing based on sequence-level features, while
the second stage activates the top-k experts
within the group at the token level. This ap-
proach enables the effective partitioning of het-
erogeneous inputs based on their knowledge
requirements, encouraging expert group spe-
cialization while maintaining the advantages of
token-level routing. We evaluate MoCE across
a comprehensive set of benchmarks, demon-
strating its consistent superiority over strong
baselines and its enhanced generalization capa-
bilities. Detailed analysis further highlights the
robustness and effectiveness of MoCE.

1 Introduction

A sparse Mixture-of-Experts (MoE) has garnered
significant attention for its ability to scale parame-
ters with minimal computational overhead (Shazeer
et al., 2017; Dai et al., 2024; Jiang et al., 2024;
Xue et al., 2024). MoE is a modified version of
the Transformer architecture, replacing its feed-
forward network (FFN) layer with an MoE layer
that consists of multiple FFNs (experts). A gat-
ing function conditionally activates the most suit-
able experts for processing each token, enabling dy-
namic routing of input tokens among experts. Har-
nessing the unique characteristics of MoE, its inte-
gration with instruction tuning has outperformed
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dense counterparts, establishing itself as a com-
pelling approach in the field (Komatsuzaki et al.,
2023; Zadouri et al., 2024; Ostapenko et al., 2023;
Zhu et al., 2024).

However, instruction tuning in the MoE archi-
tecture still leaves room for improvement. The in-
put data for instruction tuning covers over a thou-
sand NLP tasks and spans a wide range of do-
mains (Longpre et al., 2023; Peng et al., 2023;
Wang et al., 2022¢). The inherent heterogeneity
of this input data poses challenges to developing
expert specialization, where each expert acquires
focused knowledge without overlapping with oth-
ers (Chen et al., 2023; Cai et al., 2024). In the
absence of such specialization, overlapping knowl-
edge among experts leads to redundancy, and the
complexity of input data forces individual experts
to handle dispersed knowledge (Dai et al., 2024).

Furthermore, the routing mechanism in standard
MoE models operates exclusively at the token level,
where input features derived from sequence-level
information, such as domain and task, indirectly
influence the routing process. This restricts the
model’s ability to fully manage the complexity of
input data (Kudugunta et al., 2021; Zhu et al., 2024).
These limitations highlight the need to distinctly
partition and process inputs effectively based on
their knowledge requirements to encourage spe-
cialization while enhancing generalization perfor-
mance. Since instruction tuning serves as a regular-
ization technique to alleviate the overfitting issue
in MoE fine-tuning (Shen et al., 2024; Dou et al.,
2024), the central challenge lies in enhancing the
model’s generalization capabilities while preserv-
ing these benefits.

In this work, we introduce the Mixture-of-
Clustered-Experts (MoCE), an extension of the
MoE architecture that incorporates a dual-stage
routing mechanism leveraging both sequence-level
and token-level information. In MoCE, we mod-
ify the MoE structure by organizing experts into
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groups, with each group containing multiple ex-
perts. MoCE activates experts in two stages: The
first stage involves sequence-level expert group al-
location, where an expert group is selected based
on cluster information derived from sequence em-
beddings. To achieve this, we employ a k-means
clustering algorithm to partition inputs, leverag-
ing the latent relationships among data points for
more multifaceted segmentation. In the subsequent
token-level expert allocation, a group-specific gat-
ing function selectively activates a subset of experts
from the activated expert group at the token level.
This approach enables specific expert groups to
process specialized knowledge tailored to distinct
input clusters while maintaining fine-grained ex-
pert activation optimized for handling individual
tokens.

Additionally, MoCE preserves the computational
efficiency of MoE models by keeping the over-
all number of activated experts unchanged. How-
ever, MoCE still inherits a fundamental limitation
of the MoE architecture: the VRAM-intensive re-
quirement of loading all experts into memory. We
adopt a lightweight adapter-based approach, as in-
troduced by Wu et al. (2024a), making MoCE more
practical for real-world applications. We conduct
extensive evaluations across diverse benchmarks,
including mathematical problem-solving, code gen-
eration, reasoning, and knowledge-based tasks. The
experimental results show that MoCE demonstrates
superior performance not only over general base-
lines but also over models individually optimized
for specific domains. A comprehensive case study
and analysis further validate the effectiveness and
generalization capabilities of MoCE. Our contribu-
tions are threefold:

* We propose the Mixture-of-Clustered-Experts
(MoCE) to effectively partition inputs based
on their knowledge requirements, inducing
expert specialization.

* We ensure efficiency by preserving the num-
ber of activated experts and leveraging a fast-
converging k-means clustering algorithm for
sequence-level routing.

» Extensive experiments and analysis demon-
strate the superior performance of MoCE,
highlighting its practical potential for a wide
range of real-world applications.

2 Related Work

The Sparse Mixture of Experts (MoE) architecture
has become a foundational framework for scaling
model parameters (Shazeer et al., 2017; Zoph et al.,
2022; Ma et al., 2018; Jiang et al., 2024; Raposo
et al., 2024). In particular, studies show that instruc-
tion tuning in MoE functions as a regularization
technique that addresses the overfitting issue and
outperforms dense counterparts, establishing it as a
promising research direction (Shen et al., 2024;
Komatsuzaki et al., 2023; Zadouri et al., 2024,
Ostapenko et al., 2023).

With advancements in MoE, an increasing num-
ber of studies highlight the pivotal role of expert
specialization (Chen et al., 2023; Cai et al., 2024;
Shen et al., 2024). In the context of encouraging
each expert to acquire distinct knowledge, studies
have addressed the challenge of input heterogene-
ity by targeting specific criteria (Dai et al., 2022;
Zhong et al., 2022; Ren et al., 2023; Sarkar et al.,
2024; Kudugunta et al., 2021). For instance, Zhao
et al. (2023) introduce linguistic-guided routing
with language-specific expert allocation, while Gu-
rurangan et al. (2022) sparsely activate domain-
specific experts depending on the input domain.
Dai et al. (2022) define expert assignments for var-
ious input modalities. Unlike these approaches that
apply explicit routing criteria, our method lever-
ages a clustering algorithm to capture latent input
features and partition inputs accordingly.

Additionally, studies have explored routing
mechanisms at the sequence or task level (Gou
et al., 2023; Kudugunta et al., 2021; Fan et al.,
2024). While these studies focus on routing beyond
the token level, our work employs a hierarchical
routing strategy based on expert grouping. This en-
ables the reflection of sequence-level information
while preserving the benefits of selecting the most
suitable experts to process individual tokens.

MOoE has also been extended to parameter-
efficient tuning techniques (Wang et al., 2022b;
Diao et al., 2023), including the application of
LoRA-based adaptations within the MoE frame-
work (Zadouri et al., 2024; Wu et al., 2024b). Build-
ing on this direction, Wu et al. (2024a) presents the
adapter-based upcycled model adaptation method.
Unlike the LoRA-based approach, this structure
minimizes additional memory usage caused by
weight merging and enables parallel computation,
leading us to adopt it for improved efficiency.
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Figure 1: The Overall Architecture of MoCE. MoCE consists of two hierarchical stages: (1) Sequence-level expert
group allocation, where an input’s sequence embedding is applied to predict a cluster, activating a corresponding
expert group G with its gating function R“. (2) Token-level expert allocation, where R* computes routing
probabilities for each expert on a per-token basis, selecting the top-k experts to generate adapter outputs via
weighted summation. An extended variant includes a general router R9¢™ and general experts, whose outputs are
fused with the adapter outputs to form the final representation.

3 MIXTURE-OF-CLUSTERED-EXPERTS

We propose the Mixture-of-Clustered-Experts
(MoCE) architecture, which employs a hierarchical
dual-stage routing mechanism that operates at both
the sequence and token levels. In this section, we
provide a detailed description of the MoCE.

3.1 Preliminaries

The MOoE architecture replaces the dense feed-
forward network (FFN) sub-layers within the Trans-
former block with MoE layers. Each MoE layer
consists of a set of FFNs, denoted as {&}Y ;. A
gating function, also referred to as a router R(-),
sparsely activates the experts by routing the in-
termediate token representation x in the input se-
quence s to the most appropriate experts.

For the token representation, which is the out-
put of the multi-head attention sub-layer, the router
logit h(z) = W/ - z is computed through a lin-
ear projection, where W € R%medet*N denotes a
trainable projection matrix. These scores are nor-
malized via a softmax function over the NV experts:

exp (h(z);)
>oie exp (h(x);)

R(z); = ; (D

where the output of the gating function serves as
the routing weight. The final output y is calculated
as a weighted combination of the routing weights

and the outputs of the activated experts:

N
y=>» TopK(R(z)i,k)-&(z), (2
=1

where the TopK function determines top-k experts
to route the token x:

R(x); ifiisinthe
TopK(R(x);, k) = top-k of R(x),
0 otherwise.

3)
To address the high VRAM demands of MoE,
we leverage the Parameter-Efficient Sparsity Craft-
ing (PESC) proposed by Wu et al. (2024a). We
initialize model parameters from a pre-trained
dense model (Komatsuzaki et al., 2023) and in-
tegrate adapters into each FFN. Therefore, the
outputs in Equation (2) are modified as y =
Zf\il TopK (R(x)i, k) - A;(x), where we denote
each adapter A;(z) = o(W™ . E(x)) - WP + 2
as expert.

3.2 Expert Grouping and Clustering

Expert Grouping The MoCE layer is charac-
terized by its grouping of experts, where multi-
ple experts are combined to form an expert group.
Each expert group G; (j = 1, ..., M) comprises N
experts, denoted as {.Aigj MV |, alongside a group-

specific gating function R’.
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Clustering We opt for a k-means clustering
mechanism to partition the input according to the
features derived from the sequence-level. This al-
lows for the input processing based on multidi-
mensional attributes rather than relying solely on
observable features. To enable cluster predictions
for inputs during training and inference, we train a
clustering model in advance.

Let C represent the set of clusters and e € F,,
denotes a sequence embedding assigned to clus-
ter . We utilize an encoder-based embedding
model (Wang et al., 2022a) to generate these em-
beddings, capturing the contextual representation
of the entire sequence. The clustering objective
J minimizes the L? distance between each em-
bedding e and its corresponding centroid i, for-
mulated as J = ZLﬂl > ecr, Ile = pall?. Each
sequence embedding is assigned to the nearest clus-
ter, and centroids are updated by averaging the
embeddings in each cluster, as follows:

Eo = {e: |le—pall* < lle—pell?, Ve =1,...ICI},
1
|Eal

e. “4)
ecFEy

Mo

This iterative process continues until cluster as-
signments converge. Instead of manually setting
the cluster count, we use the elbow method to de-
termine the optimal number of clusters. We incre-
mentally increase the cluster count and identify the
point where the reduction in the sum of L? dis-
tances distinctly decelerates. Details about the el-
bow method are provided in the Appendix B. While
k-means clustering is often regarded as outdated,
we prioritize its rapid convergence without hinder-
ing the efficiency of the MoE. Its linear complexity
relative to the number of data points ensures scala-
bility to larger datasets.

3.3 Routing Mechanism

Building upon the grouped expert structure and
clustering model, MoCE introduces a hierarchi-
cal dual-stage routing mechanism: sequence-level
expert group allocation followed by token-level
expert allocation. Figure 1 provides a detailed
overview of the MoCE architecture.

Sequence-Level Expert Group Allocation We
begin by performing sequence embeddings on the
input samples. As noted earlier, we employ an
encoder-based embedding model, which operates
independently of the MoE’s input token represen-
tation. This approach addresses the limitations of

decoder-based models that rely solely on preced-
ing tokens (BehnamGhader et al., 2024). Each se-
quence embedding is then assigned a cluster num-
ber through a k-means clustering model, which
identifies the nearest centroid relative to the input.
We then map the predicted cluster to a corre-
sponding expert group. For example, if the assigned
cluster number for input is o, we map this to the
expert group G,. This process involves activating
different expert groups based on the distinct charac-
teristics of each cluster, with a one-to-one mapping,
i.e., |C| = |G|. Accordingly, the input is initially
routed to the designated expert group correspond-
ing to the assigned cluster number. Note that all
token representations in the sequence are routed
to their corresponding expert group, and only the
group is activated to encourage specialization.

Token-Level Expert Allocation The second
stage involves routing individual token representa-
tion to specific experts, maintaining the advantage
of MoE in selecting experts best suited for pro-
cessing the current token. This token-level routing
follows an equivalent approach to that of standard
MOoE models. One distinction is that this token-
level routing is applied exclusively to the activated
expert group. The outputs from the selected experts
are computed as follows:

N
y =Y _ TopK(R¥(z)i,k)- AV*(z).  (5)
=1

Selecting top-k experts is mainly based on k£ = 2,
with soft merging additionally investigated as a
complementary technique. (Zadouri et al., 2024;
Mugeeth et al., 2024). In the case of soft merg-
ing, the outputs from each adapter are aggregated
through a weighted combination, with the weights
generated by the group-specific gating function
RY (Puigcerver et al., 2024). This formulation en-
ables exact gradient computation based on esti-
mated gradients.

3.4 MoCE Variant

We introduce a variant of MoCE that includes ad-
ditional general experts, {Ajgen é-V:I, and a general
router, R9°". These processes all sequences, sim-
ilar to the standard MoE model. As shown in Fig-
ure 1, this operates alongside the sentence-level
and token-level routing, aiming to integrate knowl-
edge obtained from all inputs. The output from

the general experts is combined with the output
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Method Code Mathematics
HumanEval(@1) HumanEval(@10) MBPP(@1) MBPP(@10) MathQA GSMS8K

Vanilla LLaMA 13.57 17.72 15.57 19.67 28.81 23.35
LLaMA (A) 14.90 18.52 16.50 19.35 28.91 21.91
BTX (A) 13.00 17.52 17.53 20.24 28.71 22.67
PESC 16.00 23.21 20.97 25.77 29.25 33.21

" Specialized-Math 1428 1946 1528 2183 28117 4011
Specialized-Code 18.39 24.57 2291 27.15 29.35 22.37
Specialized-R&K 15.19 20.87 17.73 22.73 29.28 26.54

"MoCE-E5 1928 3005 211 2769 3035« 41.93
MoCE-instructor 20.08 28.48 23.55 28.11 30.12 36.69
MoCE-instructor(V) 21.75 31.90 23.12 27.21 30.75 37.15

General Knowledge & Reasoning
Method BBH MMLU-Pro  Winogrande ARC(Easy) ARC(Challenge) || ‘*¥¢r8¢

Vanilla LLaMA 36.76 20.02 66.46 69.70 44.28 32.36
LLaMA (A) 36.96 19.03 66.38 68.90 43.52 32.26
BTX (A) 37.13 20.06 66.22 69.61 44.20 32.44
PESC 37.94 20.81 67.56 71.59 45.56 35.62

" Specialized-Math 3829 ] 1927 67.80 6949 4326 || 3429
Specialized-Code 37.58 19.55 67.01 70.20 44.97 34.91
Specialized-R&K 38.80 21.00 68.03 70.96 46.84 34.34

"MoCE-E5 | 3956 000 2021 6859 71.80 4633 || 37.99
MoCE-instructor 39.09 21.10 67.80 72.26 46.25 37.61
MoCE-instructor (V) 38.66 20.22 68.43 71.00 46.33 37.87

Table 1: Performance of MoCE across four evaluation categories

from experts activated by the group-specific gating
function, which is computed as:

N
y= TopK (R ();. k) - A% (2)

i=1

N
+ > TopK (R (x);, k) - A" (x).  (6)
j=1
By combining both outputs, we merge the knowl-
edge acquired from the entire dataset with special-
ized knowledge.

4 Experiments

4.1 Experimental Setup

Datasets. We conduct instruction tuning on
MoCE using three distinct datasets. These include
SlimOrca (Lian et al., 2023), a curated version of
the OpenOrca dataset comprising 518K multi-task
examples; Magicoder (Wei et al., 2024), which
contains 110K coding problems, providing a rich
source for programming and algorithmic tasks; and
MetaMathQA (Zhong et al., 2022), consisting of
395K mathematical questions. In total, approxi-
mately 1M data points are used to train the models
in our experiments.

Models. To mitigate the limitations of decoder-
only models, we opt for Instructor (Su et al., 2023)

and E5 (Wang et al., 2022a), an encoder-based
sequence embedding model. By applying the el-
bow method, we determine the optimal number
of clusters and corresponding expert groups to
be four and seven, with each group comprising
four experts. For the backbone model, we train
the LLaMA?2 (Touvron et al., 2023) model with
7 billion parameters, selected for its wide appli-
cability. To prevent expert collapse, we apply a
load-balancing loss throughout the experiments.
Further implementation details are provided in Ap-
pendix A.

Baselines. Given that MoCE adopts adapter-
based training, we compare it against the following
baselines: (1) LLaMA-Adapter, denoted as LLaMA
(A), an adapter-based model designed for efficient
parameter adaptation (Houlsby et al., 2019), and (2)
BTX (Sukhbaatar et al., 2024), an MoE architecture
that integrates the FFNs of independently trained
domain-specialized LL.Ms, and subsequently learns
a gating function to route inputs to the appropriate
experts. To align with our experimental setting, we
utilize its adapter-based implementation, denoted
as BTX (A). (4) Parameter Efficient Sparsity Craft-
ing (PESC) (Wu et al., 2024a), which integrates
MoE architecture with adapters to enhance com-
putational efficiency. To further evaluate MoCE’s
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(1) Clustering results using Instructor

(2) Clustering results using E5

Figure 2: K-means clustering results based on sequence embeddings from Instructor and E5 models
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Figure 3: Performance of MoCE applied to Mistral and
Qwen language models

ability to balance specialization and generalization,
we include domain-specific PESC models as addi-
tional baselines, each trained exclusively on tasks
from mathematics, code, and reasoning & knowl-
edge domains.

Evaluation Benchmarks. To rigorously assess
the effectiveness of MoCE, we employ a compre-
hensive benchmark spanning four distinct task cat-
egories. Mathematics: This category evaluates the
model’s ability to solve multi-step arithmetic and
algebraic problems, using MathQA (Amini et al.,
2019) and GSMS8K (Cobbe et al., 2021). Code:
Coding proficiency and algorithmic reasoning are
assessed through HumanEval (Chen et al., 2021)
and MBPP (Austin et al., 2021). Knowledge: Gen-
eral knowledge and domain-specific understand-
ing are evaluated leveraging BBH (Suzgun et al.,
2022) and MMLU-Pro (Wang et al., 2024), which
spans a wide range of subjects. Reasoning: The
model’s capacity for commonsense and logical

reasoning is measured using Winogrande (Sak-
aguchi et al., 2021) and ARC (easy and chal-
lenge subsets) (Clark et al., 2018). All evaluations
are performed under the same settings using lm-
evaluation-harness (Gao et al., 2024) and bigcode-
evaluation-harness (Ben Allal et al., 2022). The
few-shot examples are sourced from Im-evaluation-
harness.

5 Results and Discussion

5.1 Main Results

We compare MoCE against eight benchmark
datasets spanning four task categories. Figure 2
presents the embedding results, which we detail
in Appendix C. As shown in Table 1, MoCE con-
sistently outperforms all baseline models on av-
erage. MoCE achieves an average score of 37.99
with MoCE-ES5 and 37.61 with MoCE-Instructor,
outperforming the baseline models LLaMA (A),
which scores 32.26, BTX (A) at 32.44, and PESC
at 35.62. MoCE exhibits particularly strong perfor-
mance in the mathematics and code domains, while
also maintaining high accuracy across the major-
ity of evaluated benchmarks. Specifically, MoCE-
ES demonstrates superior performance over PESC,
with scores improving from 33.21 to 41.93 on
GSMSK and from 16.00 to 19.28 on HumanEval.
Compared to domain-specialized models trained
on a single task category, MoCE demonstrates
a clear advantage. Although specialized models
achieve strong performance within their respective
domains, the performance diminishes on out-of-
domain tasks. In contrast, MoCE not only matches
or surpasses in-domain performance but also gen-
eralizes effectively across diverse task categories.
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Model MBPP(@1) GSMS8K BBH ARC(E) ‘ Avg
Qwen7B-Chat 37.40 5412 46.05  63.43 50.25
DeepSeek7B-Chat 39.00 16.60  34.87  70.79 | 40.32
Mistral7B-Inst 36.09 42776 4588 7340 | 49.53
QwenMoE 36.60 51.71 41.69  68.31 49.58
DeepSeekMoE 39.20 16.91 3380  73.15 ‘ 40.77
Mistral-MoCE 41.05 5497 4843 75.67 55.03

Table 2: Comparative evaluation results with dense and
MoE models

These findings reveal that our dual-stage routing
mechanism enables expert specialization by suc-
cessfully managing heterogeneous inputs while pre-
serving the regularization benefits of instruction
tuning. Furthermore, the variant of MoCE demon-
strates higher average performance compared to the
standard MoCE. This indicates that the inclusion of
general experts in MoCE improves performance by
enabling effective collaboration with specialized
experts.

5.2 Application of MoCE Across Different
Model Families

As illustrated in Figure 3, MoCE consistently out-
performs the baseline across both the Mistral and
Qwen model families. Notably, it achieves substan-
tial improvements on domain-specific benchmarks,
while also delivering consistent gains in general
and reasoning tasks. On average, MoCE improves
accuracy by +6.50 points in Mistral 7B and by
+1.74 points in Qwen 7B.

These results indicate that MoCE enhances per-
formance across diverse domains without exhibit-
ing signs of overfitting to any particular training
domain. We attribute these gains to MoCE’s struc-
tured routing mechanism, which facilitates targeted
expert activation and promotes effective expert spe-
cialization, enabling robust adaptation to hetero-
geneous task distributions. These findings indicate
that MoCE serves as a robust and transferable solu-
tion across model families beyond LLaMA.

5.3 Evaluating MoCE Against Dense and
MoE Models

To assess the practical utility of MoCE, we conduct
a comparative analysis with publicly released dense
and MoE-based models. Table 2 provides a compar-
ative evaluation of the Mistral-MoCE model with
respect to two categories of LLMs: dense models
of similar size and MoE-based models. Compared
to the dense Mistral 7B model, MoCE achieves
substantial performance improvements, increasing
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Figure 4: Performance variations across different num-
bers of expert groups, which correspond to the number
of clusters

# Experts MBPP(@1) MathQA MMLU-Pro ARC-Easy ‘ Average
4 experts (4*1) 20.62 29.65 20.05 71.89 35.55
8 experts (4%2) 21.90 29.61 20.46 71.63 35.90
16 experts (4*4) 23.55 30.12 21.10 72.26 36.76

Table 3: Comparison of configurations with 1, 2, and 4
experts per cluster in a four-cluster model

GSMSK accuracy from 42.76 to 54.97 and MBPP
from 36.09 to 41.05, along with consistent gains
on other evaluation benchmarks. Mistral-MoCE
achieves consistently superior performance over
both Qwen1.5-MoE and DeepSeekMoE, indicating
a clear performance margin. These findings suggest
that MoCE offers an effective solution for expert
specialization and generalization, while retaining
computational efficiency.

5.4 Discussion

The elbow method successfully identifies the op-
timal number of expert groups. We apply the
elbow method to determine the optimal number
of clusters for MoCE and further analyze perfor-
mance variations under different cluster configura-
tions. Figure 4 illustrates the performance trends
as the number of clusters changes. Note that the
number of clusters is equal to the number of expert
groups. The elbow method identifies four and seven
as the optimal cluster counts for Instructor and ES
embeddings, respectively, both yielding the best
overall performance. These findings validate the
elbow method as a reliable approach for selecting
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Figure 5: Cluster prediction results on four evaluation benchmarks, based on 100 sampled instances per benchmark.
Sequence embeddings are obtained using the Instructor model, and k-means clustering is performed with four

clusters.

the optimal number of expert groups.

The number of experts within each expert group
exhibits scalability. One of the key advantages
of the MoE architecture is its scalability (Zadouri
et al., 2024). To evaluate this property, we conduct
experiments by progressively increasing the num-
ber of experts within each expert group while keep-
ing the number of clusters fixed. Table 3 presents
the results with expert counts ranging from 4 (four
clusters with one expert each) to 16 (four clusters
with four experts each) per cluster. As shown in the
table, increasing the number of experts consistently
improves model performance. In particular, the av-
erage score increases steadily from 35.55 to 36.76
as the expert count scales up, demonstrating that
MoCE effectively leverages additional experts to
achieve higher performance.

Assigning inputs to distinct expert groups is es-
sential for achieving effective expert specializa-
tion. Figure 5 presents the distribution of cluster
predictions across the four domains. The results
reveal distinct cluster preferences depending on the
domain. For example, MBPP inputs are predomi-
nantly assigned to cluster 0, while ARC samples
are mostly associated with cluster 3. Mathemat-
ics examples are largely concentrated in clusters
2 and 3. In the case of MMLU, the cluster predic-
tions are more evenly distributed, which aligns with
the dataset’s diverse coverage of world knowledge.
These findings suggest that expert specialization in
MoCE successfully emerges from assigning inputs
to specific expert groups based on their sequence-
level features.

Method MBPP(@1) MathQA MMLU-Pro ARC(E)
routing strategy
w/ Top-2 23.55 30.12 21.10 72.26
w/ Top-1 22.33 29.75 20.34 70.96
w/ Soft Merging 22.93 30.39 20.64 72.31
top-k token routing strategy
MoCE 23.55 30.12 21.10 72.26
w/o Clustering 21.72 29.01 20.68 71.13
w/o Token routing 20.62 29.65 20.05 71.63

Table 4: Ablation study on routing strategies in MoCE

Dual-stage routing facilitates effective expert
specialization in MoCE. Each component of the
MOoCE framework plays an important role in en-
abling effective expert specialization. We validate
this via an ablation study shown in Table 4. We be-
gin by analyzing the impact of varying the value of
k in the Top-k token routing mechanism. Among
the configurations evaluated, Top-2 routing and soft
merging yield higher performance. These results
suggest that selecting multiple experts per token,
rather than relying solely on the most confident
single expert, contributes to more effective expert
utilization in MoCE.

To gain a deeper understanding of the effective-
ness of the hierarchical dual-stage routing structure,
we selectively disable each stage. By holding all
other variables constant, we isolate the effect of
each architectural component and observe that ab-
lating either token-level routing or sequence-level
clustering leads to a consistent performance degra-
dation relative to the full dual-stage configuration.
For example, MBPP accuracy decreases from 23.55
to 21.72 without clustering and to 20.62 without to-
ken routing. The degradation in the sequence-level-
only routing setup stems from the lack of token-
level granularity, as all inputs are routed to a single

14220



expert based solely on coarse-grained features. In
contrast, the token-only setup lacks global contex-
tual signals, limiting the model’s ability to capture
sequence-level semantics and leading to subopti-
mal expert assignment. These findings highlight
the necessity of a routing hierarchy that combines
sequence- and token-level mechanisms to enable
effective expert specialization.

6 Conclusion

In this study, we introduce the Mixture-of-
Clustered-Experts (MoCE), which incorporates a
dual-stage routing mechanism that effectively lever-
ages both sequence-level and token-level features.
By incorporating a sequence-level expert group al-
location and a token-level expert allocation, MoCE
effectively manages inputs while maintaining com-
putational efficiency. Our experimental results con-
sistently show that MoCE outperforms baseline
models, highlighting its ability to promote expert
specialization and enhance generalization capabil-
ity. Comprehensive evaluations further validated
the effectiveness of our approach, establishing
MOoCE as a promising framework for managing
complex inputs by encouraging expert specializa-
tion.

Limitations

While MoCE introduces a novel dual-stage rout-
ing mechanism that improves model performance
across various tasks, several limitations remain.
First, due to computational resource constraints, we
applied MoCE to adapter-based models to maintain
efficiency. Applying this method directly to the full
feed-forward network (FFN) layers for instruction
tuning is left as future work.

Second, interpretability is an ongoing challenge
in MoE-based architectures. Although we em-
ployed k-means clustering, this method still does
not address the explainability issues inherent in
MOoE systems. Even the interpretability of k-means
clustering results is limited to a subset of distinctive
clusters, such as mathematics and code.

Lastly, while MoCE has demonstrated strong
results across tasks in mathematics, coding, and
general knowledge, expanding the framework to
more languages and specialized domains remains
an open area for future work. Investigating its ef-
fectiveness in multilingual and domain-specific set-
tings will be essential for broadening the applica-
bility of MoCE.
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A Implementation Details

The hyperparameters used in our experiments are
as follows: the adapter dimension is set to 64, with
an MoE scaling factor of 1, and the number of
experts is set to 4 per cluster. The maximum se-
quence length is 512, and we apply top-2 expert
selection for expert routing. The learning rate is
set to 2 x 10™%, and a batch size of 32 is used. All

models are trained for 1 epoch on eight 80G A100
GPUs.

Two embedding models are used for clus-
tering: E5 (intfloat/e5-large-v2) and In-
structor (hkunlp/instructor-x1), both initial-
ized from Huggingface checkpoints. Similarly,
three models are used for instruction tuning:
LLaMA2 (meta-llama/Llama-2-7b-chat-hf),
Mistral (mistralai/Mistral-7B-Instruct-vo),
and Qwen (Qwen/Qwen2-7B-Instruct), also ini-
tialized from Huggingface checkpoints.

B Details of the Elbow Method

We employ the elbow method to minimize manual
configuration and mitigate overfitting when cluster-
ing instruction tuning datasets with high variance.
The optimal number of clusters k is determined
through the following steps:

» Step 1: We iteratively train k-means clustering
models, gradually increasing the number of
clusters. In our experiment, the number of
clusters is incremented from 1 to 10.

Step 2: We measure and record the within-
cluster sum of squared errors (SSE) for each
cluster count. As the number of clusters in-
creases, SSE progressively decreases.

Step 3: We determine the point at which the
decrease in SSE clearly begins to plateau. This
indicates the elbow point, which is an optimal
number of clusters.

C Embedding Results

We present a visualization of the clustering results
obtained using both E5 and Instructor embeddings,
with dimensionality reduction performed via t-SNE.
The resulting visualizations are shown in Figure 2.
In both cases, the embeddings exhibit strong con-
vergence around well-defined centroids. The clear
separation among clusters suggests that the model
effectively captures latent semantic distinctions
across input types, facilitating more targeted ex-
pert activation. These results provide qualitative
support for the expert specialization mechanism in
MoCE.
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