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Abstract

Avoiding the propagation of undue (binary)
gender inferences and default masculine lan-
guage remains a key challenge towards in-
clusive multilingual technologies, particularly
when translating into languages with extensive
gendered morphology. Gender-neutral transla-
tion (GNT) represents a linguistic strategy to-
wards fairer communication across languages.
However, research on GNT is limited to a few
resources and language pairs. To address this
gap, we introduce MGENTE, an expert-curated
resource, and use it to conduct the first system-
atic multilingual evaluation of inclusive transla-
tion with state-of-the-art instruction-following
language models (LMs). Experiments on en-
es/de/it/el reveal that while models can recog-
nize when neutrality is appropriate, they cannot
consistently produce neutral translations, lim-
iting their usability. To probe this behavior,
we enrich our evaluation with interpretability
analyses that identify task-relevant features and
offer initial insights into the internal dynamics
of LM-based GNT.

v datasets/FBK-MT/mGeNTE

1 Introduction

Amid societal and linguistic shifts, inclusive lan-
guage practices that promote gender equality have
gained relevance and use (APA, 2020; Ashwell
et al., 2023; Silva and Soares, 2024). Gender-
neutral language—as an inclusive strategy also
endorsed by international institutions' —advances
this goal by substituting unnecessary gendered
terms with unmarked forms that embrace all gender
identities (e.g. spokesperson instead of spokesman)
(Silveira, 1980; Hoglund and Flinkfeldt, 2023).
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Figure 1: Study overview (English— Spanish example).
We create a multilingual benchmark for inclusive MT in
English—German, Greek, Italian, and Spanish. We test
instruction-following language models on recognizing
gendered (top) vs. ambiguous source sentences (bot-
tom) and their ability to produce correctly gendered and
neutral translations. Next, we explain models’ behavior
with interpretability tools.

Towards fairer technologies, prior work in nat-
ural language processing (NLP) has explored the
use of inclusive language in many tasks (Sun et al.,
2021; Hossain et al., 2023; Ovalle et al., 2023; Bartl
et al., 2025, among others)—including machine
translation (MT) (Saunders et al., 2020; Lardelli
et al., 2024b). Indeed, translation into grammatical
gender languages presents challenges due to exten-
sive gender marking for human referents (e.g. the
citizens— es: los ciudadanos M. vs las ciudadanas
F.) (Gygax et al., 2019). Ambiguous input often
leads MT systems to default to masculine forms,
reinforcing stereotypes and marginalizing minority
gender groups (Savoldi et al., 2025).

Among other efforts to mitigate exclusionary
language in cross-lingual settings (Lauscher et al.,

le.g, see the EU Parliament guidelines https: .
/Iwww.europarl.europa.eu/cmsdata/151780/GNL_ 2023; Daems, 2023), ge.nder—ne.utral. translation
Guidelines_EN.pdf (GNT) represents a desirable direction, also to
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Benchmark Languages Size Data Type Ref (Contrastive) Metric
mGeNTE (ours) en-ities,de,el 6,000 natural v v
GeNTE (Piergentili et al., 2023b) en-it 1,500 natural ve v
Building Bridges (Lardelli et al., 2024a)  en-de 758  natural X X
Neo-GATE (Piergentili et al., 2024) en-it 841 naturalistic v v
GenderQueer (Friidhriksdottir, 2024) en-is 331 naturalistic v v
INES (Savoldi et al., 2023) de-en 162  naturalistic X v
Fair Translate (Jourdan et al., 2025) en-fr 2,418 template v X

Table 1: Summary of multilingual resources for gender inclusive MT. We distinguish natural data—spontaneously
occurring language in authentic contexts—and naturalistic data—human-written examples intentionally produced
to represent gender-related phenomena—and femplate-based data.

avoid undue binary gender inferences (Piergentili
et al., 2023a). In fact, as shown in Figure 1, while
preserving gendered forms in the target is justified
when they are explicitly marked in the source (or-
ange boxes), GNT offers an appropriate alternative
when gender in the source is unknown or irrelevant
(green boxes). However, progress towards inclu-
sive communication across languages is limited by
few existing resources, and by evidence that MT
models do not support GNT (Savoldi et al., 2024b).

We address these limitations by introducing
MGENTE, a multilingual GNT benchmark, cre-
ated by extending the language coverage and an-
notation layers of the existing bilingual GeNTE
test set (Piergentili et al., 2023b). With MGENTE,
we examine the potential of instruction-following
language models (LMs) in this space and ask:
Can multilingual LMs enable automatic neutral
translation, and crucially, only when appropri-
ate? We investigate what factors influence their
ability to generate neutral outputs, evaluating five
open-weight models of different sizes and families,
across four configurations and four language pairs,
totaling 80 conditions.

Contributions We lay new groundwork for re-
search on neutral MT with two main contri-
butions. (1) A high-quality, natural resource
covering English—Italian/Spanish/German/Greek,
freely available at https://huggingface.co/datasets/
FBK-MT/mGeNTE. (2) The first systematic mul-
tilingual evaluation of open LMs for GNT. To this
end, we pair downstream performance measures
with interpretability analyses that shed light on the
internal mechanisms supporting LM-based GNT.
We release code and artifacts at https://github.com/
g8a9/mgente- gap.

Findings  We show that—while models recog-
nize when neutrality is appropriate across all lan-
guage pairs—they do not consistently produce neu-

tral outputs (§5). Model size and prompt context
impact translation outcomes, with larger models
better at leveraging context information to improve
GNT. The distinction between recognizing and pro-
ducing is supported by an interpretability analysis
(8§6), showing how such tasks rely on different con-
text signals. Our findings inform the current limits
in usability of LMs for GNT and point to better
integration of these two steps as a potential area for
future improvement in inclusive MT.

2 Background

With a growing awareness that language encodes
social inequalities and can negatively affect per-
ceptions of gender and identity (Stahlberg et al.,
2007; Sczesny et al., 2016), research on gender
inclusive language technologies has been gaining
traction. In monolingual NLP, this has led to a
bulk of studies covering different tasks (Bunzeck
and Zarrief3, 2024; Subramonian et al., 2025), with
most work centered on English (Cao and Daumé III,
2020; Bartl and Leavy, 2024; Gautam et al., 2024,
inter alia), and emerging efforts in grammatical
gender languages like German (Amrhein et al.,
2023; Waldis et al., 2024), Portuguese (Veloso
et al., 2023), and Italian (Attanasio et al., 2021;
Frenda et al., 2024; Greco et al., 2025).

In the multilingual and translation contexts, how-
ever, research remains comparatively scarce. Ear-
lier work has shown that MT systems struggle
to preserve neutrality (Cho et al., 2019), espe-
cially when translating into grammatical gender
languages (Saunders and Byrne, 2020; Piergen-
tili et al., 2023b; Lardelli et al., 2024a). Recently,
LMs have been explored to meet the demands of
automatic inclusive translation. Yet, the current
landscape is fragmented. Individual studies focus
on different language pairs, linguistic phenomena,
and evaluation approaches, making it difficult to
compare findings. Notably, Savoldi et al. (2024b)

13711


https://huggingface.co/datasets/FBK-MT/mGeNTE
https://huggingface.co/datasets/FBK-MT/mGeNTE
https://github.com/g8a9/mgente-gap
https://github.com/g8a9/mgente-gap

evaluate GNT for en-it with one closed model only,
and exclusively on test instances that always re-
quire neutralizations—Ileaving unexplored whether
LMs can discern when neutrality is desirable. Jour-
dan et al. (2025) investigate open LMs capabilities
in translating both gendered forms and neomor-
phemes? into French—but their testbed consists of
sentences with limited variability and relies on stan-
dard MT metrics like COMET (Rei et al., 2021),
which are ill-equipped for dedicated analyses and
can favor masculine forms (Zaranis et al., 2025).

Overall, a current limitation is the lack of a
robust, multilingual benchmark to address cross-
lingual inclusivity concerns. As illustrated in Ta-
ble 1, existing resources are limited—in language
coverage, size (Savoldi et al., 2023), naturalness
(Jourdan et al., 2025), or lacking dedicated eval-
uation protocols (Lardelli et al., 2024a). With
MGENTE, we fill this gap. Rather than building
our resource from scratch, we enrich the existing
GeNTE resource, which is selected for being i)
the sole natural dataset available, and ii) allowing
consistent extension to multiple language pairs to
enable comparable, multilingual evaluation of GNT.
Additionally, we complete our benchmarking effort
by pairing MGENTE with a dedicated evaluation
framework for assessing GNT (§4.2).

3 The MGENTE Corpus

We create MGENTE by extending the GeNTE
benchmark (Piergentili et al., 2023b)—originally
designed for English-Italian—to three additional
language pairs: English-German, English-Spanish,
and English-Greek.®> Built from naturally occur-
ring data in the Europarl corpus (Koehn, 2005),
MGENTE preserves the original design rationale
and curation methodology to ensure compara-
bility. Overall, each language pair comprises
1,500 <source, target-gendered> and newly created
<target-neutral> triplets aligned at the sentence-
level, resulting in a total of 6,000 entries.

As represented in Figure 1, MGENTE entries
are evenly distributed across two translation sce-
narios that allow benchmarking of models’ ability

%j.e., innovative linguistic solutions. See also §7.

3These target languages were selected because, as gram-
matical gender languages, they have rich gendered morphol-
ogy, making them suitable for GNT. In addition to three widely
studied Indo-European languages from distinct branches (Ital-
ian, Spanish, German), we deliberately included Greek—a
lower-resource language with a distinct script—to broaden the
linguistic diversity in MGENTE and to ensure the coverage of
underrepresented, challenging cases in inclusive MT research.

Segments Gendered Words
MGENTE  Set-G  Set-N # #Unique
en-it 750 750 4115 802
en-es 750 750 4363 644
en-de 750 750 3977 613
en-el 750 750 3736 743

PARALLEL 578 409 - -

Table 2: Distribution of MGENTE segments by sub-
set and language pair, sentences that are fully parallel
across all pairs (PARALLEL), and total (#) and unique
(#Unique) annotated gendered words per language.

to perform neutral translations, but only where ap-
propriate: i) SET-N, featuring gender-ambiguous
human referents in the source, for which a neutral
translation is desirable in the target; and ii) SET-G,
featuring explicit gender mentions in the source
that should be correctly rendered with gendered
(masculine or feminine) forms in the target.

To ensure high-quality, we entrust data extrac-
tion (§3.1) and annotation (§3.2) to experts and
translation students specialized in GNT with na-
tive or C1 competence in their assigned target lan-
guage.* Creating new neutral references in the
target is tasked to professional translators (§3.3).

Final statistics of MGENTE segments and anno-
tations are given in Table 2.

3.1 Multilingual Expansion and Alignment

Parallel data extraction We prioritize selecting
sentences aligned across en-it/es/de/el. To this aim,
we started by retrieving the Europarl’ sentences
that are already contained in GeNTE en-it. Each au-
tomatically extracted sentence® was checked to con-
firm that it contained a gender-related phenomenon;
if not, we discarded it.” This process yielded 987
sentences that are fully parallel across all four pairs,
henceforth referred to as PARALLEL-SET.

Language-specific extraction To reach the tar-
get of 1,500 sentences per language pair, the re-
maining sentences were extracted ex novo using
regular expressions. These were chosen to rep-
resent both subsets (SET-N or SET-G) as well as

*They are all authors of this paper.

3Specifically, from the common test set 2, which con-
tains data aligned across multiple languages: https:/www.
statmt.org/europarl/archives.html

Using the original Europarl IDs available in GeNTE.

"This is possible due to cross-linguistic differences in how
different languages encode and express genders. For instance,
“child” is gender-marked in Italian (il/la bambino/a) but re-
mains invariant in German (das Kind).
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SET-N SRC

Pensioners are in favour of strengthening criminal law, [...]

en-it REF-G I pensionati sono favorevoli a un rafforzamento del diritto penale, [...]

REF-N; Le persone pensionatecnsioned people] SONO favorevoli a un rafforzamento del diritto penale, [...]
en-es REF-G Los pensionistas estdn a favor de reforzar el Derecho penal no solo nacional, [...]

REF-N; Hay pensionistas;tnere are pensioners] que estdn a favor de reforzar el Derecho penal no solo nacional, [...]
en-de REF-G Die Rentner begriilen den Ausbau nicht nur des einzelstaatlichen, [...]

REF-N; Die Menschen in Rente(,copic in retirement] begriiBen den Ausbau nicht nur des einzelstaatlichen, [...]
en-el REF-G O cuvTagiolyol elvan uTép TNne evioyuong Tou Towxod dxalou, |[...]

REF-N;

To cUVTAELOBOTNUEVA ATOX the retired individuals] EVAL LTER TNG Evioyuong tou mowxol dixalov, [...]

SET-G SRC

I trust the Commissioner will promise that he will exercise extra vigilance.

[the member of the board] OFa prometta di vigilare attentamente a tale riguardo.

en-it REF-G Spero che il Commissario ora prometta di vigilare attentamente a tale riguardo.
REF-Ny Spero che il bro della Cc i
en-es REF-G Espero que el Comisario prometa controlar exhaustivamente esta situacion.
REF-N; Espero que la representacién de la ComiSion tne representative of the board] Prometa...
en-de REF-G Von dem Herrn Kommissar erwarte ich heute die Zusage, er werde mit Argusaugen dariiber wachen.
REF-N; Von dem Kommissionsmitglied r on the board member] €rwarte ich heute die Zusage, esptney7 Werde mit Argusaugen...
en-el REF-G IIpoobox® and Tov Ernitpono va deocueutel 6tL Yo emPBAéder avotned tnv xotdotoon.
REF-N;

ITpocdoxd and To wENOG TNG EmLTEORNS the menber of the Commission] YO dEoueuTel 6TL Yo emPBréder [...].

Table 3: MGENTE PARALLEL. Entries from SET-N and SET-G, with gendered references (REF-G) and REF-N
with neutralizations. Words in bold mention human referents; underlined source words express the referent’s gender.

language-specific gender patterns. Accordingly, for
SET-G we targeted unambiguous English source
sentences, i.e. containing explicit gender cues
such as titles (Mr, Mrs) and pronouns (him, her).
Vice versa, for SET-N we excluded segments with
source gender information and matched expres-
sions that—while gender ambiguous in English—
correspond to either masculine or feminine forms in
the target language (e.g., deputy — es: deputado/a,
de: Stellvertreter/erin, el: avatAnpwTnig/Tpra).

Sentence Alignment To align with the original
GeNTE corpus and streamline evaluation, source
sentences containing multiple referents requiring
different gender forms were edited to consistently
require a single form in the target language.® Addi-
tionally, to address the under-representation of un-
ambiguous feminine data in SET-G, the corpus was
adjusted through gender-swapping interventions to
achieve a balanced distribution of feminine and
masculine forms.® Minor corrections (e.g., typos,
translation errors) were also applied. Full details of
the editing process and intervention statistics are
provided in Appendix A. At the end of the editing
process, all sentences were manually sorted into
SET-N, or as either feminine (F) or masculine (M)
instances from SET-G. Such a distinction is central
to MGENTE design and explored in the following
analyses.

81n this way, each entry can be treated as a coherent gen-
dered or neutral unit.

“Masculine forms are over-represented in the original tar-
get references, reflecting a well-known under-representation
of women and feminine forms in existing resources (Van-
massenhove et al., 2018; Gaido et al., 2020).

3.2 Gendered Words Annotation

To further enrich MGENTE, all target sentences—
including the original en-it ones—were manually
annotated at the word level '° to identify gendered
words requiring neutralization, enabling the ex-
ploration of cross-linguistic variations in gender
phenomena. As shown in Table 2, the corpus dis-
plays substantial lexical variability, with over 600
unique gendered words per language. Notably, Ital-
ian and Greek exhibit a higher unique count of
gendered words, reflecting their morphosyntactic
tendency to mark gender not only on nouns and
adjectives but also on verbal forms. Also, based on
qualitative observations, SET-N annotated words
are vastly populated with masculine forms used
generically to refer to mixed or unknown referents.
These cases, though translated with gendered (mas-
culine) forms in the original Europarl references,
are exactly the target of language neutrality efforts
(Gygax et al., 2021) and well-suited candidates for
GNT. For more insights and details on the annota-
tion process, see Appendix A.

3.3 Gender-Neutral Reference Creation

For each German, Spanish and Greek Europarl
(gendered) reference translation— henceforth REF-
G—we created an additional gender-neutral refer-
ence (i.e. REF-N), which differs from the original
one only in that it refers to human entities with neu-
tral expressions. Neutralization is an open-ended

10we compute inter-annotator agreement (IAA) on the exact
matches of the gendered words annotated by two annotators.
IAA (Dice coefficient) was > 0.92. For further details and a
breakdown by language, see Appendix A.
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task with a high degree of variability in its pos-
sible solutions. In our target languages with rich
gendered morphology, this can involve a range of
strategies (Papadopoulos, 2022; di Carlo, 2024;
Miiller-Spitzer et al., 2024)—from local lexical
changes (e.g. epicene synonyms, collective nouns)
to more extensive rephrasings (e.g. impersonal or
passive constructions) to be selected contextually
to preserve the adequacy of the neutral translations.

We ensured high-quality, diversified and con-
textually appropriate neutralizations by commis-
sioning three professional translators per lan-
guage pair—selected for their expertise in neu-
tral language—and informed by detailed language-
specific neutralization guidelines.'!

CoMMON SET Following the GeNTE design,
we additionally created a COMMON of 200 sen-
tences (100 from each SET) to be neutralized by
all translators. We thus obtain three REF-Ns per
source sentence. The COMMON set, besides adding
a richer dimension to the corpus, allows us to ask:
how much variability do translators yield when
neutralizing the same sentence? Our analysis re-
veals considerable variation across language pairs,
with identical neutralizations occurring in only 11%
(en-es), 9.3% (en-de), and 14.9% (en-el)'? of cases.
This variability is directly reflected in the corpus,
attesting to its natural diversity, an asset for study-
ing and evaluating open-ended tasks like GNT.

We show a full entry from the COMMON set in
Table 7 Appendix A, and refer to Table 3 for a
PARALLEL entry example across all language pairs.
Generally, in ambiguous SET-N entries (top), trans-
lators avoid masculine generics through rephras-
ing strategies, whereas neutralization of gender-
unambiguous sentences SET-G can be more ver-
bose and unnecessary.

4 Experimental Setup

We conceptualize the GNT task as a model’s ability
to produce correctly gendered translations when the
source specifies gender (i.e. SET-G), and neutral
translations when the source refers to unspecified
referents (i.e. SET-N). In our setup—to disentan-
gle source sentence categorization from generation
performance—we enforce models to output both

""The guidelines are available with the data release. Trans-
lators were compensated at market rates: €25/hr for en-es/el
and €35/hr for en-de.

2For the original en-it it amounts to 13.5%.

You are a helpful {lang} translator specialized in gender-neutral g
language. wn
Translate the following sentences from English into {1ang} follow-

ing these rules:

1. If the source English sentence clearly indicates gender for 2
human referents (masculine or feminine): Translate using gen- -g
dered language and use the label **GENDERED** 8

2. If the source English sentence does not indicate gender for &
human referents: Translate using gender-neutral language and
use the label **NEUTRAL**

Guidelines for Gender-Neutral Translation:

» Use neutral synonyms 3

¢ Use neutral collective nouns 5

¢ Use neutral rephrasings ?

¢ Avoid masculine forms for generic referents 2

¢ Avoid neomorphemes 3

¢ Avoid double feminine/masculine forms

user: <en> {English source}
assist.: <{1lang}> **GENDERED** [{gendered translation}]

n
user: <en> {English source } ;
assist.: <{1lang}> **GENDERED** [{gendered translation}] .—°|_
user: <en> {English source } E
assist.: <{1lang}> **NEUTRAL** [{neutral translation}] ﬁ
user: <en> {English source }
assist.: <{1lang}> **NEUTRAL** [{neutral translation}]

Figure 2: GNT prompt overview with labeled sections.
The prompt consists of system instructions, translation
rules (preamble), gender-neutral guidelines, and exem-
plars provided as conversational turns.

(i) a label indicating the source category, as well as
(ii) the translation of the source sentence.

4.1 Models setup

Models We experiment with open-weight multi-
lingual models. Starting from an initial pool of 10
SOTA models'? from 5 families (Qwen, LLama,
Mistral, Gemma, Phi), we used translation quality
and format adherence as thresholds for inclusion
in the main experiments (details in Appendix B.3).
Based on these criteria, we retain five final instruc-
tion models of varying sizes: LLAMA 3.1 8B and
LLAMA 3.3 70B (Grattafiori et al., 2024), QWEN
2.5 72B (Qwen, 2024), GEMMA 2 9B (Team et al.,
2024), and PHI 4 14B (Abdin et al., 2024). Experi-
mental details are in Appendix B.1.

Setup We test models’ in-contex-learning capa-
bilities (Brown et al., 2020) for the GNT task.
Our prompt (shown in Figure 2) includes a sys-
tem prompt (Sys), the task description (Preamble),
language-specific GNT guidelines,'* and four task
demonstrations (2 gendered from SET-G, 2 neutral

3 As of March 2024 on Open LLM Leaderboard.
“Depending on the target, different linguistic examples are
provided. Full prompts available in our repository.
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Figure 3: Source category (left) and GNT accuracy (right) results across MGENTE Sets (avg. across prompts).

from SET-N) randomly sampled from MGENTE
PARALLEL and excluded from evaluation. To an-
alyze robustness and the impact of context com-
ponents, we test four different configurations: in-
cluding both the system prompt and the guidelines,
excluding one of them, or excluding both— total-
ing 4 x 5 model configurations per language pair.'>

4.2 Evaluation

Overall quality We assess the selected models’
translation quality using xCOMET (Guerreiro et al.,
2024),'6 scoring outputs against their respective
correct references (REF-G for SET-G, REF-N for
SET-N). The models achieve high average scores
(en-de 0.96, en-es 0.95, en-it 0.95), with Greek—
being a less supported language—showing compar-
atively lower average performance (0.83).

Source sentence category As a first inclusivity-
related metric, we measure the accuracy of label
generation (either Gendered or Neutral) against the
gold SET-G/N annotations in MGENTE.

Gender-Neutral Translation We evaluate the
accuracy of models in producing correctly gen-
dered and neutral translations by using an LLM-as-
a-judge approach (Gu et al., 2025), which enables
scalable GNT evaluation across multiple languages.
In practice, we adapt the structured approach pro-
posed by Piergentili et al. (2025), which provides
sentence-level neutrality binary judgments and was
tested on human-written gendered vs. neutral
text.!'” We rely on their optimal prompt!'® by adapt-
ing it to all languages covered in MGENTE, and
validate its effectiveness on automatic translations.

SWe always provide the task definition and the four shots,
though our preliminary experiments in Appendix B.1 also
include zero-shot and 2-shot settings.

https://huggingface.co/Unbabel/XCOMET-XL

""The original GeNTE evaluation method is limited to en -
it, and is superseded by the LLM-as-a-judge approach by
Piergentili et al. (2025).

18i.e. Cross+P+L in the original paper.

We tested different LLMs on 1,000 manually an-
notated model outputs. Our best-performing eval-
uation setup relies on GPT-40,'” which achieves
0.87 macro F1 and 92% accuracy. Full results are
in Table 5 (Appendix B.4), along with prompt and
data annotation details.

5 Gender-Neutrality Results

We present GNT results on the MGENTE bench-
mark. Full multilingual results for both label and
translation generation are in Figure 3.

LMs effectively distinguish ambiguous from gen-
dered source sentences. Source category scores
in Figure 3 show strong, consistent performance
across languages, models, and with minor variance
in prompt configurations (see error bars). Overall,
gendered accuracy is only slightly higher.?’

GNT is challenging, with variations across mod-
els and languages. Figure 3 shows that while
SET-G sentences are consistently translated with
the correct gendered forms, accuracy on SET-N is
systematically lower and characterized by higher
variance (see error bars), with difficulty in produc-
ing neutral translations. Results vary by language:
en-el/it achieves the lowest rates of correct GNTs.
Greek’s results align with its lower overall generic
performance (§4.2), but en-it’s underperformance
is more surprising given its otherwise solid overall
translation quality. Broadly, larger models outper-
form smaller ones, with QWEN 2.5 72B leading
overall, followed by LLAMA 3.3 70B (en-es, en-it)
and PHI 4 14B (en-de, en-el).

Correct source categorization does not guaran-

tee correct GNT. Given the mismatch between

source categorization and GNT performance, in

Figure 4 we measure how consistently the output
19 9pt-40-2024-08-06

OWorst overall scores are by PHI 4 14B for el Set-N < 75.
Complete results are available in Table 6 in Appendix C.
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Figure 4: Accuracy of label-translation coherence.
Measures the agreement of translation forms (gen-
dered/neutral) with the generated label. Scores are aver-
aged across prompt configurations.

translation form (gendered/neutral) and the gener-
ated label are in agreement. These results highlight
a gap between recognizing the source sentence cat-
egory and generating the appropriate translation.
Models systematically produce gendered transla-
tions when assigning a gendered label, but coher-
ence drops sharply for neutral cases—often below
random chance. Only QWEN 2.5 72B and PHI 4
14B maintain higher agreement in their strongest
language pairs (en-es/de and en-de, respectively).

(Larger) LMs benefit from richer context. Fig-
ure 5 breaks down GNT results by prompt con-
figuration to explore the impact of provided con-
text.”! Including both guidelines and system (G+S)
yields higher GNT accuracy, while removing both
(None) leads to the worst performance. Larger mod-
els show higher gains from rich prompts, better
leveraging in-context information. Notably, while
QWEN 2.5 72B maintains relatively higher GNT
performance across setups, LLAMA 3.3 70B drops
to small-model levels in the None setup. For in-
dividual language pairs results, see Figure 13 in
Appendix C.1.

Q Overall, our findings highlight that (i) though
LMs reliably detect when gender neutrality is
needed, they do not consistently produce neutral
translations, with GNT capabilities notably less
robust. GNT (ii) varies across languages;22 (iii)
depends on model choice—with larger models gen-
erally performing better—and (iv) is sensitive to
prompt variations—indicating that contextual infor-
mation in prompts can affect real-world usability
of LMs towards inclusive translation.

2'Focusing on SET-N GNT. Full disaggregated results
across Sets are in Appendix C.1.

“Potentially reflecting both data availability and sociolin-
guistic factors—the higher performance for en-de may relate
to greater distribution and progress in language inclusivity for
German; we leave this for future research.
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Figure 5: GNT Accuracy (Set-N) across prompt con-
figurations, i.e. using both context parts system and
guidelines (G+S), only one of them, or None. Markers
show values averaged over all language pairs.

To better understand this behavior, we use for
the first time context attribution and explainability
techniques to shed light on how LMs handle gender-
neutral translation.

6 Context Analysis

Section 5 established that source category detection
and GNT translation differ in performance, and the
prompt has a decisive impact on GNT. Hence, it is
of utmost interest to measure when and how models
use contextual information when carrying out GNT.
This can help explain observed mismatches, guide
future development, and support immediate use of
LMs by enabling prompt steering for inclusivity.

Inspired by recent long-context attribution work
(Sarti et al., 2024; Cohen-Wang et al., 2024; Liu
et al., 2024), we hence resolve to post-hoc inter-
pretability (Madsen et al., 2022) for a finer-grained
analysis. We are interested in assessing the contri-
bution of each input token to generating a specific
output. This type of task is commonly known as
feature attribution, and several methods have been
proposed for NLP task (Mosca et al., 2022; Fer-
rando et al., 2022, among others), including MT
(Zaranis et al., 2024). Prior work has leveraged
interpretability for gender bias in MT (Sarti et al.,
2023; Attanasio et al., 2023), focusing on binary
gender and source token (i.e., pronouns) contribu-
tions. Our study extends them to multilingual GNT
and context parts.

6.1 Attribution Setup

We use Attention-Aware Layer-Wise Relevance
Propagation (Achtibat et al., 2024, AttnLRP), a
leading method reporting strong faithfulness and
plausibility. Given an input and model output, At-
tnLRP attributes a numerical score to each input
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Figure 6: Relevance of context parts to: Source Label.
Ratio of occurrence within the top 10 scores. Results for
gendered (top) and neutral (bottom) source sentences.

token defined as s(i,a : b) € R where i is the
positional index of the input token and a, b are
the (inclusive) boundaries of a span in the output
(full derivation in Appendix B.5). This quantity
indicates the contribution of a given token for gen-
erating all the tokens within [a, b].

We compute two sets of token contributions to
explain different parts of the output: 1) Sy, collects
the contributions for generating the source category
label 2) St collects the scores explaining the ac-
tual translation—including the tokens of the label
itself as it is always generated before the transla-
tion. We exclude all chat template special tokens
(e.g., <|im_start|>) and the source tokens from
St—expectedly, their contribution is always the
strongest, preventing a meaningful interpretation
of the other context parts. For each part (the system
prompt , preamble , guidelines , four
task exemplars , the source sentence being trans-
lated (for S;) E&liel, and source label when
explaining St) we collect and aggregate token-level
scores (see Appendix B.5 for full details and Ap-
pendix C.2 for complementary results).

Data We focus on QWEN 2.5 72B with a full
prompt (G+S), the configuration that yielded the
best GNT results (§5).2 We compute contribu-
tions on 4,000 outputs across four language pairs
and both MGENTE sets. To prioritize soundness
and avoid potential errors from the automatic LLM-
as-judge evaluation, St contributions are computed
on output translations that are manually evaluated
as gendered or neutral. All data and annotation de-
tails are provided in Appendix B.5. Given that the
number of correct label predictions and GNT out-
puts differs across languages (see Figure 3), overall
results in the following section are averaged across
languages for equal representation.*

PWe focus on one model for resource availability; the
strongest one to ensure a sufficient number of GNT outputs.

%*For a breakdown by language, see Figure 18 and 19 in
Appendix C.2.
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Figure 7: Relevance of context parts to: Translation.
Ratio of occurrence within the top 10 scores. Results for
ambiguous sentences with wrongly gendered (G) and
correctly neutral (N) translations.

6.2 Findings

Does QWEN 2.5 72B use the context in a similar
way to detect and translate gender neutrality?
No, it does not. To detect the source category, it
mostly relies on the preamble (Figure 6). In
contrast, contributions in St are more heteroge-
neous (Figure 7), with major contributions from
the guidelines () and the assistant’s neutral ex-
emplars (). Asymmetry in context use can
be explained by the different nature of the task, i.e.,
binary classification vs. open-ended generation.

While detecting the source category, which con-
text part contributes the most relevant tokens?
The preamble (task definition) , and by a large
margin (Figure 6). The Figure shows how often
the preamble is among the top 10 relevant tokens.
Given that the preamble is present across all prompt
configurations, this explains the consistently high
performance on the source category task. When ob-
serving the other top contributors, we see that gen-
dered exemplars (, ) weigh more in SET-G,
and neutral ones in SET-N (, ). A closer
look at the label generations for SET-N reveals a
somewhat surprising result. Despite being accurate,
QWEN 2.5 72B does not use the input i nor the
source of the shot examples () when pre-
dicting the label. contribution is marginally
higher in SET-G, where explicit gender cues such
as he, she, or her appear frequently among top con-
tributors. This finding suggests a lexical overfitting
phenomenon: the model detects a gendered cat-
egory when source gender cues are present, and
assumes neutrality when they are absent.?

What drives QWEN 2.5 72B’s neutral trans-
lations of ambiguous source sentences? The
assistant’s part in neutral exemplars J=IZSI8, gen-

der neutral guidelines , and preamble

By design, SET-N has no explicit source gender cues
since neutrality is defined precisely by their absence.
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(Figure 7). The Figure shows how often these
are among the top 10 relevant tokens, compar-
ing wrongly gendered and correctly neutral trans-
lations from SET-N. Crucially, the source label
(m—always Neutral) has a similar contribu-
tion regardless of whether the output continued
with a gendered or neutral translation. This finding
suggests that, in our setup, the previously gener-
ated label Neutral () is not discriminative
of the produced translation, whether gendered or
neutral. This opens up to future inquiries on condi-
tioning mechanisms to link label predictions with
translation behavior towards improving GNT.

7 Conclusion

We presented MGENTE, the only existing multi-
lingual benchmark for gender-neutral translation,
covering English—Italian, Spanish, German, and
Greek. This expert-curated resource provides rich
annotations, contrastive references, and diverse
neutralization strategies to support inclusive MT
research. Using MGENTE, we carried out the first
systematic multilingual evaluation of open LMs
for gender-neutral translation. Our findings reveal
language gaps, the influence of model size, and
prompt context, with interpretability analyses ex-
plaining the capabilities of LMs for this task as
well as opportunities for improvement. Moving
forward, we aim to leverage MGENTE’s richness
to advance fairer, more inclusive NLP and we re-
lease it publicly to support the broader research
community.

Limitations

While MGENTE represents a significant step for-
ward in evaluating gender-neutral machine transla-
tion, we acknowledge four limitations that can be
addressed in future work.

First, the findings presented in this paper are
based on state-of-the-art models using both a base
prompt (i.e., configuration None, with only task def-
inition and shots) that is incrementally made richer
in information based on established prompting ap-
proaches (e.g. adding a system prompt). However,
it is likely that our results will not generalize to
every possible prompt formulation or model config-
uration for translation systems. Alternative model
architectures or novel prompts may yield different
performance patterns that are not captured in our
current framework.

Second, MGENTE employs a sentence-level de-
sign that, while effective and still quite widespread
in the field, represents a simplification of real-
world translation scenarios. This approach does
not account for potential extra-sentential or long-
range dependencies (e.g., discourse-level phenom-
ena such as coreference resolution across multiple
sentences) that may influence gender expression in
translation.

Third, our best, LM-based GNT evaluation met-
ric relies on a closed, commercial language model.
While this model represents the current state-of-
the-art, its proprietary nature may hinder repro-
ducibility. Moreover, as the underlying model re-
ceives updates over time or is discontinued, our
metric itself may evolve, potentially complicating
longitudinal comparisons. Open-weight alterna-
tives offer a promising, more transparent avenue
for future research. We provide one of such in Ap-
pendix B.4. Namely, our second-best LM evaluator
setup utilizes QWEN 2.5 72B as a judge, achieving
competitive results (approximately 7 points behind
GPT-40).

Fourth, our interpretability analysis is conducted
at a relatively coarse level, e.g., by computing attri-
butions over the entire output translation. However,
gender-translation phenomena typically manifest
and regard only a portion of the overall translation
output. As a result, computing attributions over the
entire translation may dilute the precision of the in-
terpretability analysis in relation to gender-specific
effects. The reason for this approach, however, is
that gender-neutralization often involves multiple,
non-consecutive words within a sentence, making
it conceptually challenging to define and isolate the
relevant spans for targeted analysis. We intend to
address this limitation in future work by leveraging
the contrastive references provided by MGENTE
to enable more fine-grained, span-level attribution
methods.

Ethics Statement

This paper concerns gender-neutral language and
translation, inherently addressing ethical consid-
erations. Specifically, it is intended to tackle lan-
guage technologies that can generate service dispar-
ities and perpetuate exclusionary language (Savoldi
et al., 2024a; Ungless et al., 2025), thereby rein-
forcing stereotypes, promoting masculine domi-
nance, and neglecting the representation of non-
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binary gender identities.”® Our focus is on gender-
neutralization strategies that modify existing forms
and grammatical structures to eliminate unneces-
sary gendered language. These methods aim to
avoid assumptions about gender and equally rep-
resent all gender identities in language (Strengers
et al., 2020). By contrast, Direct Non-binary Lan-
guage (Lopez, 2020) seeks to increase the visibil-
ity of non-binary individuals by introducing new
linguistic elements such as neologisms, neopro-
nouns, or even neomorphemes (Lauscher et al.,
2022; Ginel and Theroine, 2022; Piergentili et al.,
2024).

A range of strategies can be employed to meet
the demand for inclusive language (Scharrén-del
Rio and Aja, 2020; Comandini, 2021; Knisely,
2020). It is crucial to note that the neutralization
methods used in this research are not intended to
be prescriptive. Instead, they complement other ap-
proaches and expressions for achieving inclusivity
in language technologies.
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A mGeNTE Details

Sentence Editing We apply three key editing in-
terventions. (1) Some intricate source sentences
containing mentions of multiple referents—and
which required the combination of different forms
in translation (i.e. neut/masc/fem)—were edited
to allow handling them as a coherent unit and in
alignment with GeNTE sentences that had been
previously edited in the original dataset. (2) We
compensated for the under-representation of unam-
biguous feminine data from SET-G. To this end,
we adjusted the corpus to achieve a balanced repre-
sentation of feminine and masculine forms through
lexical gender-swapping—statistics on the origi-
nal gender distribution in Europarl sentences are
provided in Figure 8. To ensure alignment with
en-it segments, we performed 652 (en-de), 621 (en-
es), and 702 (en-el) interventions, ~60% of which
served gender balancing. Finally, (3) minor edits
were made to improve the quality of the corpus
(e.g. fixing typos or inaccurate translations). Such
changes were applied to 16, 59 and 40 sentences
for en-es, en-de and en-el, respectively.

Gendered words annotation To further enrich
MGENTE, the linguists in charge of creating the
corpus annotated all gendered (masculine/femi-
nine) words in the target sentences. Then, to en-
sure data quality, a second annotator—with either

13723


https://doi.org/10.4324/9781003432906
https://doi.org/10.4324/9781003432906
https://doi.org/10.4324/9781003432906
https://www.sciencedirect.com/science/article/pii/S0148068580921132
https://www.sciencedirect.com/science/article/pii/S0148068580921132
https://psycnet.apa.org/record/2007-01308-006
https://psycnet.apa.org/record/2007-01308-006
https://doi.org/10.1145/3313831.3376315
https://doi.org/10.1145/3313831.3376315
https://arxiv.org/abs/2102.06788
https://arxiv.org/abs/2102.06788
http://arxiv.org/abs/2408.00118
http://arxiv.org/abs/2408.00118
https://doi.org/10.18653/v1/2025.acl-long.1001
https://doi.org/10.18653/v1/2025.acl-long.1001
https://doi.org/10.18653/v1/D18-1334
https://doi.org/10.18653/v1/D18-1334
https://doi.org/10.18653/v1/2023.findings-emnlp.585
https://doi.org/10.18653/v1/2023.findings-emnlp.585
https://aclanthology.org/2024.emnlp-main.592
https://aclanthology.org/2024.emnlp-main.592
https://aclanthology.org/2024.emnlp-main.592
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
http://arxiv.org/abs/2410.10995
http://arxiv.org/abs/2410.10995
http://arxiv.org/abs/2410.10995
https://doi.org/10.18653/v1/2024.findings-emnlp.876
https://doi.org/10.18653/v1/2024.findings-emnlp.876

en-el
en-es

en-de

0 250 500 750 1000 1250 1500

Figure 8: Gender distribution in the original Europarl
target sentences. We distinguish between instances con-
taining masculine forms, feminine, or both within the
same sentence.

a native or C1 competence of the assigned target
language—re-annotated 200 sentences for each lan-
guage pair. We calculate inter-annotator agreement
(IAA) on the exact matches of the gendered words
annotated on these subsets. The resulting Dice co-
efficients (Dice, 1945) are of 0.95 (en-de), 0.94
(en-es), 0.92 (en-el) and 0.95 (en-it), which are
considered highly satisfactory. All disagreements
were double-checked and reconciled.

Set-G  Set-N  All
., Tokens 1974 2141 4115
U Types 391 543 802
oncs Tokens 2389 1974 4363
Types 306 429 644
en-de Tokens 2646 1331 3977
Types 303 403 613
Tokens 2045 1691 3736

en-el

Types 327 546 743

Table 4: Counts of all and unique MGENTE gendered
words annotated by language pair.

The total number of gendered words annotated
in MGENTE is shown in Table 4, whereas a quali-
tative overview of the most frequent words across
MGENTE subsets is provided in Figures 20. Also,
we note a higher incidence of gendered words in
the ambiguous SET-N, consistent with findings by
Saunders (2022) that Europarl contains numerous
gender-ambiguous cases. As shown in Figure 20,
SET-N annotated words are vastly populated with
masculine, plural lexical items (e.g. citizens, ev-
eryone, colleagues): that is, masculine forms used
generically and indiscriminately to refer to mixed
or unspecified groups of referents.

B Additional Experimental Details

B.1 Model Inference Details

For all experiments, we used code and model
implementations from transformers (Wolf
et al.,, 2020) and vLLM (Kwon et al., 2023)
as the inference engine. For the translation
experiments, we prompted the instruct ver-
sion of Llama 3.1 8B (https://huggingface.co/
meta-llama/Llama-3.1-8B-Instruct), Llama
3.3 70B (https://huggingface.co/meta-llama/
Llama-3.3-70B-Instruct), Qwen 2.5 72B (https://
huggingface.co/Qwen/Qwen2.5-72B-Instruct) and
7B (https://huggingface.co/Qwen/Qwen2.5-7B),
Gemma 2 9B (https://huggingface.co/google/
gemma-2-9b-it), Phi 4 14B (https://huggingface.
co/microsoft/phi-4), Falcon 3 7B (https:
//huggingface.co/tiiuae/Falcon3-7B-Instruct),

Mistral v0.3 7B  (https://huggingface.co/
mistralai/Mistral-7B-Instruct-v0.3), EuroLLM
9B (https://huggingface.co/utter-project/

EuroLLM-9B-Instruct), and Towerlnstruct
Mistral v0.2 7B (https://huggingface.co/Unbabel/
Towerlnstruct-Mistral-7B-v0.2). We formatted
the input using each model’s chat template. We
provided four in-context exemplar shots, two
gendered and two neutral cases in a fixed order, and
formatted as the first eight conversation turns. We
set the temperature to 0, used bfloat16 precision,
prefix caching, and disabled the attention sliding
window for all models but Gemma 2. We guided
the decoding via outlines (Willard and Louf,
2023), forcing the output to match the following
regex:

<{lang}>\s \s\s:( GENDEREDINEUTRAL)\s\::\s
\[[MNH]

where lang is replaced with the standard ISO 639-
2 language code of the target language (i.e., it, es,
de, or el). For the evaluations, we post-process the
output by extracting the labels (** LABEL**) and
the translations ([translation]).

B.2 Computational Details

We conducted our experiments on in-house com-
puting infrastructures using nodes with 4x NVIDIA
A6000 GPU accelerators. Based on our estimates,
translation runs required 10 minutes per configu-
ration on average, which totals to 80 hours (10’ x
10 (models) x 4 (langs) x 12 (prompt configura-
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Figure 9: Overall translation quality results for each model across language pairs. Scores reported across all prompt

configurations for both zero-shot and few-shots (2,4).
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Figure 10: Extraction error count for each model across language pairs. Scores reported across all prompt

configurations for both zero-shot and few-shots (2,4).
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Figure 11: Extraction error count for all models av-
eraged across across language pairs. Trends reported
across zero-shot, 2-shot, and 4-shot setups.

tions)).’ Running AttnLRP on QWEN 2.5 72B
required on average 20 minutes on the same infras-
tructure, totaling 80 minutes.

B.3 Model and Settings Selection Details

Model selection We conduct extensive prelimi-
nary experiments on 10 multilingual LLMs (listed
in Appendix B.1). We exclude 5 of them, i.e. Fal-
con 3 7B, Mistral 7B, Qwen2.5 7B, EuroLLM 9B,

Yj.e. the four prompt variants described in §4.1 in zero-
shot, 2-shot and 4-shot, as described in Appendix B.3.

0.9
0.8
|_
18]
=07
(@) D
@] o g
X 0.6 lang
—— it
0.5 — &=
T —e— de
0.4 — e
0 2 4

Number of Shots

Figure 12: xCOMET scores for all models averaged
across across language pairs. Trends reported across
zero-shot, 2-shot, and 4-shot setups.

and Tower Instruct 7B. This decision is guided by
overall translation quality scores and the number of
extraction errors, i.e. models’ output that do not ad-
here to the structured expected output described in
Appendix B.1. As shown in Figure 9, Falcon 3 7B,
Mistral 7B and Qwen2.5 7B achieve comparatively
lower scores, especially on Greek. Tower Instruct
7B—on Greek—obtains XxCOMET scores below
0.4. In some scenarios, low-quality results can stem
from certain languages being underrepresented in
the models’ training data. Considering the extrac-
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tion errors in Figure 10, EuroLLM 9B largely fails
to adhere to the output format requirements.

Shot selection We experiment with zero-shot, 2-
shot, and 4-shot configurations. We decided on the
4-shot settings given that it increases translation
quality (Figure 12) by reducing extraction errors
(Figure 11). Performance across 2-shot and 4-shot
do not exhibit notable differences, but we opt for
the 4-shot setting for richer context analyses with
interpretability tools.

B.4 LLM-as-a-Judge Details

For GNT evaluation, we use LLMs as evaluators,
providing source-output pairs as input and con-
straining the models to generate (intermediate)
span-level annotations and (final) sentence-level
labels, either Gendered or Neutral. By design, the
translation is classified as neutral only if all human
referents are neutralized, otherwise it is considered
Gendered. To enforce the above-mentioned con-
straints, we perform structured generation using
outlines (Willard and Louf, 2023) and the JSON
schemas used in Piergentili et al. (2025). Further
details about the prompting settings are described
below. We compare QWEN 2.5 72B and GPT-40
as evaluator models on a gold standard of 1,000
annotated model translations. Results are shown in
Table 5.

Lang Acc. Macro-F1
Qwen2.5-72B Instruct  all 0.85 0.80

es 0.90 0.86

it 0.87 0.78

el 0.88 0.78

de 0.84 0.79
gpt-40-2024-08-06 all 0.92 0.87

es 0.96 0.94
it 0.92 0.87
el 0.89 0.80

de 0.89 0.85

Table 5: Over(all) evaluation results for Qwen2.5-72B
and GPT-40 and across language pairs.

Evaluation Prompt (en-el)

You are an expert language annotator and evaluator of gender-neutral
translation for English-Greek. Your task is to extract target Greek
phrases that refer to human beings, determine whether each phrase is
masculine, feminine, or neutral, and assess if the gender expressed in
each phrase is correct with respect to the source. Based on the phrases,
determine whether the sentence was translated in a correctly gen-
dered, wrongly gendered, or neutral way.

Guidelines:

1. Identify relevant phrases: Carefully read the Greek sentence and

extract all phrases that refer to human beings or groups of human beings,

including:

¢ Noun phrases (e.g., “wla dpiotn owdtea”, “n nokiteia”,
“évac tpbdedpoc”),

¢ Adjective phrases (e.g., “cZoupeTixd xouvpacuévos”, “To
TOVTEEUEVO”, “ixavoTomuévn”).

2. Evaluate gender information: Consider only the social gender con-
veyed by the phrases, not grammatical gender, and assign a label to
each phrase [M/F/N]. For example:

”

¢ Phrases like “o opAnTAc”, “elvor TOA yapoluevog”, “olot
oL cuvdadehgol”, and “ou epyalduevol” are masculine [M];

¢ Phrases like “n o Atera”, “elvon ToA) yopoluevn”, “Ohec
oL cuvadélgiooes”, and “ou epyaldueves” are feminine [Fl;

¢ Phrases like “éva dtopo mou pildeL oto xowd”, “eivon Tohd
XApOVUEVO”, “ONat Tar dToua UE To onolo Bouiedw”, and
“n mohitelo” do not express social gender, therefore they must be
considered neutral [N].

3. Assess gender correctness: For each extracted phrase, assess the
correctness of the social gender expressed in the Greek phrase based on
the information available in the source English sentence [correct/wrong].
Consider that:

« If a phrase is masculine, the English source must contain masculine
gender cues (e.g., he, him, Mr, man) for it to be correct.

If a phrase is feminine, the English source must contain feminine
gender cues (e.g., she, her, Ms, woman) for it to be correct.

If a phrase is neutral, it is always correct, regardless of gender cues
in the source. Note that proper names do not count as valid gender
cues — ignore them.

4. Assign a sentence-level label to the translation:

If there are masculine or feminine phrases in the Greek text and
the source contains matching gender cues, label the sentence as
“CORRECTLY GENDERED”.

If there are masculine or feminine phrases in the Greek text and the
source does not contain matching gender cues, label the sentence as
“WRONGLY GENDERED.

« If there are only neutral phrases in the Greek text, label the sentence
as “NEUTRAL”.

Data Annotation For data annotation, we ran-
domly sampled 50 Set-G and 50 Set-N outputs
from each of our five models (250 sentences per
language pair). Native speakers provided binary
annotations (Gendered/Neutral) following compre-
hensive guidelines available in our project reposi-
tory at https://github.com/g8a9/mgente-gap.

Evaluation Prompt We use the best prompts and
settings identified by Piergentili et al. (2025), with
prompts for en-es/it/de from their original data re-
lease. We created a new prompt for en-el (see en-el
box). Each prompt includes 8 annotated exemplars
randomly sampled from the MGENTE PARALLEL-
SET, which are excluded at test time.

B.5 Context Attribution Details

B.5.1 Method

Computing Contribution Scores We used the
official implementation of the Attention-Aware
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Layer-Wise Relevance Propagation algorithm
(Achtibat et al., 2024).2% In particular, we used
the efficient implementation where the computed
gradients are multiplied by the input embeddings,
as introduced by Arras et al. (2025). The library,
based on top of transformers, patches specific
modules in the model code, and allows convenient
and efficient computation of logit gradients with
respect to input embeddings.

Formally, we compute our contribution scores as
follows. Given an input instance, defined by a set
of input embeddings e and a set of output logits /,
we first compute the gradient of the j-th logit with
respect to the i-th input as

o,
@ei

Ve lj = (1
where e; € RY is the input embedding vector for
token 7 and NN the embedding dimension. This
gradient quantifies how a change in each dimension
of the input embedding e; affects the value of the
logit /;. Then, to attribute a set of adjacent logits
(e.g., those corresponding to the translation label
or the entire translation), we compute the sum of
logits within a span (L., = Z;’-:a ¢;), where a
and b are the (inclusive) limits, and compute

2

For each input embedding e;, we can compute its

contribution to a specific logit span by calculating

Ve, La:p. Finally, to obtain the contribution of the

input embedding e; to the logit span L,.;, we take

the absolute value of the dot product between the
input embedding and its gradient:

s(i,a:b) = |e; - Ve, Lapl 3)

The dot product is commonly used to weigh each
gradient component by its corresponding embed-
ding value (Shrikumar et al., 2017; Achtibat et al.,
2024) while the absolute value allows to focus on
the magnitude of the contribution rather than its
direction.

Score Normalization Once we computed s(i, a :
b) for all input tokens, we apply a max-
normalization such that the scores are all scaled
within [0, 1]. Note that we never consider special
tokens from each model’s chat template.

Bhttps://github.com/rachtibat/
LRP-eXplains-Transformers

B.5.2 Data and annotations

We describe the rationale for the data used in the
context analysis. All manually annotated data, cor-
responding annotation guidelines, and contribu-
tions scores are publicly available at https://github.
com/g8a9/mgente-gap.

For computing Sy, (contributions to source label),
we retain QWEN 2.5 72B outputs with correct la-
bel predictions for both Set-G (gendered label) and
Set-N (neutral label) Given the high performance
of the model on this task, we retain ~4,000 outputs
balanced across language pairs and sets. We do not
focus on correct vs wrong label predictions given
the low number of outputs with wrongly predicted
labels, thus hindering reliable analyses.

For computing St (contributions to translation),
we focus on ambiguous source sentences from Set-
N, where neutral translations are expected as cor-
rect outputs. To ensure reliable interpretability anal-
yses and to avoid noise from automatic evaluations
of gendered vs. neutral translations (conducted
with GPT-40 as a judge), we asked the original lan-
guage experts who created the corpus to manually
annotate translations produced by QWEN 2.5 72B
for each language pair, starting from ~2,000 sen-
tences from Set-N. Our goal was to maximize the
number of GNTs per language pair while maintain-
ing a balanced distribution of gendered and neutral
outputs both within and across languages. Anno-
tators labeled each translation as either fully gen-
dered or fully neutral, discarding cases where (i)
the translation was unintelligible or too low-quality
for reliable evaluation, or (ii) mixed scenarios oc-
curred, with both neutral and gendered mentions in
the same sentence.

Following this process, we obtained between
400-600 manually validated gendered/neutral
translations per language pair to be included in the
context attribution analyses. German and Spanish
contained higher proportions of neutral translations
compared to Italian and French, reflecting the lower
GNT performance of the model on these languages.

C Complementary Results

C.1 Gender Neutrality and Label Results

In Figures 13 and 14, we show disaggregated trans-
lation results across each model and prompt config-
uration for Set-N and Set-G respectively. For label
macro-f1 trends across models and configurations
are calculated over both Sets, see Figure 15.
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Figure 13: GNT Accuracy (Set-N) across prompt
configurations, i.e. using both system and guidelines
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Figure 15: Label macro-f1 across prompt configura-
tions, i.e. using both system and guidelines (G+S), only
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Figure 14: GNT Accuracy (Set-G) across prompt
configurations, i.e. using both system and guidelines
(G+S), only one of them, or None.

C.2 Context attribution results

As complementary results, we provide i) Figure 17,
which reports context relevance (top 10 contribu-
tors) for Translation and Label (All Sets). Also, we
report context relevance for Label (18) and Trans-

lation (19) across language pairs.

For a complementary view, we also show the

de
0.92 0.92 0.94 0.94
0.94 0.94 0.94 0.94
0.8 0.89 0.88 0.91
0.9 0.9 0.91 0.91
0.93 0.92 0.93 0.94

0.91 0.91 0.9 0.93
0.94 0.93 0.93 0.93
0.86 0.88 0.89 0.91
0.84 0.81 0.83 0.84
0.87 0.88 0.89 0.88

G+S G S None

GEMMA9B LLAMA70B LLAMA8SB PHI4 QWEN72B

de 0.93% 0.94*0 0.87*  0.91*° 0.93%
el 091% 0.93*0 0.89*° 0.83*° 0.88*°
es 093 0.94%° 0.88*°  0.89*° 0.92*°
it 0.92% 0.94*° 0.88*  0.89*  (.92%

0.92%0 0.94*° 0.88* 0.88*° 0.91*

mean average contribution of each context part to
Label and Translation in Figure 16.

Table 6: Macro-F1 Label scores calculated over both
Sets, by language and model (mean across configura-

tions, *51d),
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SET-N SRC Pensioners are in favour of strengthening criminal law, [...]

en-it REF-G I pensionati sono favorevoli a un rafforzamento del diritto penale, [...]
REF-N; Le persone pensionatepensioned people] S0N0 favorevoli a un rafforzamento del diritto penale, [...]
REF-Ng Chi percepisce una pensione(nose receiving a pension] & favorevole a un rafforzamento del diritto penale, [...]
REF-N3 Le persone in pensioner ctired people7 SON0 favorevoli a un rafforzamento del diritto penale, |...]

en-es REF-G Los pensionistas estan a favor de reforzar el Derecho penal no solo nacional, [...]
REF-N; Hay pensionistas there are pensioners] que estdn a favor de reforzar el Derecho penal no solo nacional, [...]
REF-No Quienes reciben pensiones;rhose receiving a pension] €stdn a favor de reforzar el Derecho penal no solo nacional, [...]
REF-N3 Las personas pensionistas pensioned people] €stdn a favor de reforzar el Derecho penal no solo nacional, [...]

en-de REF-G Die Rentner begriilen den Ausbau nicht nur des einzelstaatlichen, [...]
REF-N; Die Menschen in Renterpeopie in retirement] begriiben den Ausbau nicht nur des einzelstaatlichen, [...]
REF-No Die Personen im Ruhestand persons in retirenent] begriiBen den Ausbau nicht nur des einzelstaatlichen, [...]
REF-N3 Pensionierte Menschen pensioned people] begriiBen den Ausbau nicht nur des einzelstaatlichen, [...]

en-el REF-G O cuvTagiolyou elvan LTép TN evioyuong Tou Towixol dixalov, [...]
REF-N; Tot cLUVTAELOBOTNUEVA HTOWMO the retired individuals] EVOL LUTER NG evioyuong Tou mowixol dixaiou, |[...]
REF-No Tot cLUVTAELOBOTNUEVA RTOMK the retired individuals] EVOL UTER NG evioyuong Tou mowixol dixalou, [...]
REF-N3 O cuVTAELOBOTNUEVOG TANTUGUOG the retired population] ELVOL UTEP TNG Evioyuong Tou Towixol dixaiov, [...]

SET-G  SRC I trust the Commissioner will promise that he will exercise extra vigilance. M.
en-it REF-G Spero che il Commissario ora prometta di vigilare attentamente a tale riguardo.

REF-N; Spero che il membro della Commissione the member of the board] Ora prometta di vigilare attentamente a tale riguardo.

REF-Ng Spero che I’esp della C iSSION€[ the representative of the board] OFa prometta di vigilare attentamente a tale riguardo.

REF-N3 Spero che il membro della Commissione the member of the board] Ora prometta di vigilare attentamente a tale riguardo.

en-es REF-G Espero que el Comisario prometa controlar exhaustivamente esta situacion.
REF-N; Espero que la representacion de la Comision ine representative of the board] Prometa...
REF-Ng Espero que la persona de la Comision que vaya a ocuparse de ello[the person of the board in charge of this] Prometa...
REF-N3 Espero que quien esta a la cabeza de la Comision ,no is in charge of the board] Prometa...

en-de REF-G ‘Von dem Herrn Kommissar erwarte ich heute die Zusage, er werde mit Argusaugen dariiber wachen.
REF-N; Von dem Kommissionsmitglied ¢-on the board member] €rwarte ich heute die Zusage, esqthey7 Werde mit Argusaugen...
REF-Ng Von dem Kommissionsmitglied rron the board member] €rwarte ich heute die Zusage, eStthey] Werde mit Argusaugen...
REF-N3 Von dem Kommissionsmitglied ¢ron the board member] €rwarte ich heute die Zusage, eStthey; Werde mit Argusaugen...

en-el REF-G Tlpocdoxd and Tov Enitpono va deoueutel 61t Yo emifréder avotned tnv xatdotaon.
REF-N; IIpocdoxd and To wéENog TNG EmiTeOTAS the member of the Commission] VO decpeLTel 6TL Yo emBAédel avotned TNV xatdotaocm.
REF-Ng IlpocBox and To ENOG TNG EmLTEOTAS the nember of the Commission] VOt decuevTel 6Tt Vo emBAEPeL avotned TNV xatdoTtooT.
REF-N3 IlpocBox and To ENOG TNG ERLTEOTAS the nember of the Commission] VO deoueutel Tt Yo emPBAEPeL auotned TNV xatdoTtooT.

SET-G  SRC It is true that we women are those who suffer most in war zones but we are the bearers of alternatives to war. F.
en-it REF-G ...noi donne siamo le piu colpite nei luoghi di guerra ma siamo portatrici di alternative alla guerra.
REF-N; .le persone come me sono le pit colpitepeopie 1ike me] [--.] ma siamo portatricipeople bringing] di alternative...
REF-Ng ...noi esseri umani piut colpitif,e hunan beings] [...] Ma portiamo e pring) alternative...
REF-N3 ...noi siamo la tipologia di persone piil colpitarihe type of people] [-..] Ma portiamo €on NOiryringing with us| alternative...
en-es REF-G ...nosotras las mujeres somos las més afectadas en los lugares donde hay guerra, pero somos portadoras de alternativas...
REF-N; ...las personas de género femenino somos las mas afectadasiyeopie of feminine gender] [--.] POrtadorasipeople bringingl---
REF-No ...Jas personas de género femenino somos las mas afectadasipeopie of feminine gender] [---] POrtadorasgpeople bringingl---
REF-N3 ...las personas mas afectadasiine people) [-.-] ApOrtamos e pring alternativas...
en-de REF-G ...wir Frauen am stiirksten in den Kriegsgebieten zu leiden haben, sondern sind wir auch Trégerinnen von Alternativen...
REF-N; ....Wirp,e_1 am stirksten in den Kriegsgebieten zu leiden haben, sondern tragen Wirrye pring) auch Alternativen...
REF-No ...Wir,e_7 am stirksten in den Kriegsgebieten zu leiden haben, sondern sind wir auch Anbietendesypp1iers) von Alternativen...
REF-N3 ...wir als weibliches Geschlecht;.s feninine gender] am stirksten [...], tragen Wirrue bring7 Zu Alternativen...
en-el REF-G ...eyelc oL yuvaixeg elpacte ALTES TOLU TAHTTOVTAL TEPLOCOTEPO GTIC EUTOAEUES TEPLOYES, MM elpacTte popeic...
REF-N1  ..epeic Tt dtopa ONALUXOU YEVOUG as individuals of fenale gender] [---], PERVOUME e bring] -
- ; 3 "o .
REF-Nz  ..cucic Tot dtopat 9MALUXOL PONOU L individuals of female gender] -], ElLaoTE XU POPELG people bringing]- -
REF-N3  ..cuelc Tt &Topat YLUVOUXEIOL YEVOUG(as individuals of female gender] -], EILAOTE %o POEELS people bringing]- -

Table 7: Parallel, multilingual MGENTE entries from the COMMON-SET. We provide an example entry from SET-N,
and two examples (masculine and feminine) from SET-G. REF-G indicates the gendered references, REF-N 53
highlight the neutralized expressions produced by Translator 1, 2, and 3 respectively. Within each language, identical
neutralizations are shown with the same color highlight. Words in bold are mentions of human referents; underlined
source words are linguistic cues informing about the referents’s gender.
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