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Abstract

Promoting positive mental health and well-
being, especially in adolescents, is a critical
yet underexplored area in natural language pro-
cessing (NLP). Most existing NLP research
focuses on clinical therapy or psychological
counseling for the general population, which
does not adequately address the preventa-
tive and growth-oriented needs of adolescents.
In this paper, we introduce DeepWell-Adol,
a domain-specific Chinese dialogue corpus
grounded in positive psychology and coach-
ing, designed to foster adolescents’ positive
mental health and well-being. To balance
the trade-offs between data quality, quantity,
and scenario diversity, the corpus comprises
two main components: human expert-written
seed data (ensuring professional quality) and
its mirrored expansion (automatically gener-
ated using a two-stage scenario-based aug-
mentation framework). This approach en-
ables large-scale data creation while maintain-
ing domain relevance and reliability. Compre-
hensive evaluations demonstrate that the cor-
pus meets general standards for psycholog-
ical dialogue and emotional support, while
also showing superior performance across mul-
tiple models in promoting positive psycho-
logical processes, character strengths, inter-
personal relationships, and healthy behaviors.
Moreover, the framework proposed for build-
ing and evaluating DeepWell-Adol offers a
flexible and scalable method for developing
domain-specific datasets. It significantly en-
hances automation and reduces development
costs without compromising professional stan-
dardsan essential consideration in sensitive ar-
eas like adolescent and elderly mental health.
We make our dataset publicly available1.

*Both authors contributed equally to this research.
†The corresponding author.
1https://github.com/DeepWell-Adol/

DeepWell-Adolescent

Figure 1: The general framework of DeepWell-Adol

1 Introduction

Mental health and wellbeing, particularly those of
adolescents, have emerged as a global priority. Par-
ticularly, adolescents face unique psychological
challenges, such as emotion regulation, identity
development, peer relationships, academic pres-
sure, and behavioral problems, all of which can
significantly impact their wellbeing(Kieling et al.,
2011). These challenges are further compounded
in the digital age, where social media and online
interactions shape adolescent experiences, influ-
encing their self-perception, interpersonal relation-
ships, and mental health outcomes (Valkenburg
et al., 2022).

Large Language Models (LLMs) have already
been applied in adolescent mental health and psy-
chotherapy, demonstrating potential in tasks such
as psychodiagnostics assessment, cognitive re-
framing, and psychoeducation (Stade et al., 2024).
However, most AI-driven mental health applica-
tions remain primarily focused on diagnosing and
treating mental disorders. These models are typ-
ically trained on corpora derived from mental
health forums, clinical psychotherapy transcripts,
or psychological counselling reports(Chen et al.,
2023; Qiu et al., 2024; Zhang et al., 2024a) , which
limits their applicability in promoting positive
mental health and wellbeing among the broader,
non-clinical adolescent population.
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Adolescence is a critical developmental stage,
marked by significant emotional, cognitive, and so-
cial changes that shape individuals’ identities and
relationships (Steinberg and Morris, 2001). While
some adolescents may face mental health disor-
ders, the majority encounter developmental chal-
lenges that require a focus on prevention and the
promotion of psychological strength and resilience
(Fusar-Poli et al., 2021). This underscores the
need for AI applications that go beyond clinical
treatment, emphasizing positive, developmental,
and constructive support for adolescent psycholog-
ical growth.

However, the development of AI applications
for positive mental health and wellbeing faces sev-
eral challenges.

Lack of Domain-Specific Corpora: Most ex-
isting mental health corpora are rooted in clini-
cal and counseling psychology (Orr et al., 2022;
Toleubay et al., 2023). While useful, they
often overlook strengths-based approaches, per-
sonal growth, and resilienceessential for promot-
ing long-term wellbeing in adolescents. This
highlights the need for the integration of cutting-
edge positive psychology (Hou et al., 2025; Lo-
mas et al., 2021; Seligman and Csikszentmiha-
lyi, 2000) and coaching practices (Ciarrochi et al.,
2022; Grant and Atad, 2022; Richter et al., 2021;
van Zyl et al., 2020), which offer evidence-based
strategies for structuring dialogues that actively
support the psychological growth and wellbeing of
adolescents.

Limited Expert Knowledge Integration:
Many mental health corpora rely on web-scraped,
crowdsourced, or AI-generated data (Lin et al.,
2024; Qiu et al., 2024; Sun et al., 2021), which
often lack verification and evidence-based ground-
ing. Such limitations risk producing unreliable
outputs, especially in expert-sensitive domains
like adolescent mental health, highlighting the
importance of expert-guided content (Stade et al.,
2024).

Insufficient Evaluation Frameworks: Con-
ventional NLP metricssuch as BLEU (Pap-
ineni et al., 2002), ROUGE (Lin, 2004), and
BERTScore (Zhang et al., 2020)are inadequate
for mental health tasks, as they fail to capture
key psychological dimensions like empathy and in-
sight in multi-turn dialogues. While agent-based
approaches have shown promise (Zhang et al.,
2024a), they still neglect essential therapeutic out-
comes such as flourishing and character strengths.

This highlights the pressing need for domain-
specific evaluation frameworks tailored to adoles-
cent mental wellbeing.

In this paper, we introduce DeepWell-Adol,
a scalable domain-specific corpus constructed to
provide deep, expert-driven insights for promot-
ing positive mental health and wellbeing among
adolescents. The corpus comprises 1,795 high-
quality multi-turn wellbeing coaching dialogues
between coaches and adolescents, covering five
key themes of adolescent mental health promo-
tion, such as emotion regulation, academic &
carer development, social & interpersonal rela-
tionships, lifestyle & environmental adaptation,
and personal growth & self-growth. It is con-
structed from two components: (1) an expert-
written seed corpus, which ensures professional
quality, and (2) a mirrored corpus, generated us-
ing a scenario-based and two-stage automatic aug-
mentation method, enabling scalable corpus con-
struction. Grounded in the best practices of posi-
tive psychology and coaching, the corpus embod-
ies a strength-oriented, solution-focused approach
to mental health, shifting the focus from tradi-
tional, problem-oriented interventions to proactive
strategies that cultivate psychological resilience
and adaptive coping mechanisms. This corpus
lays the groundwork for AI applications aiming
to deliver scalable, accessible, and equitable men-
tal health services. The general framework of
DeepWell-Adol is illustrated in Figure 1. For sim-
plicity, we refer to it as DeepWell in the remainder
of this paper.

Our contributions are as follows:
To the best of our knowledge, we construct the

first domain-specific corpus focused on adolescent
positive mental health and wellbeing promotion,
extending NLP research in mental health beyond
traditional, problem-oriented approaches. It pro-
vides a valuable resource for developing models
and tools to support adolescent wellbeing.

We propose a novel multi-stage data augmenta-
tion approach that aligns expert knowledge across
three stagesprinciples and strategies, text gener-
ation, and final screeningensuring that the aug-
mented datasets adhere maximally to psycholog-
ical best practices.

We introduce a multi-dimensional evaluation
framework that comprehensively assesses the cor-
pus quality and effectiveness, offering a reference
metric for AI-driven mental health applications.
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2 Related Works

A range of psychological conversation datasets
have been developed to support NLP research and
applications in mental health. For instance, ăEm-
pathetic Dialogues (Rashkin et al., 2019; Xiao
et al., 2024), Positive Psychology Frames (Ziems
et al., 2022), Mandarin Cognitive Distortion De-
tection and Positive Reconstruction (Lin et al.,
2024) were constructed to address empathetic
emotional support and positive cognitive refram-
ing tasks. While empathy and reframing are es-
sential components of mental health interventions,
they do not encompass the full counseling process,
limiting their applicability in developing LLMs
for broader mental health promotion, particularly
among adolescents.

The advancement of LLMs has expanded the po-
tential for AI-driven mental health applications. A
study by (Sabour et al., 2023) found that AI-based
tools like Emohaa can enhance mood, reduce
stress, and improve sleep, demonstrating their ef-
fectiveness in mental health interventions. How-
ever, existing models, such as Qiaoban(Zhao et al.,
2023), MeChat(Qiu et al., 2024) , MindChat(Yan
and Xue, 2023), and SoulChat (Chen et al., 2023),
are primarily designed for clinical and counseling
contexts. These models are trained on corpora de-
rived from psychotherapy approaches like Cogni-
tive Behavioral Therapy and emphasize symptom
management, crisis intervention, or mental illness.
As a result, they lack the developmental focus nec-
essary to support adolescent mental health holisti-
cally. This highlights the need for corpus and AI
applications specifically constructed to promote
mental health among adolescents in non-clinical
and educational settings.

3 Positive Mental Health and Wellbeing
Promotion Framework

We propose a Positive Mental Health and Well-
being Promotion Framework (PMW) to guide
the construction and evaluation of DeepWell.
This framework is rooted in positive psychol-
ogy, which emphasizes strengths, resilience, and
wellbeing (Seligman and Csikszentmihalyi, 2000)
as well as coaching, which integrates strengths-
based, solution-focused approaches and personal
development strategies to help individuals thrive
(Grant and Atad, 2022). The framework com-
prises two core components: dialogue construc-
tion guidelines (PMW-C) and outcome evaluation

metrics (PMW-E). The PMW framework offers an
evidence-based, systematic, and scalable approach
to creating high-quality corpora that effectively
promote adolescent well-being.

3.1 PMW-C: Dialogue Construction
Guidelines

We developed a six-stage dialogue model based on
the Positive Psychological Coaching framework
(Richter et al., 2021; van Zyl et al., 2020), re-
fined through literature review and consensus from
four mental health experts. The six stagesEstab-
lishing Relationship, Clarifying Insights, Lever-
aging Strengths and Resources, Constructing an
Ideal Vision, Setting Goal Strategies, and Sum-
marizing and Transferringare supported by spe-
cific techniques and examples (see Table 5).
Through these structured processes, adolescents
are guided toward self-awareness, resilience, and
personal growth by focusing on emotion regula-
tion, strengths, and goal-setting. The PMW-C
framework enables both experts and AI systems
to generate consistent, structured, and wellbeing-
oriented dialogue content.

3.2 PMW-E: Evaluation Metrics

To ensure the dialogue leads to tangible improve-
ments in mental health, the framework incorpo-
rates comprehensive outcome evaluation metrics
that emphasize positive psychological outcomes
rather than merely symptom reduction. Adapted
from the Positive Functioning Model (Rusk and
Waters, 2015), the PMW-E assesses four key di-
mensions: (1) promoting positive psychological
processes, (2) discovering and building psycholog-
ical strengths and resources, (3) fostering positive
relationships and social support, (4) encouraging
positive behaviors and sustainable habits. These
constructs are operationalized and quantified, as
detailed in Table 6 and Figure 10.

PMW-E is designed to complement rather than
replace symptom-focused clinical models, offer-
ing a holistic metric that emphasizes the promo-
tion of positive functioning. It serves as a ref-
erence for evaluating corpus quality and ensures
that both expert- and AI-generated dialogues effec-
tively support adolescent wellbeing. Moreover, it
provides a benchmark for future corpus develop-
ment in mental health research.
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4 Dataset Construction

4.1 Real-World Scenarios of Adolescent
Mental Health: Collection and Format

We conducted a paper-based survey among adoles-
cents to explore psychological challenges across
domains such as academics, relationships, and
self-identity. The questionnaire collected demo-
graphic information and open-ended responses de-
scribing recent concerns. All responses were
anonymous, with strict data cleaning and manual
verification to ensure privacy.

A total of 125 responses were collected from 87
participants (34 male, 42 female, 11 unspecified;
Mage = 13.51, SDage = 2.59), spanning Grades 2-
12. While the focus shifted to adolescents (ages
10-19), eight younger students (ages 7-9) were re-
tained due to the relevance of their responses, as
confirmed by mental health experts.

To build a high-quality dataset, experts selected
87 contextually complete cases. Using GLM-4
(GLM et al., 2024a), we classified themes as fol-
lows: emotion regulation (14), academic & career
development (24), social & interpersonal relation-
ships (23), lifestyle & environmental adaptation
(10), and personal growth & self- identity (16).
Each case includes ID, demographics, topic theme,
and a core problem statement (see Figure 4).

4.2 Human Expert-Written Corpus

Corpus Collection We publicly recruited 51 ex-
perts specializing in adolescent mental health with
a strong foundation in positive psychology. These
professionals hold advanced degrees in psychol-
ogy or related mental health fields and possess
relevant certifications in mental health or positive
psychology. All experts have undergone formal
training in positive psychology. On average, they
bring 8.69 years of experience in the field of men-
tal health, with significant frontline experience
in psychological health education within primary
and secondary school settings. Notably, 58.8%
of the experts have contributed to psychological
research projects and have authored academic pa-
pers, books, or presented at conferences focused
on psychology and mental health. Detailed demo-
graphic information is provided in Table 7.

These experts wrote 1,139 multi-turn dialogue
samples based on the PMW-C framework, real-
world scenarios, and their frontline experience.

Corpus Preprocessing and Screening We first
excluded 135 dialogue samples with fewer than

5 turns (a turn defined as one exchange between
client and coach), resulting in 1,004 remaining
samples. These were anonymized and manually
proofread to ensure accuracy.

Using GLM-4, we categorized the dialogues
into five adolescent mental health themes (see
Figure 5). From each category, 20 dialogues
were randomly selected to form a 100-sample pre-
experiment dataset. Evaluations were conducted
using GLM-4 and QianFan Ernie-4.0 Turbo 8K,
with scoring criteria detailed in Table 8. Concur-
rently, a psychology Masters student annotated the
data manually for comparison. Inter-rater reliabil-
ity tests were conducted using SPSS 27, a com-
mon data analysis software in psychology. Results
showed that GLM-4 had strong agreement with
expert ratings (K = .853, 95% CI [.690, 1.00]),
outperforming QianFan Ernie-4.0 Turbo 8K (K =
.648, 95% CI [.425, .871]).

Based on prompts (see Figure 6), GLM-
4 screened the full dataset, yielding 925 high-
quality, expert-written dialogue samples. Topic-
wise distributions are shown in Table 1.

Topic Number of
Dialogues

Emotional Regulation 147
Academic & Career Development 251
Social & Interpersonal Relationships 363
Lifestyle & Environmental Adapta-
tion

89

Personal Growth & Self-Identity 75

Table 1: Number of dialogues in each topic

4.3 Computer-Generated Corpus

DeepSynergy We propose a Dual-phase Expert-
Embedded Positive Dialogue Generation Synergy
(DeepSynergy) framework, an approach for au-
tomatically generating high-fidelity positive men-
tal health promotion dialogues grounded in real-
world scenarios (see Figure 2). The frame-
work systematically replicates expert workflows
through two interconnected roles. Positive Psy-
chology Supervisors design scenario-specific in-
tervention plans by rigorously applying the PMW-
C framework and referencing human expert-
written sample corpus from similar contexts. Pos-
itive Psychology Coaches operationalize these
plans through client-tailored dialogues, selecting
evidence-based psychological tools (e.g., cogni-
tive reframing, strength-spotting) while maintain-

12801



Figure 2: DeepSynergy and Example

ing fidelity to expert guidance.

It is worth mentioning that DeepSynergy pro-
vides DeepWell-Adol with extensibility. Under ex-
pert guidance, real-time data (such as social media
content or emerging adolescent challenges) can be
incorporated as new structured scenarios, generat-
ing new dialogue samples based on their similarity
to existing seed data for model training.

Semantic Matching between Topic Themes
and Human Expert-Written Corpus We first
perform word segmentation using the jieba tok-
enizer on both the core problem descriptions of
scenario-based tasks and the human expert-written
corpus. Subsequently, a TF-IDF vector space
model is constructed for semantic representation.
By computing cosine similarity metrics, we quan-
titatively measure the semantic relevance between
topic descriptions and candidate corpora. Ulti-
mately, the top-10 most semantically relevant cor-
pora for each topic are systematically identified as
reference materials.

Positive Psychological Promotion Plans Gen-
eration In this phase, we assign the role of the
positive psychology supervisor to a large language
model, prompting it to generate a positive psycho-
logical promotion plan based on task-oriented sce-
narios (see Figure 7). Specifically, the supervisor
follows the positive psychological health promo-
tion framework and references dialogues on sim-

ilar topics to design a detailed promotion plan
based on the task scenario. The plan includes basic
client information, a description of the psycholog-
ical issues or concerns, and a comprehensive exe-
cution strategy. One of the key goals of the plan
is to provide enhanced professional insights to ad-
dress the client’s psychological issues, while de-
veloping practical and actionable strategies based
on the six phases of psychological promotion. Ad-
ditionally, the plan synthesizes core information
about the client, ensuring that the subsequent pro-
motion process is both comprehensive and system-
atic. This study constructs the positive psychology
supervisor based on GLM-4-Plus.

Positive Psychological Promotion Dialogue
Generation In this phase, we assign the role of
the positive psychological coach to a large lan-
guage model and prompt it to generate multi-turn
dialogues based on the clients information and the
positive psychological promotion plan (see Figure
8). Specifically, the coach needs to choose appro-
priate psychological promotion tools based on the
clients basic information and the current stage of
the conversation to help address the clients psycho-
logical issues. In this paper, we construct the pos-
itive psychological coach based on GLM-4-Plus.
After completing the two stages, we generated 870
multi-turn dialogues focused on positive mental
health promotion.
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Data Screening To ensure alignment and con-
sistency with the human expert-written corpus, we
applied the same filtering criteria used for the hu-
man expert-written corpus to the generated posi-
tive psychological promotion dialogues. Addition-
ally, to account for potential distractions of large
language models, we introduced a new evaluation
standard: Does this dialogue consistently focus on
the issue raised by the client and engage in relevant
discussions to support their overall mental health
and well-being? Using GLM-4, we screened 870
positive psychological promotion dialogues, all of
which fully met our criteria. The prompts are
shown in Figure 9. For statistical information of
expert- and computer-generated dialogues, please
refer to Table 2.

Dialogue Statistics Expert-
written

Computer-
generated

Avg. Number of Turns 6.88 13.18
Avg. Length of Client 27.08 29.74
Avg. Length of Counselor 52.45 64.50
Avg. Length of Dialogue 39.71 47.05

Table 2: Key statistics of expert-written vs. computer-
generated dialogues.

5 Dataset Evaluation

This section provides a systematic evaluation
of DeepWell through external benchmarking.
We compared DeepWell against two publicly
available mental health dialogue datasets:
SMILECHAT (Qiu et al., 2024), a multi-turn
mental health support dialogue corpus, and
CPsyCounD (Zhang et al., 2024a), a multi-turn
psychological counseling corpus covering a
range of counseling topics. Three evaluation
frameworks were employed: the CpsyCoun
evaluation matrix (Comprehensiveness, Profes-
sionalism, Authenticity, Safety), the FEEL model
(Informativeness, Comprehensibility, Helpfulness,
Consistency, Coherence, Safety), and the PMW-E
framework, which assess general conversational
competence, emotional support capacity, and the
promotion of positive mental health, respectively
(Zhang et al., 2024a,b). All evaluations were
conducted using the GLM-4-Plus with standard-
ized prompts (see Figure 10, Figure 11, Figure
12 and Figure 13) to ensure consistency and
reproducibility.

To ensure representativeness and diversity, we
randomly selected 20 expert-written and 20 model-

generated dialogues from each of the five themes
in DeepWell, resulting in a total of 200 evaluation
samples. For SMILECHAT, we randomly selected
100 dialogues for comparison. For CPsyCounD,
we adopted the official CPsyCounE subset, which
contains five dialogues per topic across nine coun-
seling themes.

Evaluation results indicate that DeepWell
performs comparably or even better than
SMILECHAT and CPsyCounD in terms of
general counseling competence and emotional
support. Moreover, DeepWell demonstrated sig-
nificantly stronger performance across most key
indicators of the PMW-E framework, highlighting
its superiority in promoting positive mental
wellbeing (see Table 3).

6 Experiment

6.1 Training

We fine-tuned each base model-Qwen2.5-
7B (Team, 2024), ChatGLM3-6B (GLM et al.,
2024b), and Baichuan2-7B (Baichuan, 2023)on
the DeepWell corpus, which contains a total of
1,337 examples (after filtering out entries that
did not meet formatting requirements). The
dataset comprises 710 computer-generated and
627 expert-written examples, with 11.8% of each
subset held out for validation. For each model, we
ran three fine-tuning variants-Combined (expert-
written + computer-generated), Expert-written
only, and Computer-generated only for three
epochs using AdamW with an initial learning
rate of 3 × 10−4 under a linear decay schedule
(5% warm-up) and weight decay of 0.01. We
applied Low-Rank Adaptation (LoRA) to every
transformer layer (rank = 8, α = 32, dropout =
0.1) (Hu et al., 2021), used a per-GPU train batch
size of 2, and validated & saved checkpoints every
100 steps. All experiments were conducted on a
single NVIDIA RTX 4090 GPU.

6.2 Automatic Evaluation

To assess the generative performance of the LLM
in multi-turn conversations, we employ the follow-
ing automatic evaluation algorithm. A conversa-
tion with m turns is represented as a set of paired
elements (qi, ri), i = 1, 2, . . . ,m, where qi de-
notes the user query and ri represents the consul-
tant’s response.
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Evaluation Matrix Indicator DeepWell-Adol SMILECHAT CPsycounD

CpsyCoun

Comprehensiveness (0-2 points) 1.85 1.81 1.84
Professionalism (0-4 points) 3.27 2.24 2.82
Authenticity (0-3 points) 2.86 2.43 2.63
Safety (0-1 points) 0.998 1.00 0.995

FEEL Model

Informativeness (0-3 points) 2.46 2.46 2.54
Comprehensibility 2.76 2.73 2.76
Helpfulness 2.65 2.60 2.61
Consistency 2.72 2.68 2.77
Coherence 2.76 2.74 2.79
Safety 2.88 2.86 2.92

PMW-E Framework

Psychological Processes (0-3 points) 2.38 1.98 1.88
Character Strengths 1.93 1.40 1.35
Interpersonal Relationships 1.31 1.44 0.86
Healthy Behaviors 1.82 1.36 1.29

Table 3: Comparison of three datasets (DeepWell-Adol, SMILECHAT, and CPsycounD) across the CpsyCoun,
FEEL, and PMW-E evaluation matrices.

ri =

{
fLLM(qi), i = 1

fLLM(hi, qi), 1 < i ≤ m
(1)

Here, hi = {(qj , rj) | j = 1, 2, . . . , i − 1} de-
notes the conversation history up to the ith turn,
and fLLM(·) is the LLM’s response generation
function(Zhang et al., 2024a).

Each response ri is evaluated and assigned a
score ŝi. The overall score for the conversation is
then computed as the average of the m individual
scores:

s =
1

m

m∑

i=1

ŝi (2)

6.3 Results and Ablation Study

We evaluated our fine-tuned model, WellChat,
across three variants (Combined, Expert-written
only, Computer-generated only) against their re-
spective base LLMs (Qwen2.5-7B, ChatGLM3-
6B, Baichuan2-7B) using an independent, expert-
written reference set consisting of 91 conversa-
tions (653 turns). As shown in Table 4, the fine-
tuned models achieve substantial gains in ROUGE,
BLEU-4, and BERTScore over all base models,
demonstrating improved contextual relevance and
semantic alignment.

To disentangle the contributions of each data
source, we performed ablation studies by omit-
ting either expert-written or computer-generated
data while keeping all other settings constant.

Removing expert examples resulted in signifi-
cant performance drops across every metric and
model. Omitting computer-generated data also de-
graded Qwen2.5-7B and ChatGLM3-6B, whereas
Baichuan2-7B showed a slight relative edge with
expert-only fine-tuning (though its absolute scores
for Combined and Expert-written differ by less
than 0.01). These findings confirm that expert-
written and computer-generated data are each valu-
able and, when combined, jointly maximize per-
formance.

6.4 Manual Evaluation Experiment

To comprehensively evaluate the quality of model-
generated dialogues, we first invited three front-
line coaching experts with hands-on experience in
positive psychology promotion who were not in-
volved in the construction of the DeepWell cor-
pusto draft and cross-review three multi-turn dia-
logues across different topics: personal growth &
self-identity (8 turns), academic & career develop-
ment (7 turns), and social & interpersonal relation-
ships (8 turns), resulting in a total of 154 dialogue
turns for evaluation (see Figure 14).

Subsequently, we invited an additional eight ex-
perts with experience in adolescent mental health
promotion, none of whom participated in cor-
pus development, to conduct a manual evaluation.
In a single-blind setting, experts compared the
dialogue outputs from three sources: WellChat,
ChatGLM3-6B (baseline model), and the expert-
written reference corpus authored by the afore-
mentioned three coaching experts. The evalua-
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Base Model Condition ROUGE-1 ROUGE-2 ROUGE-L BLEU-4 BERTScore

Qwen2.5-7B

Base 0.229 (−) 0.080 (−) 0.141 (−) 0.034 (−) 0.194 (−)
Combined 0.291 (↑ 27.0%) 0.126 (↑ 57.5%) 0.220 (↑ 56.0%) 0.092 (↑ 170.6%) 0.246 (↑ 26.8%)

Expert 0.282 (↑ 23.2%) 0.119 (↑ 48.8%) 0.213 (↑ 51.1%) 0.088 (↑ 158.8%) 0.235 (↑ 21.1%)

Computer 0.266 (↑ 16.2%) 0.083 (↑ 3.8%) 0.180 (↑ 27.7%) 0.050 (↑ 47.1%) 0.217 (↑ 11.9%)

ChatGLM3-6B

Base 0.199 (−) 0.068 (−) 0.123 (−) 0.028 (−) 0.172 (−)
Combined 0.287 (↑ 44.2%) 0.121 (↑ 78.7%) 0.208 (↑ 69.9%) 0.087 (↑ 210.7%) 0.244 (↑ 41.9%)

Expert 0.275 (↑ 38.2%) 0.110 (↑ 61.8%) 0.198 (↑ 61.0%) 0.078 (↑ 178.6%) 0.234 (↑ 36.0%)

Computer 0.249 (↑ 25.1%) 0.077 (↑ 13.2%) 0.165 (↑ 34.6%) 0.043 (↑ 53.6%) 0.200 (↑ 16.3%)

Baichuan2-7B

Base 0.210 (−) 0.070 (−) 0.130 (−) 0.031 (−) 0.179 (−)
Combined 0.284 (↑ 35.2%) 0.119 (↑ 70.0%) 0.207 (↑ 59.2%) 0.082 (↑ 164.5%) 0.245 (↑ 36.9%)

Expert 0.294 (↑ 40.0%) 0.126 (↑ 80.0%) 0.215 (↑ 65.4%) 0.087 (↑ 180.6%) 0.252 (↑ 40.7%)

Computer 0.234 (↑ 11.4%) 0.073 (↑ 4.3%) 0.154 (↑ 18.5%) 0.040 (↑ 29.0%) 0.192 (↑ 7.3%)

Table 4: SFT improvements on our corpus: for each base model (Qwen2.5-7B, ChatGLM3-6B, Baichuan2-7B),
we compare fine-tuning on combined data, expert-written only, and computer-generated only, relative to the base
condition before SFT.

Figure 3: Manual Ratings for WellChat Performance

tion results showed that responses generated by
our model were preferred in 54.5% of the dialogue
turns, compared to 27.9% for the baseline model
and 17.5% for the human-written reference.

Furthermore, we conducted a detailed analysis
of dialogue quality across six professional crite-
ria: Practicality of the Content, Relevance of the
Content, Informativeness of the Suggestions, Ac-
ceptance of the Suggestions, Listening and Em-
pathy, and Clarity of Expression. The compara-
tive performance of the three sources across these
dimensions is illustrated in Figure 3. The eval-
uation criteria were adapted and refined based
on established psychotherapy quality frameworks
(Wampold and Imel, 2015; Michael, 2013).

To assess the consistency of expert preferences,

we applied Kendall’s W test based on the fre-
quency each expert selected a model as the best
across 23 rounds of comparison. The results
(W = 0.554, χ2(2) = 8.867, p = 0.012) indi-
cated a moderate level of agreement and a statisti-
cally significant preference for the model trained
with the DeepWell corpus, supporting the validity
and effectiveness of the dataset.

7 Conclusion

This paper introduces DeepWell-Adol, a scalable,
expert-based dialogue corpus designed to promote
adolescent mental health and wellbeing. By com-
bining expert-written seed data with automated
data augmentation, the corpus ensures both high
quality and scalability. Evaluations demonstrate
its effectiveness in fostering positive mental health
outcomes. DeepWell-Adol supports the training
and fine-tuning of conversational models for ado-
lescent psychological support, serves as a bench-
mark corpus for evaluating mental health dia-
logue generation systems, and facilitates the de-
velopment of educational and intervention plat-
forms aimed at promoting adolescent well-being.
Our framework, which integrates expert knowl-
edge with scalable expansion, offers a valuable
approach for developing domain-specific corpora
in sensitive areas like mental health. This work
lays the foundation for advancing LLMs in ado-
lescent mental health support. Future directions
include reinforcement learning from human feed-
back (RLHF) and extending the framework to
other populations, such as the elderly.
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Limitations

While our framework demonstrates strong per-
formance in generating and evaluating dialogues
for promoting adolescent positive mental health,
several limitations remain. The corpus does
not yet fully capture the psychological diversity
across cultural and developmental contexts, limit-
ing model generalizability. Additionally, although
DeepWell-Adol was designed with built-in exten-
sibility from the outset, supporting the integra-
tion of new topics identified via real-time data
(such as social media trends) and mapping them
to existing theme seeds to cover more diverse
and novel scenarios, the generation process still
relies on static expert knowledge and predefined
theme seeds. As a result, the model falls short
of modeling the dynamic, context-sensitive strate-
gies crucial for real-world psychological interven-
tions. Future work should explore more adaptive
and temporally-aware generation approaches, with
an emphasis not only on adaptivity but also on the
diversity of generated texts and its evaluation as a
key metric for ensuring better user experience. In
parallel, future efforts should strengthen filtering
mechanisms to detect and block unsafe, inappro-
priate, or out-of-domain outputs in real-world de-
ployments.

Ethics Statement

All study procedures were approved by the Life
Ethics Committee of Tsinghua Shenzhen Inter-
national Graduate School (Approval No. F151,
2024).

The DeepWell-Adol corpus is a publicly avail-
able dataset that has been carefully de-identified
and manually inspected to protect participant pri-
vacy. While the corpus itself poses no inherent
risks, training models on it may introduce chal-
lenges due to the black-box nature of machine
learning. Although our primary goal is to promote
positive adolescent mental health, model outputs
may inadvertently affect vulnerable individuals.
For example, due to systematic biases, model out-
puts may contain inaccurate or misleading psycho-
logical suggestions, particularly for adolescents
with pre-existing mental health conditions. If
used improperly or without guidance, these out-
puts could exacerbate rather than alleviate psycho-
logical distress. Therefore, users are strongly ad-
vised to examine generated outputs cautiously and
to use the system as a supplementary resource un-

der professional guidance.
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A PMW-C: Dialogue Construction Guidelines for Positive Mental Health and
Wellbeing

No. Stage Positive Psychology Strategies and Tools Example

1
Building
Trust

Active Listening: Reflecting and clari-
fying the content expressed by the stu-
dent to show attention to their emo-
tions.

"I hear you feel frustrated; this
must be difficult for you."

Mirroring: Responding with the stu-
dent’s own words to increase reso-
nance and psychological safety.

"You feel like no one understands
your feelings, that’s really frustrat-
ing."

Emotional Labeling: Naming the stu-
dent’s emotions in the conversation
to help them understand and express
their feelings.

"It sounds like you’re really angry
about this, maybe with some frus-
tration too."

2
Clarifying
and Defining
Issues

Open-ended Questions: Allowing stu-
dents to freely express their emotions
and thoughts.

"What were you thinking when
this happened?"

Reflecting Emotions: Reflecting the
student’s emotions to strengthen em-
pathy.

"I hear you feel hurt, especially
when you were not noticed."

Positive Acceptance: Maintaining an
open attitude regardless of the emo-
tions the student expresses.

"No matter how you feel, I’m here
to support you."

3

Discovering
and Building
Strengths &
Resources

Optimal Experience: Guiding stu-
dents to recall positive or success-
ful experiences and identify strengths
and resources.

"How did you overcome a similar
challenge last time? What strate-
gies did you use?"

Strength-based Feedback: Providing
positive feedback promptly.

"You showed great adaptability
and patience today."

Strength Labeling: Clearly identify-
ing the student’s strengths to enhance
self-efficacy and promote a positive
mindset.

"You have great communication
skills, which are very helpful in
solving problems."

Resource Activation: Helping stu-
dents rediscover and utilize over-
looked personal, social, or environ-
mental resources or engage in activi-
ties to activate them.

"Have any friends, family, or
teachers supported or encouraged
you recently? Have you tried shar-
ing your thoughts with them or
asking for help?"

4
Constructing
an Ideal
Vision

Visualization Guide: Encouraging
students to imagine the ideal state af-
ter solving the problem.

"Imagine, if everything goes
smoothly, what will this situation
look like at the end?"

Hope-Boosting Language: Using in-
spirational language to boost hope.

"Achieving this goal will give you
a sense of accomplishment you’ll
truly value."
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Continuation of Table 5 PMW-C

No. Stage Positive Psychology Strategies and Tools Example

Value-Oriented Conversation: Align-
ing the vision with the student’s per-
sonal values.

"What personal values does this
goal most align with?"

5
Setting
Realistic
Goals and
Action Plans

Goal Setting: Helping students set
specific, achievable goals.

"Your goal can be to spend
15 minutes each day completing
homework. This will make it eas-
ier for you to get started."

Strategy Formulation: Collaborating
with the student to develop actionable
steps to achieve their goal.

"What do you think would be the
first step to take to achieve this
goal?"

Feedback and Adjustment: Adjust-
ing strategies based on the student’s
progress.

"If this step is difficult, we can try
another approach."

6
Summarizing
and
Transferring

Reviewing Progress: Summarizing
the positive changes the student has
made during the conversation.

"In today’s discussion, I noticed
great progress in your emotional
expression."

Empowering Closing Statements: Us-
ing positive language to close the con-
versation and affirm the student’s abil-
ities.

"I believe you can continue mov-
ing forward and achieve your
goals!"

Setting Follow-up Steps: Clarifying
the next actions to take.

"Next time, we can review your
progress on this goal."

Table 5: PMW-C
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B PMW-E: Outcome Evaluation Metrics for Positive Mental Health and Wellbeing

Criterion Definition Standards

Promoting Positive
Psychological Pro-
cesses

Assess the effectiveness of the
coach or counselor in helping the
client enhance their positive psy-
chological processes, including
the promotion of positive emo-
tions, positive thinking, and the
formation of positive action inten-
tions.

* Does the coach or counselor effectively
help the client identify and experience
positive emotions, such as happiness, grat-
itude, or contentment?
* Does the coach or counselor guide the
client in shifting their thinking to a pos-
itive perspective, encouraging them to
view problems and challenges from a pos-
itive angle?
* Does the coach or counselor inspire the
client to form intentions for positive ac-
tions and assist them in making positive
changes in their life?

Discovering and
Building Positive
Psychological Re-
sources

Assess the coach or counselor’s
performance in helping the client
build and develop positive psy-
chological resources, particularly
in enhancing psychological re-
silience and identifying personal
character strengths.

* Does the coach or counselor help the
client build psychological resilience to ef-
fectively cope with stress and challenges?
* Does the coach or counselor assist the
client in identifying and developing per-
sonal character strengths, such as courage,
perseverance, or gratitude, to foster per-
sonal growth?

Fostering Positive
Relationships and
Social Support Sys-
tems

Assess the coach or counselor’s
performance in helping the client
build positive interpersonal rela-
tionships and actively seek social
support.

* Does the coach or counselor help the
client identify and build positive interper-
sonal relationships, enhancing trust and
emotional support in social interactions?
* Does the coach or counselor encourage
the client to proactively seek social sup-
port from family, friends, or professionals,
promoting positive social interactions?

Encouraging Pos-
itive Actions and
Sustained Change

Assess the coach or counselor’s
effectiveness in helping the client
establish life visions, set action
goals, and motivate the client to
take action, leading to long-term
positive behavioral habits.

* Does the coach or counselor help the
client clarify their life vision and goals, in-
spiring intrinsic motivation to achieve per-
sonal ideals?
* Does the coach or counselor guide the
client in translating their vision into con-
crete action plans and realize sustained
positive behavioral habits in daily life?

Table 6: PMW-E
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C Real-World Scenarios Data Structure

Figure 4: Scenarios Data Structure

D Demographic Data of Human Experts

Stage n %

Age, Mean, SD 35.57 7.37

Gender
Male 7 17.65%
Female 42 82.35%

Education
Undergraduate 10 19.61%
Master 33 64.71%
Doctor 8 15.69%

Certificates of expert qualification held (Multiple-
Answers)
Positive Psychology Coach 20 39.22%
National Psychological Counselor (Level II/III) 26 50.98%
Registered Psychologist of the Psychological Soci-
ety

2 3.92%

Other Certificates in Mental Health 21 41.18%

Job Title (Multiple-Answers)
Primary and secondary school counseling teachers 22 43.14%
Teachers of other subjects in primary and secondary
schools

4 7.84%

Counselors, therapists 21 41.18%
Psychological researcher and lecturer 11 21.57%

Table 7: Human Experts Data
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E Dialogue Topic Categorization Prompts

Figure 5: Dialogue Topic Categorization Prompts

F Data Screening Criteria

Perspective Criterion Yes/No

Age Appropriateness - Is the client’s age within the adolescent range (8-18 years)?

Dialogue Complete-
ness

- Does the dialogue consist of 5-10 rounds (A round refers to
the process where the therapist responds after the client has
spoken)?
- Is the conversation complete?

Content Relevance - Is the corpus focused on promoting positive mental health and
wellbeing among adolescents?
- Does the counselor utilize positive psychology approaches tai-
lored to the client’s needs?

Safety & Ethics - Does the dialogue not require crisis intervention?
- Did the client not demonstrate suicidal or non-suicidal self-
injurious intentions, behaviors, or habits during the conversa-
tion?
- Does the dialogue adhere to psychological counseling privacy
guidelines and avoid disclosing sensitive information such as
personal names, school, contact information, and home ad-
dress?

Table 8: Data Screening Criteria
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G Data Screening Prompts for Human Expert-written Dialogue

Figure 6: Human Expert-written Dialogue
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H Prompts for Positive Psychological Promotion Plans

Figure 7: Positive Psychological Promotion Plans
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I Prompts for Positive Psychological Promotion Dialogue

Figure 8: Positive Psychological Promotion Dialogue
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J Data Screening Prompts for Computer-Generated Dialogue

Figure 9: Computer-Generated Dialogue
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K Dataset Evaluation Prompts

Figure 10: PMW-E Framework
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Figure 11: FEEL Model
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Figure 12: FEEL Model
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Figure 13: CpsyCoun Evaluation Matrix
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L Manual Evaluation Experiment

Figure 14: Manual Evaluation Experiment
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