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Abstract

Existing table understanding methods face chal-
lenges due to complex table structures and intri-
cate logical reasoning. While supervised fine-
tuning (SFT) dominates existing research, rein-
forcement learning (RL), such as Group Rela-
tive Policy Optimization (GRPO), has shown
promise but struggled with low initial policy
accuracy and coarse rewards in tabular contexts.
In this paper, we introduce Table-R1, a three-
stage RL framework that enhances multimodal
table understanding through: (1) Warm-up
that prompts initial perception and reasoning
capabilities, (2) Perception Alignment GRPO
(PA-GRPO), which employs continuous Tree-
Edit-Distance Similarity (TEDS) rewards for
recognizing table structures and contents, and
(3) Hint-Completion GRPO (HC-GRPO),
which utilizes fine-grained rewards of residual
steps based on the hint-guided question. Ex-
tensive experiments demonstrate that Table-R1
can boost the model’s table reasoning perfor-
mance obviously on both held-in and held-out
datasets, outperforming SFT and GRPO largely.
Notably, Qwen2-VL-7B with Table-R1 sur-
passes larger specific table understanding mod-
els (e.g., Table-LLaVA 13B), even achieving
comparable performance to the closed-source
model GPT-4o on held-in datasets, demonstrat-
ing the efficacy of each stage of Table-R1 in
overcoming initialization bottlenecks and re-
ward sparsity, thereby advancing robust multi-
modal table understanding.

1 Introduction

Table understanding is regarded as a cornerstone
task in NLP and multimodal research, as structured
data in the form of tables is pervasive across diverse
domains such as scientific research (Van Breugel
and Van Der Schaar, 2024; Li et al., 2024a), fi-
nance (Chen et al., 2021; Katsis et al., 2022), and
education (Lu et al., 2023; Kang et al., 2025). This
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Figure 1: Comparative analysis of different initial policy
accuracy in a group.

Model Ainit (%) Afinal (%) ∆A VAinit

Qwen2.5-0.5B 21.4 28.7 7.3 0.168
Qwen2.5-1.5B 31.2 44.0 12.8 0.215
Qwen2.5-3B 55.2 87.6 32.4 0.247
Qwen2.5-7B 81.8 91.2 9.4 0.149

Table 1: Comparative analysis of GRPO performance
on TabMWP across Qwen2.5 models of varying scales.
∆A = Afinal−Ainit represents the absolute improvement
in accuracy, while V(Ainit) = Ainit(1 − Ainit) denotes
the variance-based measure of initial policy accuracy.

task presents unique challenges due to the complex
table structures and intricate logical reasoning in
real-world tables (Mathur et al., 2024; Zhao et al.,
2024). Effectively interpreting and reasoning over
tabular data is critical for enhancing information
extraction and automating data analysis.

Recent research on table understanding has wit-
nessed two predominant paradigms: supervised
fine-tuning (SFT) and reinforcement learning (RL).
While most work has been largely dominated by
SFT (Zheng et al., 2024; Kang et al., 2025), these
methods suffer from limited generalization when
facing unseen table structures or complex reason-
ing chains (Chu et al., 2025). In contrast, RL
has resurged as a promising paradigm for improv-
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ing complex reasoning, especially in mathematical
tasks. Methods such as Proximal Policy Optimiza-
tion (PPO, Schulman et al., 2017), Direct Prefer-
ence Optimization (DPO, Rafailov et al., 2023),
and Group Relative Policy Optimization (GRPO,
Shao et al., 2024) demonstrate that RL-based meth-
ods can significantly enhance reasoning capabili-
ties. However, the application of RL to multimodal
table understanding remains underexplored, despite
its potential to address the limitations of SFT-based
approaches. This naturally raises an important re-
search question: Can RL-based methods such as
GRPO be effectively adapted to enhance complex
multimodal table understanding for Large Vision
Language Models (LVLMs)?

To accomplish this, we first conduct a prelimi-
nary study to investigate the application of GRPO
to complex table understanding tasks, identifying a
critical dependency on the initial policy’s accuracy
(see Section 3). As shown in Figure 1 and Table 1,
only a policy model with moderate accuracy can
produce a balanced mix of correct and incorrect
outputs, which is crucial for policy optimization.
This finding highlights a fundamental limitation:
the low initial accuracy of the policy model hinders
effective back propagation due to the low standard
of rewards, ultimately impairing the convergence
of the policy model. Additionally, existing reward
functions primarily depend on binary correctness
signals. Thus, another challenge is how to devise
more fine-grained reward functions tailored for tab-
ular perception and reasoning tasks.

To address the challenges highlighted, we in-
troduce Table-R1, the first RL-based framework
specifically designed for multimodal table under-
standing. Inspired by the cold-start strategy in
DeepSeek-R1 (Guo et al., 2025), Table-R1 intro-
duces a three-stage framework (see Figure 2): (1)
Warm-up initializes the model with perception and
reasoning capabilities, while also boosting the pol-
icy model’s initial accuracy. (2) Perception Align-
ment GRPO (PA-GRPO) employs continuous re-
ward signals, Tree-Edit-Distance-based Similarity
(TEDS), for table structure recognition. (3) Hint-
Completion GRPO (HC-GRPO) applies reward
functions to the residual steps of the hint-guided
question, which offers a finer-grained reward than
a coarse solution-level reward and further refines
the model’s reasoning capabilities.

We divide our datasets into two parts: held-in
and held-out. The held-in comprises 4 multimodal
table understanding tasks for training, whereas sim-

ilar tasks are set as held-out to assess the model’s
robustness. We validate the effectiveness of each
stage of Table-R1 and conduct comprehensive ex-
periments compared against baselines. Experi-
mental results indicate that Table-R1 consistently
outperforms both SFT and GRPO across models
of different scales. For Qwen2-VL-7B, Table-R1
achieves a 3.93% improvement over SFT and a
16.38% improvement over GRPO on held-in, as
well as a 7.72% improvement over SFT and a
8.79% improvement over GRPO on held-out, sig-
nificantly surpassing that of models with larger
scale (e.g., Table-LLaVA 13B) and matching GPT-
4o’s performance.

The main contributions of our work are summa-
rized as follows: (1) We identify and empirically
validate the pivotal limitation of GRPO in table
reasoning, that the policy model is sensitive to the
initial accuracy; (2) We propose Table-R1, a new
three-stage reinforcement learning framework that
enables LVLM to improve its perception and rea-
soning capability for the first time; (3) We con-
duct comprehensive experiments on six datasets
to demonstrate that our framework can obviously
surpass both SFT and GRPO, specifically boosting
the Qwen2-VL-7B model largely to achieve state-
of-the-art performance on several benchmarks.

2 Related Work

Multimodal Table Understanding is a funda-
mental task in computer vision and document un-
derstanding. Early works have focused on visual
table recognition, structure parsing, and content
extraction from document images, such as PubTab-
Net (Zhong et al., 2020), FinTabNet (Zheng et al.,
2021), and TableFormer (Yang et al., 2022).

Recent efforts have advanced toward reasoning
over visually and contextually rich tables. Rep-
resentative works include Table-LLaVA (Zheng
et al., 2024), which augments table inputs with
cell-associated images, and TabPedia (Zhao et al.,
2024), which provides a large-scale multimodal
table pretraining corpus to improve downstream
performance. Multimodal ArXiv (Li et al., 2024a)
proposes fine-grained reasoning over scientific ta-
bles with linked charts and text, while Karma
(Mathur et al., 2024) incorporates symbolic knowl-
edge graphs for better factual alignment. In terms
of reasoning supervision, Cheng et al. (2024) pro-
poses R3V, a self-training framework that itera-
tively generates and selects chain-of-thought trajec-
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tories to improve multimodal question answering
on documents and tables.

Reinforcement Learning (RL), as a machine
learning paradigm, aims to learn optimal decision-
making by enabling an agent to interact with an
environment and relying on reward signals (Zhang
et al., 2025). In the context of large language mod-
els (LLMs), RL is mapped to concrete language
generation tasks: the LLM functions as the agent,
with user prompts and generated text constituting
the environment state, while generating the next to-
ken corresponds to the agent’s action (Wang et al.,
2025). To facilitate effective training, pre-trained
reward models are typically employed. These mod-
els automatically evaluate the quality of the gener-
ated text based on human preferences or preset cri-
teria, and their outputs serve as rewards that guide
the training of the LLM (Ouyang et al., 2022).

In recent years, RL techniques have substantially
enhanced the reasoning capabilities of LLMs (Lu-
ong et al., 2024; Liu et al., 2025b; Peng et al., 2025).
Numerous studies have adopted appropriate reward
functions and policy optimization strategies to re-
inforce high-quality reasoning paths while penaliz-
ing low-quality ones, thereby guiding the models
to achieve more coherent and logically structured
reasoning trajectories (Wang et al., 2025). For ex-
ample, Rafailov et al. (2023) and Yuan et al. (2025)
employ Direct Preference Optimization (DPO),
Zhang et al. (2024) utilizes a process reward model
to evaluate each reasoning step, and Wang et al.
(2024a) leverages both process and outcome reward
models simultaneously. Particularly noteworthy is
Deepseek-R1, which employs a Group Relative
Policy Optimization (GRPO) method to achieve ro-
bust reasoning capabilities solely through RL (Guo
et al., 2025). GRPO replaces the traditional reward
function with verifiable rule-based rewards and
substitutes multiple sampling for the critic model,
directly steering the model to converge on high-
quality reasoning strategies without the need for
complex reward modeling(Shao et al., 2024).

3 Observation

We first investigate the application of GRPO to
complex table understanding tasks, identifying a
critical dependency on the initial policy’s accu-
racy. As detailed in Table 1, our evaluation on
the TabMWP dataset (Lu et al., 2023) reveals a
stark performance disparity. Models with either
low (e.g., Qwen2.5-0.5B) or high (e.g., Qwen2.5-

7B) initial accuracy merely yield gains of 7.3% and
9.4%, respectively. In contrast, the Qwen2.5-3B
model, starting from a moderate accuracy, achieves
a substantial improvement of 32.4%. This phe-
nomenon is visually represented in Figure 1, where
a low-accuracy policy tends to generate mostly in-
correct solutions, while a high-accuracy one gener-
ates predominantly correct solutions. Only a policy
model with moderate accuracy can produce a bal-
anced mix of correct and incorrect outputs, which
is crucial for policy optimization.

This behavior can be explained by the variance
of the binary reward. Assuming rewards follow
a Bernoulli distribution R ∼ Bernoulli(p), where
p = Ainit, the variance is given by Ainit(1−Ainit).
When Ainit approaches 0 or 1, the variance ap-
proaches zero. This leads to a zero advantage
estimate and negligible policy gradients for op-
timization. Conversely, when Ainit ≈ 0.5 (e.g.,
Qwen2.5-3B at 55.2%), variance approaches the
theoretical maximum of 0.25, maximizing advan-
tage and providing strong gradients for effective
policy optimization. This finding highlights a fun-
damental limitation: the low initial accuracy of the
policy model hinders effective back propagation
due to the low standard of rewards, ultimately im-
pairing the convergence of the policy model. This
observation aligns with recent findings emphasiz-
ing GRPO’s sensitivity to policy initialization (Yu
et al., 2025; Liu et al., 2025a).

4 Methodology

4.1 Problem Formulation

The multimodal tabular input, (I,Q), consists of a
question Q and a corresponding table image I . The
policy model πθ generates a series of actions to gen-
erate token sequences, which comprises a step-by-
step reasoning trajectory and the final answer. Each
action corresponds to generating the next token in
the output sequence. For each rollout, the model
produces candidate outputs {S1, . . . , SG} with cor-
responding rewards {R1, . . . , RG}. The objective
is to optimize πθ to maximize the expected cumula-
tive reward ES∼πθ(I,Q)[R(S)] by selecting actions
that generate high-quality reasoning trajectories.

4.2 Table-R1 Framework

As illustrated in Figure 2, we initially propose
Table-R1, a three-stage training framework for tab-
ular perception and reasoning tasks. (1) Warm-
up: Supervised fine-tuning to initialize the model
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Figure 2: Overall framework of Table-R1. (1) Warm-up establishes foundational capabilities in both visual
perception and reasoning. (2) PA-GRPO refines the model’s structural understanding by employing TEDS as a
continuous reward. (3) HC-GRPO utilizes fine-grained rewards of residual steps based on the hint-guided question.

with strong perception and reasoning capabilities.
(2) Perception Alignment GRPO: Improves table
structure recognition using continuous rewards. (3)
Hint-Completion GRPO: Enhances step-by-step
reasoning through hint-based completions. The
overall training algorithm is shown in Appendix A.

Warm-up. As shown in Figure 1, the initial accu-
racy of the policy model plays a crucial role during
the training of GRPO. To address this, we intro-
duce a warm-up stage that significantly boosts the
model’s initial perception and reasoning accuracy
via SFT. This stage equips the policy model with
the ability to both convert images to structured ta-
ble representations and to generate valid step-wise
reasoning paths. During the warm-up stage, the pol-
icy model undergoes SFT using the perception task
dataset Dp and reasoning task dataset Dr, which
will be detailed in the following two stages. The
loss function we used here is:

Lwarm-up = −E(I,Q,S)∼Dp∪Dr

[
T∑

t=1

log πθ(st|s<t)

]
.

(1)

Perception-Alignment GRPO (PA-GRPO). In
this stage, the model focuses on its ability to rec-
ognize patterns and structures. The model extracts
structured tabular representations from input im-

ages I , generating outputs Sp in either Markdown
or HTML format. To enhance the linguistic diver-
sity of instruction, we have constructed 20 distinct
instruction variants Qp for this task, as shown in
Figure 5 in Appendix B.2. The complete dataset,
denoted as Dp, is a collection of tuples (I,Qp, Sp),
where each tuple consists of a table image I , an
instruction variant Qp, and the target structured
representation Sp. Tree-Edit-Distance-based Simi-
larity (TEDS) (Zhong et al., 2019) is utilized as a
reward. This similarity is calculated based on the
tree structure of the table sequence. It assesses both
structural similarity and content similarity of the
cells between the predicted table Sp and the golden
answer GA. TEDS is normalized on a scale from
0 to 1, where a score of 1 indicates a perfect match.
Several detailed examples are reported in Figure 3.
Formally, the reward is defined as follows:

Rp = TEDS(Sp, GA). (2)

Since this perception task doesn’t require a reason-
ing process, LVLM is expected to provide direct
answers, and the complete prompt is displayed in
Table 10 in Appendix B.1.

Hint-Completion GRPO (HC-GRPO). During
this stage, given a question Q, the model enhances
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Figure 3: Examples from the datasets used in PA-GRPO. The highlighted red segments indicate the incorrect
predictions. TEDS assigns a continuous score to each output, reflecting the similarity to the golden answer.

its reasoning capability by progressively complet-
ing the remaining steps to reach the final answer.
The residual-step rewards can be more fine-grained
than solution-level. Some initial solutions are
too brief to be effectively split into two parts, so
we employ GPT-4o (OpenAI et al., 2024) to ex-
pand short solutions into long reasoning chains
[s1, s2, . . . , sn], where each si represents the i-th
step of the extended solution. The detailed prompts
are displayed in Figure 6 in Appendix B.3.

For training data generation, each expanded so-
lution is randomly divided into two segments at
position j ∼ Uniform{1, . . . ,m−1}. The first seg-
ment, called Hints, includes the initial reasoning
steps and is represented as [s1, . . . , sj ] The remain-
ing steps Sr = [sj+1, . . . , sm] are referred to as the
Completions. These hints, when combined with
the original question Q, constitute the input query
Qr = [Q, s1, . . . , sj ]. By default, a long solution
can generate three hint-completion pairs. The full
dataset for this stage, Dr, is thus composed of tu-
ples (I,Qr, Sr). For the reasoning task, the LVLM
is expected to first perform step-by-step reasoning
before generating the final answer. The full prompt
is provided in Table 10 in Appendix B.1.

The reward function consists of two compo-
nents: an accuracy reward Racc and a format reward
Rformat, combined as follows:

Rr = Racc +Rformat. (3)

Accuracy reward is calculated by comparing

the model-generated answer MA, extracted from
within <answer></answer> tags, with the golden
answer GA, using a binary reward scheme:

Racc =

{
1, if MA = GA

0, otherwise
(4)

To ensure rigorous and consistent assessment, we
adopt the widely used Math-Verify1 library, which
provides a standardized method for parsing and
verifying mathematical expressions and numeri-
cal values when comparing MA and GA. For-
mat reward incentivizes the model to organize its
output correctly by placing the reasoning within
<think></think> tags and the final answer within
<answer></answer> tags. This is checked via reg-
ular expression matching (REM ):

Rformat =

{
1, if REM(Sr) = True

0, otherwise
(5)

Unified GRPO-Based Training Objective. For
both PA-GRPO and HC-GRPO, we employ a uni-
fied policy optimization strategy, differing only in
the reward definition. Following Shao et al. (2024),
after computing the reward Ri for each output Si

in a rollout, the advantage is calculated as:

Âi =
Ri − mean({R1, . . . , RG})

std({R1, . . . , RG}) , (6)

1https://github.com/huggingface/Math-Verify
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Task Category Task Name Dataset Table Style Source Held-in
Original Sampled

Avg. Pixel
# T # Q # T # Q

Table

Question

Answering

(TQA)

Flat TQA WTQ (2015) W Wikipedia Yes 1.6K 17K 1.6K 8K 1992×1116

Hierarchical TQA HiTab (2022) E
Wikipedia

Goverment Reports
Yes 3K 8K 3K 8K 3057×793

Tabular

Numerical Reasoning

TabMWP (2023) W Math Exams Yes 30K 30K 8K 8K 267×191

TAT-QA (2021) M Financial Reports No 1.7K 5.9K / / 2446×1141

Table Fact

Verification (TFV)
TFV

TabFact (2020) E, M Wikipedia Yes 9K 31K 8K 8K 2440×900

InfoTabs (2020) W Wikipedia No 1.9K 18K / / 792×880

Table 2: Statistics of our constructed train datasets, which are sampled from the original datasets. W, E, and M
represent Web page, Excel, and Markdown tables, respectively. The symbols # T and # Q indicate the number of
tables and questions, and Avg. means average.

which normalizes reward relative across the group.
The overall loss function combines a clipped

surrogate objective with a KL divergence penalty:

LGRPO(θ) = Lclip(θ)− βDKL[πθ∥πref], (7)

where Lclip(θ) adopts the proximal policy optimiza-
tion mechanism:

Lclip(θ) =
1

G

G∑

i=1

min

(
πθ(S

i|Q, I)

πθold(S
i|Q, I)

Âi,

clip
( πθ(S

i|Q, I)

πθold(S
i|Q, I)

, 1−ϵ, 1+ϵ
)
Âi

)
, (8)

constraining policy model updates to prevent de-
structive parameter changes. The KL divergence
term DKL regularizes the policy model πθ to main-
tain proximity to the reference model πref, which is
initialized as a frozen copy of the pretrained policy
model. This dual mechanism balances reward max-
imization with behavioral consistency, mitigating
catastrophic forgetting during GRPO training.

5 Experiments

5.1 Baselines
We compare the performance of Table-R1 against
the following baselines: (1) Open-source LVLMs:
Qwen2-VL (Wang et al., 2024b), Qwen2-VL-7B-
Ins (Yang et al., 2025), DeepSeek-VL2 (Wu et al.,
2024), LLaVA v1.5 (Liu et al., 2024), Table-LLaVA
(Zheng et al., 2024), mPLUG-Owl2 (Ye et al.,
2023), Monkey (Li et al., 2024b), and QVQ-72B-
Preview (Team, 2024). (2) Closed-source LVLMs:
GPT-4o (OpenAI et al., 2024), Gemini 2.5 Pro
(Team et al., 2023) and Claude-3.5-Sonnet (An-
thropic, 2024). (3) Two model optimization meth-
ods: SFT and GRPO.

5.2 Datasets and Evaluation

We conduct experiments on MMTab (Zheng et al.,
2024), which is a recent large-scale dataset focused
on multimodal table understanding tasks. We have
chosen to exclude table-to-text tasks from our study,
since they involve open-ended questions without
fixed or definitive answers. The detailed statistics
for our training data are presented in Table 2, cover-
ing WTQ, HiTab, TabMWP, and TabFac. To assess
the robustness of various optimization methods, we
set aside similar tasks, such as TAT-QA, InfoTabs,
as held-out. To evaluate performance, we employ
the accuracy to evaluate overall reasoning perfor-
mance and TEDs for perception evaluation.

Due to imbalanced dataset sizes, an equal num-
ber of entries from each are sampled. Our sam-
pling process is carefully designed to create rep-
resentative and manageable subsets for training
and evaluation, particularly considering the com-
putational constraints imposed by high-resolution
images and long text sequences. Our procedure
involves a three-step approach:
Image Resolution Filter: We exclude images with
exceptionally large dimensions that could lead to
out-of-memory errors. Specifically, any image with
a total pixel count exceeding 1/8 of the Qwen2-VL
model’s maximum capacity (12,845,056 pixels) is
removed.
Output Length Filter: For the PA-GRPO task,
samples where the ground-truth structured texts
(e.g., Markdown) exceed 2048 tokens are removed
to prevent memory issues when generating very
large tables.
Random Sampling: We proceed with the random
sampling. First, we select a diverse set of table
images from this filtered pool. Then, we sample
questions corresponding to these chosen tables un-
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Method Resolution Question Answering Fact Verification Avg. I. Avg. O.
TabMWPI WTQI HiTabI TAT-QAO TabFactI InfoTabsO

Closed-Source LVLM
OpenAI-o4-mini UNK 86.70 78.20 44.80 56.16 84.70 78.30 73.60 67.23
GPT-4o UNK 87.59 64.39 39.32 53.85 73.33 79.50 66.16 66.68
Gemini-2.5-Pro UNK 89.90 80.34 46.44 56.29 85.02 77.15 75.43 66.72
Claude-3.5-Sonnet UNK 83.30 71.80 41.31 59.33 60.08 70.30 64.12 64.82
Open-Source LVLM
Qwen2-VL-2B Dyn. 46.10 22.30 22.90 30.44 8.90 24.60 25.05 27.52
DeepSeek-VL2 4.5B Dyn. 53.75 40.42 18.89 24.11 13.65 24.79 31.68 24.45
mPLUG-Owl2 7B 448 6.83 0.67 0.13 0.39 8.21 26.19 3.96 13.29
Monkey 7B 896 13.26 19.07 6.41 12.31 22.56 22.11 15.33 17.21
Qwen2-VL-7B-Ins Dyn 49.51 19.73 5.33 20.85 40.00 46.56 28.64 33.71
Qwen2-VL-7B Dyn. 63.80 46.50 33.10 46.50 7.40 32.80 37.70 39.65
LLaVA-v1.5 7B 336 6.05 1.24 2.03 2.97 18.9 28.31 7.06 15.64
Table-LLaVA 7B 336 57.78 18.43 10.09 12.82† 59.85 65.26† 36.54 39.04
Table-LLaVA 13B 336 59.77 20.41 10.85 15.67† 65.00 66.91† 39.01 41.29
Qwen2-VL-72B Dyn. 81.95 65.70 44.04 52.23 73.45 72.82 66.29 62.53
QVQ-72B-Preview Dyn. 86.20 68.20 45.70 55.48 77.68 74.64 69.45 65.06
Optimizated LVLM
Qwen2-VL-2B-SFT Dyn. 70.00 31.00 31.90 19.69 51.70 37.40 46.15 28.55
Qwen2-VL-2B-GRPO Dyn. 71.40 35.30 35.20 29.02 22.70 29.00 41.15 29.01
Qwen2-VL-2B-Table-R1 Dyn. 83.20 34.40 37.30 26.42 60.90 43.60 53.95 35.01
Qwen2-VL-7B-SFT Dyn. 90.30 46.80 48.50 37.82 73.20 57.60 64.70 47.71
Qwen2-VL-7B-GRPO Dyn. 89.20 53.20 54.70 51.68 11.90 41.60 52.25 46.64
Qwen2-VL-7B-Table-R1 Dyn. 92.60 50.30 58.20 48.06 73.40 62.80 68.63 55.43

Table 3: Evaluation results on 4 held-in and 2 held-out multimodal tabular tasks. The subscripts I and O denote
held-in and held-out, respectively, while † indicates the model has been trained on this dataset. “Dyn.” denotes
dynamic resolution processing, where input images are adaptively resized to preserve aspect ratios.

til our target of 8,000 entries is reached.

5.3 Experimental Setup

We strategically select two open-source LVLMs as
our policy model: Qwen2-VL-2B and Qwen2-VL-
7B (Wang et al., 2024b), since they have strong cog-
nitive behaviors that enhance self-reflection on rea-
soning tasks (Gandhi et al., 2025). All experiments
are conducted on 8 NVIDIA A100 80GB Tensor
Core GPUs with DeepSpeed (Rajbhandari et al.,
2020; Rasley et al., 2020), Zero stage 2, and Hug-
gingFace Accelerate (Gugger et al., 2022). Dur-
ing the warm-up stage, we use AdamW optimizer
(Loshchilov and Hutter, 2017) with a 10% warm-up
ratio and 1000 steps. Following prior work (Chen
et al., 2025), learning rates are set 2e−5 and 5e−6

respectively for Qwen2-VL-2B and Qwen2-VL-7B.
Given the large image resolution shown in Table 2,
we set batch sizes to 2 and 1.

For the PA-GRPO and HC-GRPO stage, we per-
form 4 rollouts per question (G = 4) and set the
sampling temperature to 1 to encourage diverse rea-
soning trajectories. The maximum sequence length
is set to L = 1024, ensuring that the model can
generate complete reasoning paths. Both the policy
model and reference model are initialized from the
model after the warm-up, with the reference model

frozen during training. The epoch and batch size
are set to 2 and 1. Following (Chen et al., 2025),
the KL divergence coefficient β in Eq. 7 is set to
0.04 by default, and the learning rate for the policy
model is set to 1e−6 for both Qwen2-VL-2B and
Qwen2-VL-7B.

5.4 Table Reasoning Performance

Table 3 depicts the comprehensive comparison of
Table-R1 against baselines. By analyzing the ex-
perimental results, we have the following findings:

Open-source Model Hierarchy. Open-source
models exhibit a clear performance hierarchy
aligned with model size. Smaller models (Qwen2-
VL-2B: Avg. I.=25.05%, Avg. O.=27.52%)
significantly underperform their larger counter-
parts (QVQ-72B-Preview: Avg. I.=69.45%, Avg.
O.=65.06%) by 44.40% and 37.54%, respectively.
Notably, the 72B parameter class achieves perfor-
mance comparable to closed-source models (GPT-
4o: Avg. I=66.16%, Avg. O=66.68%), demonstrat-
ing the scalability of open architectures.

Closed-source Model Superiority. Closed-
source models consistently outperform open-
source models across most datasets. For
example, Gemini-2.5-pro (Avg. I.=75.43%, Avg.
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Dataset Qwen2-VL-2B Table-R1-2B Table-LLaVA 7B

WTQI 0.41 0.73 0.56
TabMWPI 0.48 0.81 0.80
TabFactI 0.63 0.93 0.40
HiTabI 0.24 0.54 0.32
InfoTabsO 0.16 0.56 0.74
TAT-QAO 0.47 0.70 0.57

Table 4: Table structure recognition performance (TEDS
score) on four held-in (subscript I) and two held-out
(subscript O) datasets. The best-performing score on
each dataset is highlighted in bold. Table-R1-2B repre-
sents Qwen2-VL-2B-Table-R1.

O.=66.72%) outperforms the best open-source
model by 5.98% in Avg. I. and 1.66% in Avg. O.,
suggesting stronger multimodal table reasoning
abilities.

Optimization Methods Comparison. All opti-
mized LVLMs demonstrate significant improve-
ments over baseline models. Notably, Table-R1
achieves superior overall performance on both held-
in and held-out. Specifically, for Qwen2-VL-7B,
Table-R1 outperforms SFT by 3.93% and GRPO by
16.38% on held-in. On held-out, it surpasses SFT
by 7.72% and GRPO by 8.79%. This performance
notably exceeds that of Table-LLaVA 13B and can
be comparable with GPT-4o on held-in.

GRPO Sensitivity to Initial Capability. While
GRPO generally outperforms SFT across most QA
tasks, a notable performance gap in table fact veri-
fication is observed. This discrepancy arises from
the initial capabilities of the policy model. When it
is significantly low (Qwen2-VL-7B: Avg. I.=7.40%
on TabFactI ), the rewards derived from group re-
sponses tend to approach zero. This situation leads
to low standard deviations in Eq. 6, which hinders
the convergence of the reinforcement learning.

5.5 Table Perception Performance
As Table 4 shows, our Qwen2-VL-2B-Table-R1
demonstrates competitive or superior performance
on most datasets compared to Table-LLaVA 7B.
We note that Table-LLaVA’s performance is higher
on InfoTabs. This is expected, as Table-LLaVA was
explicitly trained on the InfoTabs dataset, whereas
for Table-R1, this was a held-out dataset. Our
strong performance on held-out tasks like TAT-QA
underscores the robustness of our approach.

5.6 Ablation Studies
Effects of the Number of G and HC Splits. We
conduct the parameter analysis on the number of

Method Question Answering Fact Verification
Avg. QAI TAT-QAO TabFactI InfoTabsO

Qwen2-VL-2B
Table-R1 51.37 26.42 60.90 43.60
w/o Warm-up 38.87 23.16 20.50 26.10
△ -12.50 -3.26 -40.40 -17.50
w/o PA-GRPO 50.60 26.20 60.20 42.90
△ -0.77 -0.22 -0.70 -0.70
w/o HC-GRPO 36.27 20.08 45.80 41.90
△ -19.70 -6.34 -15.10 -1.70

Table 5: Effectiveness Across Different Stages. We
report the average performance across various bench-
marks, where Avg. QAI denotes the average accuracy
of three QA datasets. △ denotes the performance gap
between Table-R1 and its variants.

Number of HC splits per solution

Dataset 1 2 3 4

TabMWP 81.5 82.6 83.2 83.4

Number of generations G per question

Dataset 2 3 4 5 6

TabMWP 81.2 82.5 83.2 83.4 83.5

Table 6: Impact of the number of splits per solution and
generations per question on TabMWP’s performance.
Experiments are conducted on Qwen2-VL-2B.

generations G in HC-GRPO with Qwen2-VL-2B
over TabMWPI , analyzing its impact on reasoning
performance. Table 6 demonstrates that a larger
G typically results in better performance, as the
baseline reward is estimated as the average reward
of all generated reasoning paths. A larger G leads
to low variance and a more stable estimation of the
baseline reward, making the optimization process
more stable. However, increasing G also raises
higher computational costs. Thus, G = 4 is set as
the default to balance performance and computa-
tional efficiency. Similarly, increasing the number
of HC splits enhances performance by generating
more training data, with a default value of 3.

Effectiveness of Warm-up. Table 5 reveals that
the impact of excluding the warm-up phase causes
the most severe performance drop (e.g., -40.40% on
TabFactI ), highlighting its necessity in mitigating
GRPO’s sensitivity to poor initial accuracy. Fur-
thermore, integrating a warm-up stage consistently
markedly improves accuracy rewards, as demon-
strated by the steep initial increase in accuracy
rewards in Figure 4. This enhancement can be
attributed to the rapid acquisition of fundamental
reasoning capability during the warm-up stage.
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Accuracy Reward

一 PA-GRPO after Warm-up

一 PA-GRPO w/o Warm-up

Figure 4: accuracy reward of PA-GRPO with and with-
out warm-up.

Dataset Qwen2-VL-2B-Table-R1 w/o PA-GRPO ∆

WTQI 0.73 0.63 -0.10
TabMWPI 0.81 0.53 -0.28
TabFactI 0.93 0.85 -0.08
HiTabI 0.54 0.41 -0.13
InfoTabsO 0.56 0.53 -0.03
TAT-QAO 0.70 0.62 -0.08

Table 7: Effectiveness of the PA-GRPO module on table
perception performance of four held-in (subscript I) and
two held-out (subscript O) datasets. ’w/o PA-GRPO’ is
the model variant without PA-GRPO, and ∆ quantifies
the resulting performance drop.

Methods Warm-up(W) W+PA-GRPO W+SFT

TEDS 0.51 0.80 0.84
Accuracy 60.2 58.7 14.30

Table 8: Comparison of the warm-up, PA-GRPO, and
SFT methods over TEDS and accuracy on TabMWP,
based on training the Qwen2-VL-2B model.

Effectiveness of the PA-GRPO. Table 5 indi-
cates that the absence of PA-GRPO yields only
marginal performance changes. We conduct a com-
prehensive comparison of PA-GRPO and the stan-
dard SFT method on TabMWP, utilizing Qwen2-
VL-2B as the foundational model. As shown in
Table 8, both TEDS and accuracy are used to as-
sess recognition and reasoning abilities, respec-
tively. Although SFT improves the model’s visual
recognition (TEDS 0.84), it severely impairs rea-
soning accuracy from 60.2% to 14.30%. In con-
trast, PA-GRPO significantly boosts recognition
performance while maintaining strong reasoning
capabilities, demonstrating its effectiveness as a
more balanced optimization strategy. More details
on the effectiveness of the PA-GRPO module on
table perception performance are shown in Table
7. Removing PA-GRPO causes a substantial drop
in accuracy across all datasets (e.g., a 0.28 drop
on TabMWP). This result directly confirms that
PA-GRPO is highly effective at its intended task:
improving the model’s ability to accurately recog-

Methods Wqs Wqs+GRPO Whc Whc+HC-GRPO

Accuracy 60.20 76.40 63.60 83.00

Table 9: Effectiveness of the different methods on
TabMWP using Qwen2-VL-2B, where Wqs and Whc

denote warm-up stage with question-solution pairs and
hint-completion pairs.

nize and represent table structures.

Effectiveness of the HC-GRPO. Our proposed
HC-GRPO introduces a fine-grained, residual-step
reward in contrast to conventional coarse solution-
level rewards. To assess its effectiveness, we
conduct a comparative study on TabMWP us-
ing Qwen2-VL-2B under four training configura-
tions: (1) warm-upqs with question-solution pairs
datasets; (2) warm-upqs + GRPO (solution-level re-
ward); (3) warm-uphc using hint-completion pairs
datasets; (4) warm-uphc + HC-GRPO (residual-
step reward). As shown in Table 9, both warm-upqs
and warm-uphc can improve performance. How-
ever, HC-GRPO can achieve higher accuracy. This
reveals that residual-step rewards are more effec-
tive in enhancing LVLMs’ reasoning capabilities,
as they offer finer-grained supervision by align-
ing rewards with the remaining reasoning steps,
thereby enabling more precise credit assignment
than coarse solution-level rewards.

6 Conclusion

We introduce Table-R1, a novel three-stage frame-
work that significantly enhances multimodal ta-
ble perception and reasoning by integrating warm-
up initialization, continuous reward refinement
through PA-GRPO, and fine-grained hint-based rea-
soning with HC-GRPO. Through extensive evalua-
tion, Table-R1 demonstrates superior performance
and robustness compared to both SFT and GRPO
methods. Additionally, it significantly outperforms
existing open-source LVLM, even on par with the
powerful GPT-4o on some benchmarks. Overall,
our approach not only underscores the pivotal role
of initial policy accuracy in reinforcement learning
for reasoning tasks but also establishes a practi-
cal pathway for advancing RL-driven multimodal
comprehension in real-world applications.

Limitations

Despite its promising performance, our framework
faces three key limitations that motivate future re-
search. First, the current framework focuses pri-
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marily on generating definitive answers, leaving
significant room for exploration in the area of table
text generation. For example, tasks such as table
summarization and table description generation are
not fully addressed. Second, our evaluation relies
on English-only benchmarks with clear images,
whereas real-world table images often exhibit per-
spective distortions, uneven lighting, or handwrit-
ing, and multilingual contexts remain unaddressed.
Third, the HC-GRPO stage relies on coarse binary
rewards for correctness and formatting; richer sig-
nals such as step-level validity scores or continuous
semantic similarity metrics could yield more nu-
anced training.
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A Pseudocode of Table-R1

The overall training algorithm of Table-R1 is pre-
sented in Algorithm 1.

Algorithm 1 Pseudocode of our Table-R1
Input: Policy model πθ initialized by a pre-trained LVLM;
a vision-text dataset Dp and Dr .
Output: Trained policy model πθ

Policy warm-up:
for iter = 1 to N do

Sample {I,Q, S} ∈ Ds ∪Dp

Optimize policy model πθ by SFT
end for
Perception Stage:
for iter = 1 to N do

Sample {I,Qp, Sp} ∈ Dp

Generate a group of perception paths {ci}Mi=1 ∼ πθ

Obtain Tree-Edit-Distance-based Similarity (TEDS) as
rewards {ri}Mi=1

Obtain relative advantages {Âi}Mi=1 by Eq. 6
Optimize policy model πθ by Eq 7

end for
Reasoning Stage:

for iter = 1 to N do
Sample {I,Qr, Sr} ∈ Dr

Generate a group of reasoning paths {ci}Mi=1 ∼ πθ

Obtain accuracy rewards and format rewards {ri}Mi=1

Obtain relative advantages {Âi}Mi=1 by Eq. 6
Optimize policy model πθ by Eq 7

end for
return policy model πθ

B More Details about Table-R1

B.1 Prompts for GRPO Training
To ensure correct output formatting during the train-
ing of PA-GRPO and HC-GRPO, we adopt the
prompts presented in Table 10.

Table 10: Prompts used in PA-GRPO and HC-GRPO.

Perception Prompt: A conversation between User and As-
sistant. The user asks a question, and the Assistant solves
it. This task is a simple perception task, and the Assis-
tant directly provides the answer within the <answer>
</answer> tags. For example: <answer> answer here
</answer>

Hint-Completion Prompt: A conversation between User
and Assistant. The user asks a question, and the Assis-
tant solves it. The assistant first thinks about the reasoning
process in the mind and then provides the user with the
answer. The reasoning process and answer are enclosed
within <think> </think> and <answer> </answer>
tags, respectively, i.e., <think> reasoning process here
</think><answer> answer here without unit </answer>

B.2 Instruction variants for PA-GRPO Task
In the stage of PA-GRPO in Section 4.2, we gen-
erate various instructions to transform the image

into structured content. All possible templates are
listed in Figure 5. During the construction of the
Dp, we randomly select one from them.

"Please read the table in this image and return

a markdown -style reconstructed table in text.",

"Take a look at the table in this image and

provide me with the markdown representation of

the table in text format.",

"Read the shown table in this image and give me

the reconstructed table in the markdown text

format.",

"Watch the table in this image and convert it

into a Markdown table in the text form.",

"Given a table image , can you convert the table

into a Markdown table in text form?",

"Reconstruct the table in this picture as a

markdown -style table in text.",

"Please review this table image and return a

text representation of the table in the markdown

format.",

"Examine the table in the shown picture and

generate a markdown text representation of the

table.",

"Watch this table and show a markdown -style

reconstructed table in text.",

"This picture illustrates a table. Please

represent this table with the markdown format in

text.",

"Recognize the table in the presented picture

and represent it in the markdown format.",

"Recognize the table in this picture and return

a markdown -style reconstructed table in text.",

"Can you interpret the table in this image and

return it as a markdown table in text?"

"Look at the table in this image and reconstruct

it as a markdown table in text format ."

"Identify the table in this image and provide

its markdown text representation ."

"Please examine the table in this image and

return it as a markdown table in text format ."

"Can you read the table in this image and give

me the markdown table in text?"

"Please look at the table in this image and

provide the markdown table in text format ."

Figure 5: Instruction variants for constructing the table
recognition task.

B.3 Prompts for Long-COT Data Generation

In the warm-up stage in Section 4.2, some original
solutions are too short to be divided into two parts.
Therefore, we use the prompt, shown in Figure 6,
to expand short-COT into long-COT formats.

B.4 Qualitative Breakdown of Failure Cases

Our error analysis identified five main categories
of failures. In descending order of frequency, they
are as follows:

• Basic Arithmetic Calculation Errors: The
model frequently makes fundamental mis-
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Instruction

Your role is to serve as a step -by-step solution

provider for mathematical exercises. You will

generate a detailed explanation of the solution

to a given mathematical question , using the

provided table or data. Your explanations should

be clear , logical , and adhere to the following

guidelines:

1. ** Provide a Detailed Step -by-Step Solution **:

Generate a comprehensive , step -by-step guide

that explains each part of the solution process ,

including the reasoning behind each step.

2. ** Maintain the Integrity of the Answer **:

Ensure that the final answer provided in the

explanation aligns with the one given in the

input without altering its fundamental

correctness.

Here is an example of how the input and output

should be structured:

<an Example of Demonstration >

Figure 6: Prompt for constructing long-COT solution.

takes in basic mathematical operations (e.g.,
addition, subtraction).

• Failure to Parse Complex Data Formats:
The model struggles to correctly interpret
complex tables, such as those containing
merged cells, or tables that are exceptionally
long or wide.

• Misunderstanding of Boundary Conditions:
This involves the poor interpretation of qual-
ifying phrases (e.g., "at least," "more than"),
leading to incorrect filtering of data.

• Core Concept Confusion: In these cases, the
model misunderstands a core mathematical
concept required by the question, such as ’ab-
solute value’.

• Omission of Key Information: The least
common error, this happens when the model
fails to process the entire user prompt, over-
looking crucial sentences or data points.
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