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Abstract

Transformers have become the backbone of
modern Large Language Models (LLMs); how-
ever, their inference overhead grows linearly
with the sequence length, posing challenges
for modeling long sequences. In light of this,
Mamba has attracted attention for maintain-
ing a constant inference size, with empiri-
cal evidence demonstrating that it can match
Transformer performance in sequence model-
ing while significantly reducing computational
costs. However, an open question remains: can
Mamba always bring savings while achieving
performance comparable to Transformers? In
this paper, we focus on analyzing the expres-
sive ability of Mamba to perform our defined
COPY operation and Chain of Thought (CoT)
reasoning. First, inspired by the connection
between Mamba and linear attention, we show
that constant-sized Mamba may struggle to per-
form COPY operations while Transformers can
handle them more easily. However, when the
size of Mamba grows linearly with the input se-
quence length, it can accurately perform COPY,
but in this case, Mamba no longer provides
overhead savings. Based on this observation,
we further analyze Mamba’s ability to tackle
CoT tasks, which can be described by the Dy-
namic Programming (DP) problems. Our find-
ings suggest that to solve arbitrary DP prob-
lems, the total cost of Mamba is still compara-
ble to standard Transformers. However, similar
to efficient Transformers, when facing DP prob-
lems with favorable properties such as locality,
Mamba can provide savings in overhead. Our
experiments on the copy and CoT tasks further
demonstrate Mamba’s limitations compared to
Transformers in learning these tasks.

1 Introduction

Reccently, Transformer-based large language mod-
els (LLMs) have become the mainstream of mod-
ern neural network architectures due to their out-
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standing performance across a wide range of tasks
(Vaswani et al., 2017; Kenton and Toutanova, 2019;
Brown et al., 2020; Dosovitskiy et al., 2020; Min
et al., 2022). However, the core component of
Transformers—the attention layer—while provid-
ing excellent performance, also leads to emerging
drawbacks: during training, the computational cost
scales quadratically with sequence length, and dur-
ing inference, the cost scales linearly with sequence
length. This limitation becomes increasingly unac-
ceptable when dealing with long sequence tasks. To
address this issue, many works have attempted to
improve the attention mechanism to reduce its time
and memory costs (Tay et al., 2023; Choromanski
et al., 2020; Katharopoulos et al., 2020; Beltagy
et al., 2020; Child et al., 2019). However, these
improved structures often achieve efficiency in the
attention layer at the expense of some performance.

Faced with the scaling challenges of Transform-
ers, the exploration of new model architectures to
replace Transformers has gradually come into fo-
cus, leading to the development of modern RNN
architectures, including RWKYV (Peng et al., 2023),
RetNet (Sun et al., 2023), and Mamba (Gu and
Dao, 2023). Among them, the Mamba architecture
(Gu et al., 2021; Gu and Dao, 2023), based on the
state space model (SSM), has garnered attention
for its performance comparable to Transformers
in many sequence modeling tasks (Dao and Gu,
2024) and vision tasks (Zhu et al., 2024; Xu et al.,
2024). These models utilize hardware-aware algo-
rithms during training, resulting in computational
costs that scale linearly with sequence length, and
require constant-level computation and memory
during inference at each step. Mamba’s strong per-
formance and computational efficiency make it a
strong competitor to Transformers.

Despite Mamba demonstrating excellent perfor-
mance, one can not help but ask: Can Mamba al-
ways enjoy such "free lunch", that is, can Mamba
always bring overhead savings while solving tasks
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effectively? More recent results have revealed
Mamba’s shortcomings in certain tasks, especially
those involving model’s retrieval ability (Arora
et al., 2023; Hendrycks et al., 2020; Jelassi et al.,
2024). Specifically, Akyiirek et al. (2024) study
the in-context language learning capabilities of
different models and find that Transformers out-
performed other models, including Mamba, due
to the specialized attention heads. Jelassi et al.
(2024) also discover that Transformers are supe-
rior to Mamba on tasks that require copying from
the input context. Park et al. (2024) point out
that Mamba struggles to retrieve vectors from the
context of multi-query associative recall (MQAR)
(Arora et al., 2023), while Transformers can easily
handle it well. Furthermore, Waleffe et al. (2024)
conduct experiments on larger models (up to 8B
parameters) with a broader range of tasks, discov-
ering that when it comes to in-context learning and
recalling information from text, although Mambas
can contain the same knowledge as Transformers,
it will be more difficult for them to directly copy
useful information from history.

Although there has been some empirical explo-
ration, the theoretical investigation concerning the
above "free lunch" question still remains open to
explore. In this paper, inspired by the comparison
between Mamba and linear attention mechanism,
we first focus on Mamba’s ability to perform our
defined COPY operation, which is closely related
to the ability to retrieve information from context.
Our theoretical results suggest that constant-sized
Mamba may struggle with the COPY operation
due to its fixed inference cost that does not scale
with sequence length, whereas Transformers han-
dle it more easily. However, if Mamba’s model
size scales linearly with the sequence length, it
becomes capable of performing the COPY opera-
tion. Further, following the framework established
by Feng et al. (2024); Yang et al. (2024), we ex-
plore Mamba’s capability to reason via Chain-of-
Thought (CoT), which can be formulated as dy-
namic programming (DP) problems. We find that
to solve arbitrary DP problems, Mamba and Trans-
formers seem to be on equal footing in terms of
inference cost; however, Mamba may offer sav-
ings when dealing with m-locality DP problems
like efficient Transformers (Yang et al., 2024). Our
results can be concluded as follows:

* Inspired by the connection between linear at-
tention and the SSM module, we investigate

Mamba’s ability to perform the COPY opera-
tion, showing that constant-sized SSM mod-
ules are less effective than attention in this
task, unless the model size scales linearly with
the sequence length (in Section 3);

* When equipped with CoT, the total cost re-
quired by Mamba to solve arbitrary DP prob-
lems is comparable to that of standard and
efficient Transformers. However, when the
DP problems have locality properties, Mamba
can bring savings in overhead compared to
standard Transformers (in Section 4);

* We conduct experiments on both the copy
and CoT tasks, demonstrating Mamba’s limi-
tations compared to Transformers in learning
these tasks (in Section 5).

2 Preliminaries

In this section, we introduce the Mamba structure
that we focus on and its reformulated form firstly
introduced by Han et al. (2024), which facilitates
a better understanding of the connection between
Mamba and linear attention.

State Space Model: The state space model
(SSM) is inspired by the continuous system that
maps a scalar input x(t) € R to its output y(¢) € R
through a high-dimensional hidden state h € R%
(Gu and Dao, 2023; Han et al., 2024; Zhu et al.,
2024). Specifically, this system can be written as:

R (t) = Ah(t) + bx(t), y(t) = ' h(t) + dz(t),

where A € R%*4r denotes the evolution parame-
ters, b, ¢ € R% are projection parameters and d is
a scalar parameter. This continuous system can be
discretized using zero-order hold (ZOH), resulting
in a discrete version that can be used for neural
networks. In this process, A, b will be transformed
as A, b. The discrete version can be written as:
h;=Ah;_1 +bx;, vy =c h;+du,

where A = exp(AA), b= (AA) H(exp(AA) —
I)-Ab~ Aband A € R is a timescale parameter.
The matrix A is often assumed to be structured,
e.g., diagonal, resulting in structured SSMs (Gu
et al., 2022; Gupta et al., 2022).

Selective State Space Module: To enhance
the SSM, Mamba makes b;, ¢;, A; dependent on
different inputs x;. Specifically, A is set to be
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Figure 1: The illustration of the simplified Mamba layer we focus on. Left Part: A Mamba layer can be composed
of a Mamba block with the residual connection; The Mamba block uses a gated MLP to control the output of the
SSM module, where we call the branch with the SSM module as “the SSM branch" while the other as “the gated
branch"; Right Part: The SSM module used in Mamba can be rewritten in a form similar to linear attention, where
A, b;, and ¢; in SSM are all derived from the current x;, similar to v;, k;, and g; in linear attention respectively.

diagonal resulting in that A;h;_1 = a; ® h;_,
where a; = exp(A;a), a = diag(A) and ©
denotes the element-wise product. In addition,

bix; = Ajbjz; = bj(A; © x;). Thus, this transfor-
mation ultimately results in:

hi=a;®h;_1 +b;(A; © ),
Y = CZThi +do x;.

Furthermore, to extend the case of processing scalar
inputs z; to vectors ; € R?, Mamba performs the
above operations on each dimension independently,
which can be formalized as:

H;=A,0H;_ | +b(A;0x)T,

N & /Ay . &
yz—Hi ¢ +dox;,

where we have A; = [a’z(])];l:l € Rinxd b, =
Wiyx; € R, ¢; = Wex; € R% and A; =
Softplus(WZ WA z;) € RY. Thus, given the in-
put X = [z;]Y; € RN, we denote the output
of the SSM module in Mamba as Y = SSM(X)
where Y = [y;])¥; and y; follows Eq (1). This for-
malization was introduced by Han et al. (2024) to
build a bridge between Mamba and linear attention
and here we follow this form.

Mamba Layer: Given an input sequence X =
[z;]Y, € RN it will be processed by stacked
Mamba layers, each comprising a residual connec-
tion and a Mamba block f& : R — R The

output of the [-th layer can be formulated as
Xl+1 —_ Xl + f(l)<Xl),
FOX!) =Wy - $SM(2)) © 0(2),

2
3)

where Z! = W] X! + b}, Z, = W/ X! + bl and
o(+) denotes SiLU activation function. A Mamba

block includes the output of the SSM module’.
Here we call the branch with the SSM module
as "the SSM branch" and the other as "the gated
branch". The model structure we consider is il-
lustrated in Figure 1. For clarity of theoretical
analysis, we retain the most essential components,
namely the SSM module and the gated MLP, while
slightly omitting other structures such as a causal
convolution module and its subsequent non-linear
activation. These omitted structures ususally ac-
count for a minor portion of the model parameters
and primarily capture local dependencies, making
them unlikely to significantly close the long-range
modeling gap discussed in Section 3 relative to non-
linear attention. Therefore, this does not affect our
understanding of the overall architectural limita-
tions. Our experiments in Section 5 also show that
even when these components are included in prac-
tice, Mamba still exhibits a certain performance
gap relative to Transformers on the studied tasks.

3 Can Mamba always Perform COPY
Perfectly?

In this section, we begin by interpreting the refor-
mulated SSM module as in Section 2 as a special
case of linear attention, and then explore Mamba’s
ability to perform COPY operations during infer-
ence, which is crucial to retrieving contextual in-
formation during model’s reasoning.

3.1 Viewing Mamba as linear attention

The attention mechanism is the key to the success
of Transformers. Recent works has explored the
'To avoid confusion, we clarify that the SSM module

here is specifically the Selective State Space Module used
in Mamba, which is followed throughout the rest of the paper.
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relationship between Mamba and attention mecha-
nisms particularly the linear attention (Han et al.,
2024; Dao and Gu, 2024; Sieber et al., 2024). The
linear causal attention can be formalized as:

Q
Zvﬂ% g = Z (al kj)vj = D aigvj,
j=1

7j=1

“)
where q;, k;, v; are usually interpreted as query,
key, value respectively and a;; denotes the attention
scores of the ¢-th token to the j-th one. In attention
mechanisms in Transformers, there exists a;; > 0
for all 7 < 4 and 25:1 a;j = 1, which can be
implemented by Softmax function.

On the other hand, given the input sequence
[z;]_,, the output of the SSM module formulated
as Eq (1) will have the following form when we set
H and d to be zeros:

yi = (Ai0x;)b; CZ+Z (A; 0 a;)b! ] ¢,

J=1
o } 5)
where Il; = A; © A;_1 ©--- © Aj41. We notice
that since in practice all elements of A are positive
and A is set to be negative (Gu and Dao, 2023;
DaoNand Gu, 2024; Han et al., 2024), the elements
of A; in Eq (1) will belong to the interval [0, 1]
as a = diag(exp(AA)). To simplify our analysis,
we replace the matrix A; with a forgetting coeffi-
cient a; € [0, 1] (i.e., considering the case where
all elements of A; are the same as a; (Dao and
Gu, 2024)). In fact, the subsequent analysis can be
easily extended to the non-simplified case. Then,

Eq (5) can be rewritten as

yi =y o(c]b)(A; © x),

=1

(6)

where a; = H};zjﬂak forj <i—1and o; = 1.
We call o as the cumulative forgetting coefficient.
In this form, we can observe that it bears similar-
ities to linear attention without normalization in
Eq (4), where (A; ® x;), bj, ¢; corresponds to v,
k; and gq; respectively and c;fpbj acts like attention
scores a;j. Considering ;1 < «j and o € [0, 1]
for all 7 < ¢, the main difference is that each term
in Eq (6) is weighted by a coefficient «; to achieve
the forgetting of inputs at longer distances while
the attention mechanism in Transformers uses the
constraints for attention scores imposed by Soft-
max to make sure the scaling of outputs.

(L,8)-Matching Set for i:
S.(L,§)={i—L+1,i—L+2, pos(i),i—4,i—2, i}
I -length window

dog and he often plays with his

Figure 2: An example for COPY operation and (L, d)-
matching set. We expect the output at position ¢ to
be the historical record (value) corresponding to “dog".
The historical records belonging to the (L, §)-matching
set are labeled in blue, which are more relevant to the
output o; based on the attention scores |¢] b;| > 4.

3.2 Limitation of Mamba to Perform COPY

Based on the observation of the connection be-
tween the SSM module and attention mechanism,
we investigate the capability of Mamba to recover
historical inputs, which is foundational for the
model to process information based on context. We
define the COPY operation as follows:

Definition 1 (COPY Operation). For a given SSM
module and input sequence x1,xs, ..., TN, we de-
note v; = A; ® x; as historical records. Then the
output of COPY operation is a sequence of vectors
01,09, ...,0N With 0; = Vy,n(;) where pos(i) is
the position we want to copy.

As stated earlier, for a given SSM module,
(Aj ® x;), bj, ¢; corresponds to value, key and
query respectively. Thus from the perspective of
linear attention, the COPY operation for position
7 aims to retrieve the interested value located at
pos(i). Intuitively, there exists some historical
records v; that are more relevant to the current
query c¢; than others, which can be described as:

Definition 2 ((L, §)-Matching Set). For a given
SSM module and input sequence x1,xo,...,TN,
the (L,0)-matching set for x; is defined as
Si(L,8) ={j||clbj| > 6,i— L < j<i}

The (L, §)-local matching set describes the po-
sitions of historical keys b; that is highly relevant
to the current query ¢; within a local window of
length L, that is, the "attention scores" |c! b;]| is
lower-bounded by 9. An illustration for COPY
operation and (L, §)-matching set is shown in Fig-
ure 2. We then make the following assumption:

Assumption 1. For a given SSM module and some
input sequence &1, s, ..., TN, the following con-
ditions holds:

* There is some L € N and § € R such that
foranyi € [N], S;(L,9) exists and pos(i) €
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Si(L,9). In addition, for any j ¢ S;(L,0),
‘Cszj’ < 4.

» Forany i € [N], ZjeSi(L,é) aj‘cfbﬂ <L

The first condition requires that the positions to
be copied lies in S;(L, d), which is intuitive since
Si(L, ) captures past positions most relevant to
the output 0;, and pos() should be included in this
set as its highly relevance. The second condition in
Assumption 1 imposes a constraint on the scaling
of the output caused by the records in S;(L,9),
thatis, || >_cs,(1,9) a;jclbjv;|| < 1 when ||Jv;]| <
1. Next, we explore the condition that can enable
a given SSM module to approximate the COPY
operation. Below, we provide our result:

Theorem 1 (Approximate COPY operation with
constant-size SSM module). Given a SSM mod-
ule with constant size and the input sequence
x1,x2,...,&x € [~M, M]?* such that Assump-
tion 1 holds, then for any € > 0, the SSM module
can approximate COPY operation at some position
i, that is, ||y; — 0illoc < € if there is €' byps() >
o(A)E1 4+ d where amin = mingygg()<j<i @

Gmin

and ¢, d are constants related to ¢, 9.

The proof can be seen in Appendix A.1. Theo-
rem 1 shows that, relative to the sequence length
N, a constant-size SSM module can approximate
COPY within error e if the attention score cinpO s()
is lower bounded by c(ﬁ)rr1 + d. This means
that larger forgetting coefficients after pos(i) help
retain v,,,,(;) to some extent, making it easier for
the attention score to meet the lower bound and
thereby enabling the COPY operation. Neverthe-
less, we note that since anin, < 1, achieving the
COPY operation requires the attention score to
grow exponentially with L, where L is the dis-
tance between the current position ¢ and the far-
thest highly relevant historical record. This renders
the condition difficult to satisfy. However, we will
show that under similar assumptions, a constant-
size attention module in Transformers can perform
COPY under less restrictive conditions, which can
be described as follows:

Theorem 2 (Approximate COPY operation with
constant-size attention module). Given a atten-
tion module with constant size and input sequence
x1,x2,...,xy € [~M, M| such that Assump-
tion 2 holds, then for any ¢ > 0, the attention
module can approximate the COPY operation at
some position i, that is, ||y; — 0ilc < € if
there is qiTkpos(i) > logf) + p + ¢ where L =

max{L,i — |S;(L,8)|}. p = max;sposi) @7 K;
and c is a constant related to e.

More details can be seen in Appendix A.2. It is
worth noting that qiT K pos(s) in the attention mod-
ule directly corresponds to cZ-prOS(i) in the SSM
module. Theorem 2 shows that a constant-size at-
tention module can achieve COPY if qiTkpos(i) —p
is lower bounded by log L, which is much easier
to satisfy than the exponential condition required
for the SSM module?. An intuitive explanation is
that despite having a constant parameter size, the
attention module still maintains O(N) cost when
inference, allowing it sufficient capacity to store
historical records and retrieve the desired one. In
contrast, the SSM module with a constant size (thus
O(1) inference cost) can easily have the interested
records overwhelmed by related but irrelevant in-
formation, making COPY more difficult to achieve.
This naturally leads to the question: can we make
COPY easier by increasing the size of the SSM
module? In the following, we show that when its
size scales linearly with the sequence length NV, it
is always possible for the SSM module to perform
the COPY operation.

Theorem 3 (Perform COPY operation with
linear-scaling size). Given the input sequence
x1,%2,...,xN € [—~M, M]% there exists a SSM
module with size O(N ) that can perform the COPY
operation, that is, y; = o; for any i € [N].

The proof can be found in Appendix A.3. The-
orem 3 is based on a simple intuition: when the
model size grows linearly with the length of in-
put sequence, the model will have enough space
to store these historical records and therefore can
retrieve them. However, it should be noted that
such a linear-size SSM module will have the same
cost as attention module in Transformers when in-
ference, that is, O(IV) at each step. Thus from this
perspective, Mamba does not offer savings when
facing the COPY operation. Based on this observa-
tion, we will elaborate in Section 4 that when faced
with CoT reasoning tasks modeled by dynamic pro-
gramming problems, Mamba incurs the same order
of overhead as Transformers.

4 Mamba equipped with CoT to Solve DP
Chain-of-Thought (CoT) is regarded as a powerful

approach to enhancing a model’s reasoning abil-

2As the softmax function in the attention module is shift-
invariant, here we bound the attention gap q;‘r kposm — p rather

than the score g7 kpos(iy itself.
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ity (Wei et al., 2022). It allows the model to solve
complex reasoning problems by decomposing them
into a sequence of simpler subproblems. During in-
ference, the model needs to retrieve useful contexts
from the reasoning chain, which is closely related
to its ability to perform the COPY operation, and in-
crementally use these contexts to produce the final
output. Such a reasoning process can be modeled
as a dynamic programming (DP) problem (Feng
et al., 2024; Yang et al., 2024), characterized by
an input sequence, a state space, a transition func-
tion, and an aggregation function, each of which is
described below.
o Input sequences: We use {s(1), s ... (M)}
to denote the input sequences and the vector n =
[1sW],1s@,..., |s(N)|]T to describe the size of
the problem, where |s()| denotes the length of the
t-th sequence.
o State Space: A DP problem can be decomposed
into a series of sub-states to solve, forming a state
space Z,, whose size depends on the problem size
n. Each state ¢« € Z,, represents an intermediate
value dp(7) to compute, and 7 < j means that state
¢ needs to be solved before state j. The function
fr : T, — I, defines the next state if j is the next
state to solve after state 7.
e Transition function: The intermediate DP
values can be calculated by a transition function f7
as dp(i) = fr(n,s,{(j.dp(j)) : j < i}) where
s denotes the concatenation of all tokens from the
input sequences’. This can be rewritten as dp(i) =
fr(n, {s;j:j €L}, {dp(k) : k € Vap)})
where Z; and Vq,(;) are the sets of input tokens
indices and DP values to solve state ¢ respectively.
e Aggregation function: To produce the final an-
swer, the aggregation function collects the required
intermediate DP values and calculate the final result
as A = fa({dp(i) : ¢ € A,}) where A denotes
answer and A,, is the set of DP values needed in
the aggregation according to the problem size n.
We consider how Mamba layers, as defined in
Eq. (2), incrementally generate solutions to DP
problems using CoT. The generated sequence fol-
lows the format:

sW @ | s™ | (i1, dp(in)) (i2, dp(iz))
(i3,dp(i3)) . .. (iz,|,dplifz,|) | A
where the input sequence is separated using the
symbol | as a delimiter. An classic example of DP
SWe use s to denote the i-th input sequence while s; to

denote the i-th input token, where s is all input tokens from
the concatenated input sequences.

problems is the Longest Increasing Subsequence
(LIS) problem, whose goal is to find the length
of the longest increasing subsequence of a given
integer sequence. Following the above form, an
example of the CoT output sequence can be

1332123984 | 12134 | 4 ,
input sequence s(1) DP values final answer A

where there is only one input sequence s!) for
this problem. More examples for DP problems can
be seen in Appendix A.4. The reasoning process
of LLMs in real scenarios can generally be mod-
eled in the form described above. Based on this
formulation, we present the following result show-
casing Mamba’s ability to solve DP problems when
equipped with CoT:

Theorem 4 (Solve DP problems with CoT). Con-
sidering any DP problem and given input se-
quences that satisfies Assumption 3, for any integer
T € N, there exists several Mamba layers with
size O(T'), such that the answer generated by the
Mamba layers will be correct when the length of
the answer is no more than T

More details can be seen in Appendix A.6. The
intuition behind Theorem 4 is that when the size of
the Mamba layers scales linearly with 7', the model
gains sufficient capacity to retrieve useful interme-
diate states from the reasoning chain for the next
inference step, similar to the behavior described in
Theorem 3. In this case, each CoT step in Mamba
incurs an O(T') cost, resulting in a total inference
cost of O(T?). Similarly, as shown by Feng et al.
(2024), a constant-sized Transformer can also solve
any DP problem with CoT, but due to the per-step
attention cost scaling linearly with 7', the total in-
ference cost remains O(T?). While for efficient
Transformers, Yang et al. (2024) reached similar
conclusions. Thus, from this prespective, Mamba
also does not offer additional savings: Due to the
limitation of constant inference capacity, Mamba
may need to increase its model size to achieve per-
formance comparable to that of a constant-sized
Transformer, which in turn leads to higher infer-
ence cost.

It seems disappointing that, like efficient Trans-
formers, Mamba does not reduce overhead for
general DP problems. However, we argue that
when DP problems exhibit favorable local prop-
erties(Yang et al., 2024), Mamba has the poten-
tial to achieve efficiency. Assuming that the out-
put of CoT can be written as 01,09, ..., 07, if
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Figure 3: Left: Accuracy during training of models
with different sizes on the copy task. Right: The perfor-
mance of Mamba when the length of the input sequence
to be copied is changed.

o; = f({oj :i—m < j < i}) foranyi € [T,
that is, o; only depends on at most m preceding
intermediate results, then we call the DP problem
is m-locality DP problem. As illustrated in Ap-
pendix A.5, the common arithmetic task can be
viewed as such m-locality DP problem. Then we
present the following result:

Theorem 5 (Solve m-locality DP problems with
CoT). Consider any m-locality DP problem and
given input sequences that satisfies Assumption 3,
for any integer T' € N, there exists several Mamba
layers with size O(m), such that the answer gener-
ated by the Mamba layers will be correct when the
length of the answer is no more than T'.

The proof can be seen in Appendix A.7. The-
orem 5 shows that when handling m-locality DP
problem with CoT, the needed size of Mamba de-
pends on the problem’s locality. The cost for each
step becomes a constant O(m) and the total cost
becomes O(mT') rather than O(T?) leading to sav-
ings in cost when 7" is much larger than m.

5 [Experimental Results

In this section, we conduct experiments to further
illustrate our findings®.

Experiments on copy tasks: We evaluate mod-
els on the copy task introduced by Jelassi et al.
(2024), where the goal is to repeat an input string
exactly. During training, input lengths are uni-
formly sampled from [Npin, Niax], with charac-
ters drawn randomly from the alphabet. At test
time, models copy strings of fixed length Ny,ax,
and accuracy is measured by the proportion of cor-
rectly copied characters. More details are in Ap-
pendix A.8, and results are shown in Figure 3.

We first compare models of different sizes on
fixed-length strings (left of Figure 3, where Trans-
former is denoted as TF). We find that both TF-

‘Our code is available at
Miao-Mouse/mamba-cot

https://github.com/

126M and Mamba-135M eventually learn the copy
task, but TF converges much faster. For smaller
models, TF-63M is hardly affected even with half
the layers. In contrast, smaller Mamba variants
often struggle: (i) reducing layers (Mamba-L-
67M) slows learning; (ii) reducing the hidden size
(Mamba-D-67M) even slower; and (iii) reducing
the hidden size while increasing layers (Mamba-
LD-69M) finally fails to learn the task within finite
examples and the training becomes unstable, which
indicates that the hidden size has a greater impact
on Mamba’s performance. This confirm our find-
ings in Section 3 that Mamba indeed finds it harder
to learn the copy task compared to Transformers.
Furthermore, we change the maximum length
Nmax while maintaining the model size, as shown
in the right of Figure 3. As the task becomes more
challenging, Mamba requires more training exam-
ples to successfully learn the task and fails to learn
within finite examples when Np,,x = 40. In con-
trast, Transformer can still learn quickly and main-
tain stability even at Npax = 40, which again
indicate that Transformer outperforms Mamba in
executing copy operations as in Section 3.

Performance of different models on Phonebook

TF-410M
04 Mamba-370M
=== Mamba-1.4B
me= Mamba-2.88
== Mamba-2.8B(pre)

Accuracy

20 80 100

40 60
Lengths of Phonebook

Figure 4: Comparison of different models as the Phone-
book length increases.

We also conduct experiments on the phonebook
task following the setting of Jelassi et al. (2024).
In this task, models are firstly given a phonebook
containing N names and their phone numbers such
as "Bob:8651245; Alice:7656131; ...". Then in a
few-shot manner, models are asked to provide the
phone number for a given person in the phonebook,
which relates to the ability to copy at specified posi-
tions. For Mamba, we use pretrained Mamba mod-
els with sizes of 340M, 1.4B, and 2.8B as in Gu and
Dao (2023). For the Transformer baseline, we use
the pretrained 410M Pythia model(Biderman et al.,
2023). Additionally, we test whether providing
Mamba with the task-specific target information
in advance can help it better retain the targets in
memory (labeled as "Mamba-2.8B(pre)"). For ex-
ample, we prepend the prompt "Please remember
the phone number of Bob" before presenting the
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Figure 5: Accuracy during training when the task length
L =30/70 and d = 256 (TF denotes Transformer).
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Figure 6: Accuracy of Mamba and Transformer under
different task lengths and model sizes.

phonebook to encourage Mamba to consistently
retain Bob’s number in the subsequent sequence.
All results are shown in Figure 4. It can be seen
that as size increases, all Mamba models degrade
quickly. When given the target information in ad-
vance, Mamba-2.8B(pre) can partially filter irrele-
vant content and slow this decline. However, even
then, its accuracy still lags behind that of Pythia-
410M on larger problems, which further illustrates
its limitations compared to Transformers.
Experiments on CoT Task: In addition, we
further evaluate model performance on solving DP
problems, focusing on the classic Longest Increas-
ing Subsequence (LIS) problem following the setup
of Feng et al. (2024). We examined two scenarios:
(i) Direct: the model is trained to directly output
the final answer; (ii) CoT: the model is trained to
output the answer through CoT reasoning, where it
is required to generate both the correct reasoning
steps and the final answer. We investigate different
task lengths L (problem size) and model dimen-
sions d. For Mamba, we adjust the number of
layers to match or slightly exceed the size of the
Transformer within the same d, with roughly two
Mamba layers corresponding to one Transformer
layer. More details can be seen in Appendix A.8.
First, we present the accuracy curves during
training in Figure 5. Under the Direct setting,
Mamba outperforms Transformer due to the rel-
atively short task length. However, under the CoT
setting where significantly longer sequences are
required, Transformer consistently performs better.
Notably, unlike Transformers, Mamba performs
even worse under the CoT setting than in the direct

setting. This is because Mamba’s constant-sized in-
ference capacity limits its ability to handle long rea-
soning chains, whereas Transformers—with over-
head that grows with sequence length—are better
equipped to process such information.

Furthermore, in Figure 6, we present results of
Mamba and Transformer under different CoT set-
tings. It can be seen that when the two models have
comparable sizes, Mamba consistently underper-
forms Transformer, which supports our analysis in
Section 4: while a constant-sized Transformer can
effectively solve DP problems with CoT, Mamba
with comparable size may struggle to do so unless
given greater capacity. These findings indicate that
Mamba can not always get a free lunch: the infer-
ence cost that does not scale with sequence length
may limit Mamba’s ability to solve certain tasks. In
addition, in Appendix A.9, we show that appropri-
ately introducing Transformer layers into Mamba
can partially close the gap between the two models,
which is a direction worth exploring for Mamba’s
future improvement.

6 Related work

SSMs and Attention Mechanism: The attention
mechanism is a core component of LLMs (Vaswani
et al., 2017). Drawing connections between SSMs
and attention is a fascinating direction as it not only
aids in our understanding of the Mamba structure
but also facilitates the transfer of well-established
acceleration techniques from attention mechanisms
to Mamba (Yang et al., 2023; Dao and Gu, 2024;
Han et al., 2024; Sieber et al., 2024). Based on
observations of the similarities between them, Dao
and Gu (2024) proposed the state space dual (SSD)
layer based on SSMs to achieve significant im-
provements in training efficiency. Particularly, Han
et al. (2024) reformulate the structure of SSMs
to establish links with linear attention, aiming to
find the key factors behind success in vision tasks.
We follow this convenient reformulation to explore
Mamba’s ability to perform the COPY operation.
Comparisons between Transformers and
Mamba: More recent works compare the perfor-
mance of Mamba and Transformers across various
tasks from experimental and theoretical perspec-
tives. Jelassi et al. (2024) find that Transformers
significantly surpass SSMs when facing tasks re-
lated to copying and retrieving information from
context. In addition, Park et al. (2024) investi-
gate Mamba’s capability for in-context learning
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and demonstrate that Mamba outperforms Trans-
formers in sparse parity learning while it is weaker
in tasks involving non-standard retrieval functional-
ity. Similarly, Waleffe et al. (2024) conduct exper-
iments on a larger scale and find that Mamba lag
behind Transformers in tasks that require strong
copying and long-context reasoning. Our exper-
iments reference the setups of these works and
conduct similar investigations. From the theoreti-
cal perspective, Merrill et al. (2024) demonstrate
that similar to Transformers, Mamba is also unable
to solve state tracking problems such as permuta-
tion composition while we focus on the different
task of performing COPY operation. Jelassi et al.
(2024) investigate the ability of generalized SSMs
to replicate entire sequences that satisfy some dis-
tribution and providing a lower bound for their state
space memory whereas our work focuses on analyz-
ing the impact of the distance of the specified token
to be copied on the output error from the numerical
approximation perspective in Theorem 1. Addi-
tionally, Arora et al. (2023) use communication
complexity to show that recurrent models require
at least (V) to solve Multi-Query Associative Re-
call (MQAR) tasks, which is a lower bound guaran-
tee. In contrast, we provided an upper bound on the
model size required for Mamba to achieve COPY
using a constructive approach in our Theorem 3.
Transformers and modern RNNs with CoT:
Chain-of-Thought (CoT) (Wei et al., 2022) is em-
ployed to enhance the performance of LLMs by
enabling them to provide step-by-step reasoning
before arriving at a final answer. It has been
shown theoretically that Transformers with CoT
exhibit significantly improved expressive power,
allowing them to solve more complex problems
compared to Transformers without CoT (Merrill
and Sabharwal, 2023b; Feng et al., 2024; Mer-
rill and Sabharwal, 2023a; Li et al., 2024; Yang
et al., 2024). Our analysis of Mamba equipped
with CoT follows the framework set by Feng et al.
(2024); Yang et al. (2024) in their analysis of dy-
namic programming (DP) problems. Addition-
ally, Wen et al. (2024) use communication com-
plexity to show that even with CoT, any RNN
model with o(n) bit memory cannot solve tasks
in T" € {Index, AR, c-gram retrieval, Counting}
of size n for large enough n, which means that the
lower bound for RNNss to solve these tasks is w(n).
Different from this, our work explores the ability
of Mamba equipped with CoT from the perspec-
tive of solving DP problems following the setting

of Feng et al. (2024) and show constructions for
Mamba layers with linear-scaling size relative to
the sequence length to solve DP problems, which
can be seen as an upper bound of the model size
required to solve DP.

Limitations

In this paper, inspired by the similarity between
SSM and linear attention, we explore Mamba’s
ability to perform the COPY operation and CoT
tasks. Our findings contribute to a deeper under-
standing of Mamba. However, we would like to
illustrate that while Mamba may slightly under-
perform Transformers in certain tasks, it offers ad-
vantages in others like sparse parity learning (Park
et al., 2024) and can achieve comparable perfor-
mance with lower costs (Gu and Dao, 2023). The
theoretical mechanisms behind these advantages re-
main to be further explored. Additionally, as shown
in Park et al. (2024); Waleffe et al. (2024); Wen
et al. (2024), exploring hybrid architectures that
combine the strengths of Mamba and Transformers
also merits further investigation. We leave these
aspects for future work.
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A Appendix

A.1 Proof of Theorem 1

Theorem 6 (Approximate COPY operation with constant-size SSM module). Given a SSM module with
constant size and input sequence 1,2, . ..,xy € [—M, M|? such that Assumption 1 holds, then for any
T Oz”oo <e
if there is cinpos(i) > C(%)L—l + d where amin = min, ;)< j<; @ and ¢, d are constants related to e,

J.

Proof. We firstly show that given the ¢-th input x;, a SSM module can retrieve the most relevant historical
record v,,,,(;) from the hidden state and perform the defined COPY operation under the condition
illustrated in our theorem. To achieve this, recalling that v; = A; © x; in Eq (6) and denoting
Ao = max;e(ny [|Ailloo, We have that

Hyz ~ Upos(i) Hoo = Z aj(Aj © .’B])b?CZ ~ Upos(i) Z O[] ¢ b Upos(i) O

Jj=1 oo o

_ T T

- Z Q; (ci bj)vj + Apos(i) (ci bpos(i))vpos(i) — Upos(i) (8)
J#pos(i) 00

= Z 7] (C?bj)’vj + [apos(i) (Czrbpos(i)) - 1] Vpos(i) 9
J#vouli) .

< MHAHOO Z aj‘czrbﬂ +1- O‘pos(i)czrbpos(i) ) (10)

J#pos(i)

where in (10) we use the fact that ||z;||oc < M and «

pos(i) ]cgpbpos(m < 1 (from the second condition in
Assumption 1). Thus, to prove Hyz —v

pos(i) ‘OO < €, we can show that

1
cszpos(i) > (1 - MHEA”OQ) + Z 7‘CTb ‘ (11)

Vpos(i) ;Lo sy Qpos(i)

Recalling that o = Hk —j+1 @k, We have

s HI];OSJ(_gl = Qpos(i) Apos(i)—1 - - - Aj+1s when j < pOS(i)
) (12)
' J 1 _ 1 . :
pos() Hk:pos(i)+1 Ap T Q05 1.Gpos(i)+1 when j > pos(z).
Then we can consider the second term on the right side of Inequality (11) as
@y T T @ T
> . \cibj\=Za EXIE Y " |ci b (13)
j#pos() 7o) jgsi o) jesigpos(i) - PO
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For the first term on the right side, we have

S Y Ty < Y H g e (14)
JES; pos(z) J#Si,5<pos(i) Ypos(i) J¢Si J>p08 i) Ypos(i)
pos(i)—1
<ol > + Z (15)
= Oépos(z) j=pos(i)+1 Qpos (i)
pos(i)—1 i— pos z) k
<3 (amax)" + a (16)
k=1 k 1 mm
()1 z pos(i) .
amax(l - azr)r?:xl - ) <amm B
<0 1 — amax * 1 — amin {1n

where amax = Mmaxi<jpos(i) @; and amm = minp,si)<j<i @ In (14) we use the assumption that
‘ch ‘leé for j ¢ S;; in (15) we use ——~— > 0 for all j < i; in (16), we use the fact that <

o0s() pos() -

1 \Jpos(d)
< ( ) for j > pos(i); in (17), we use the formula

Gmin

(Gmax )P~ for j < pos(i) and
for the sum of a geometric series.

oa()

Furthermore, considering that the vector v,,,4(;) to be copied must exist in the L-local matching set S;
sothereisi — L + 1 < pos(i) < i, we have the following

A N
amax(l - a/II?ﬂOZ;,S)((Z)_1> (amin) o 1

T
c;bi| <6 + (18)
ﬁZSi Qpos(i) ‘ ! J‘ 1 — amax 1 — amin
()"
< § | mex g Afwn . (19)
1 — Gmax 1 — amin
In (18), we use the fact that apax € (0,1) while —— > 1; in (19) we just ignore the term aﬁf;}gl) ! for

simplicity (in fact, we can find that when ¢ is sufﬁcTently large, the effect of this term can be neglected).

Meanwhile, with Assumption 1, we can consider the second term on the right side of Inequality (13) as

: 1
> Y elpy| < =€ byos(i. (20)
jeSipos(i) “Pos) Ypos(i

Thus, considering (11), (19) and (20), to show ||y; — 0;||~ < €, the following condition should be satisfied

1 L—-1
€ 1 Amax (amin >
b 1- g 21
€ Dposti) = ( M||A||OO> Apos(i) " 1 — amax * 1 — amin D
1 T
+ —C bpos(i)- (22)
Xpos(i)

12563



After reformulating, there exists

L-1
€ ) . 1 d Gmax (a;in) (23)

T
Ci b 0s(1 2 1-
pos() < 2M[[Alloo ) @os(i)

_ g 1 L_1+ 1 ¢ .t +5a$ (24)
201 — amm) \ @min M| Al ) “Po5D T 2T — )

1 L-1
:c<a | ) 4 5)

and use d to denote the remaining terms. Thus, we complete our proof. [J

-5
where we let ¢ = 2(1—amin)

A.2 Proof of Theorem 2

To provide the theorem, we first give the definitions and assumptions for the attention module in Trans-
formers, which are really similar to those for the SSM module from the perspective of linear attention. For
some input sequence &1, T2, ..., LN, the output of the attention module we consider can be formulated
as:

k;

T
yizzai,jvjzz o 1=1,2,...,N

_ T
T Rl
q; k¢
j<i j<i 2o<i O

where a; ; the attention scores calculated by the Softmax(-) function and q; = Wyx;, ki = Wi,
v; = Wyx; are the query, key and value vectors respectively. Then, we give the definition of COPY
Operation for attention module.

Definition 3 (COPY Operation for the attention module). For a given attention module and input sequence
Z1, %2, ..., LN, the output of COPY operation is a sequence of vectors 01,02, ..., ON With 0; = Up(;)
where pos(i) € [N] is the position we want to copy.

In fact, this definition is very similar to the COPY for the SSM module, except that the vector being
copied is changed from the historical records v; = A; ® x; in the SSM module to the value vectors
in the attention module directly. From the perspective of linear attention, the former is precisely the
value vectors in attention, so the two definitions are closely related: Similarly, we define the definition of
L, 6)-Matching Set for the attention module:

Definition 4 ((L, §)-Matching Set for the attention module). For a given attention module and input
sequence T, T, ..., Ty, the (L, §)-matching set for x; is defined as S;(L,8) = {j | |gl k;| > 6,i—L <
j<i}

Next, we make the following assumption:

Assumption 2. For a given attention module and input sequence x1,xo, ..., Ty, there exist some L € N
and 6 € R such that for any i € [N], S;(L,9) exists and pos(i) € S;(L,9). In addition, for any
J ¢ Si(L,(S), q;[k:j\ < 0.

Note that, since the attention scores in Transformers are naturally normalized by Softmax function
such that > jes; @i,j < 1, we ignore the second condition as in Assumption 1 here, which would impose
constraints on the stability of the output. Then, we give our theorem as following

Theorem 7 (Approximate COPY operation with constant-size attention module). Given a attention
module with constant size and input sequence x1,%s2,...,xN € [—M, M ]d such that Assumption 2
holds, then for any € > 0, the attention module can approximate the COPY operation at some position
i, that is, ||y; — 0i||cc < € if there is qz»Tk:pos(i) > log L 4+ p + ¢ where L = max{L,i — |Si(L,9)|},
P = MAX,jLpos(i) qiTk;j, and c is a constant related to e.
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Proof. For some given i-th input x;, we have that

Hyz - 'Upos(i) Hoo = Z AU — vpos(i) = Z a; jU; — (]- - ai,pos(i)) Upos(i)) (26)
j<i o |lisiizposti o
<|{1- Q;.pos(i) + Zai,j M HWVHoo =2 (1 Qi pos(i) ) M ||WV|| . (27)
Jj<i

To achieve ||y; — 0;|| < €, we can show that

et sy >1- - ¢ (28)
a. . f— [l i .
wrest 3 j-tpos(iy €94 K + €% Frostd 2M [[Wy |l

Here, we omit the condition 5 < ¢ for simplicity of notation and this is equivalent to show that

Tk, —qTk 2MHWvll
e%i ki—ai kpos) 11 < (29)
. 2 . 2M [Wv ||
J#pos(i)
€
e —q; kpos(i) Z eqiTkj S . (30)
= 2 W~ e
Thus, we need to show that
2M
el Fros(i) > ”WV” Y ek, 31)
J#pos(i)
Further, according to whether indices j € S; or not, we have
2M | W, —€ _ .
0 Ry > log | 2L 1MWV o ST ewhi N etk | | (32)

€
J€Si,j#pos(i) J¢Si

where we use S; to denote S; (L, 0) for simplicity of notation. Then we just need to show that qiTk:pos(i) is
larger than the upper bound of the right side, that is,

2M ||Wy
qiTkpos(i) > log |:”€VHOO (

LeP + (i — ysi|)e5)] , (33)

where p = maxcg, J#OS(Z) Tk: Here we use the fact that there are at most L terms in the matching set

Siths D jes, jo£posti)
have 3 s, 9 *i < (i — |S;])e’. By denoting L = max{L, S;}, we can show that,

e ki < LeP and we also use the assumption that g; k: < ¢ forj ¢ S; thus we

= 2
a Kpos(iy > log L +log — (e’ + ") M [[Wy | (34)

Noting that there is p > ¢ according to Assumption 2, we also have p = max;_,o4(i) qiT k; and we can
show that

- 4 ~ 4
QiTk:pos(i) > log L + log EepM HWV”oo =log L+ p+log EM HWV”oo : (35)

Thus we complete our proof. O
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A.3 Proof of Theorem 3

Theorem 8 (Perform COPY operation with linear-scaling size). Given sequence x1,x2,..., TN €
[—M, M), there exists a SSM module with size O(N)) that can perform the defined COPY operation, that
is, y; = o; forany i € [N].

Proof. Recalling that the output of SSM module in Mamba can be rewritten in the form of Eq (6), where
(A;Ox;), b, c; corresponds to v, k; and g; respectively. Our intuition is to store all the information of v;
from our history in the hidden state space of size O(N) (similar to the KV cache in attention format), and
then use the appropriate c; as the query for retrieval. We can set A = O so that Eq (6) further transforms
in a way that does not forget historical information, that is, y; = 23':1(Aj ©x;)blc; = Z;‘:1 v;blc;.

Let &; = [, €;, €pos(iy] € RN where €; € RY denote the one-hot vector where only the i-th value
is 1. We use e;, €,,4(;) to denote the current position and the position of historical token we want to
copy respectively. Then, we construct Wy = [Opn g, In, ON] € RN *(d+2N) o that I~)l = Wyx; = e;.
Then, at the ¢-th step, the information newly recorded in the state space will be v; B;‘F = 'vie;fp € RN
and the updated state space will be H; = H; 1 + Z;;ll vaNJJT + szNJZT = [v1,v2,...,0i, Ogx(N—i)]
thus at the last step, we can record all historical information in the state space by Hy = Zjvz 1 lN)f =

[v1,v2,...,vy]. Then, at the output process, we can construct W, = [Opnyq, On, Iy] € RV*(d+2N)
sothat ¢; = Wex; = €pos(i)- Thus, the output will be y; = H;¢; = Z;’:l vjbfepos(i) = Upos(i)-

At the same time, we note that in the above process, the vectors e;, €,,,4(;) to denote position in ; are
sparse. In fact, we only need to use two indices p; = i and p,,o(;) = pos(i) to store them thus the total
size to store all indices is O(N). Additionally, W}, W, are also sparse so we require at most O(N') space
to store these two matrices. Therefore, the model size we need is O(Nd) that scales linearly with the
length N. Thus, we complete our proof. O

Remark 1. If should be noted that we can also degenerate a linear-size Mamba block into the afore-
mentioned SSM module by deactivating the gating branch to achieve the COPY operation. For example,
we can set W1 = W3 = I, by = 0, Wy = O and by = k1 where the constant k satisfies o(k) = 1.
In addition, we note that x; € [—M, M| and Pi» Ppos(i) € [1, N] thus the largest value involved in the
aforementioned process will not exceed N M? (the largest value in hidden states), which is upper bounded
by O(poly(M, N)). All parameters being upper bounded by O(poly(M, N)) means that the problem
can also be solved by the same Mamba block with log(N) precision, which has been also adopted in
previous works (Merrill and Sabharwal, 2023b; Feng et al., 2024; Wen et al., 2024).

A.4 Examples for DP Problems

We consider the problem of finding the minimum edit distance, where we aim to transform string s into
string s(2) with lengths n; = |s(!)| and ny = |s(?)], respectively. The costs for insertion, deletion, and
substitution are a, b, and ¢, respectively. Obviously, the input sequences for this problem are {s(l), 3(2)}
and the scale of the problem is m = [n1,n2]”. Further, the state space is Z,, = {(4,5)|1 <i < ny,1 <
j < na}. Let dp(j,k) represent the cost of transforming the first j characters of s; into the first k
characters of so. The transition function can then be expressed as:

ak ifj=0
b ifk=0
min (dp(j,k — 1) + a,dp(j — 1,k) + b,

dp(j — 1L,k—1)+ c]I[sED #+ s,(f)]) otherwise

dp(j, k) =

Finally, the aggregation function selects dp(nj, n2) as the final answer. In the example above, the size
of the state space, all intermediate values, and the lengths of the input strings will all be upper-bounded
by poly(nj, ny). Moreover, the operations required by the involved functions can be approximated with
polynomial efficiency by a constant-size MLP, as shown in Lemmas in Appendix A.6. Therefore, such
DP problems satisfy Assumption 3. It can be referenced from Section 4.1 of Feng et al. (2024) for more
detailed examples for DP problems.
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A.5 Explanation of m-locality:

The most common arithmetic tasks satisfy the m-locality assumption, which are also frequently encoun-
tered in current LLM applications. Consider an arithmetic expression of length n; the CoT reasoning
required to compute it step by step may have a total output length of T = O(n?). However, the window
size m required for computing each intermediate state does not exceed n. For example, consider the
expression 7 x (7 + 5 + 10) =. The input length is n = 10, and its complete CoT output would be:
7 (7T+5+10) = 7% (14 10) = 7% 0 = 0. As we can see, aside from the input part, the generation of
each subsequent token requires a context window no larger than the input length n. Therefore, this task
satisfies the m-locality.

Another example that satisfies the m-locality is the Edit Distance problem. When computing the 2D
DP matrix, the number of entries (or tokens) required for each step does not exceed m < max{ni,na}.
For instance: x gv |x go<p>024,202,423,<p>3 where <p> denotes the separate token to enclose
the DP matrix arranged row by row. If we copy the input sequence when computing each row of the DP
matrix, such as:

xgv|xgo<p>xgv|xgo024 ,xgv|xgo<p>
202, xgv|xgo<p>423,<p>3

then the entire process becomes strictly m-locality, where m < 2n + 2 with n = |s1| + |s2| representing
the input size. Meanwhile, the total CoT output length is roughly O(n?).

However, for the LIS problem, computing each state might require revisiting the entire input string, and
the corresponding CoT output length itself is 7" = O(n). This does not satisfy m-locality because m is at
least n and cannot be significantly smaller than the output length 7" in terms of order.

A.6 Proof of Theorem 3

In this part, we first present the necessary lemmas before completing the proof of Theorem 4. In fact,
these lemmas are very similar to those presented by Feng et al. (2024) in Appendix C.1 regarding MLP.
The main difference is that we need to degenerate Mamba blocks to MLP and consider different activation
functions (SiLU for Mamba instead of GELU). Thus, we only provide detailed proofs of these relevant
lemmas when necessary.

Lemma 1 (Perform multiplication). For any € > 0 and M > 0, there exists Mamba block parameters with
loo norm upper bounded by O(poly(M,1/€)) such that | f(a,b) — ab| < € holds for all a,b € [—M, M].

Proof. We first show that a two-layer MLP using the SiLLU activation function can achieve the above
operation. We use the same construction as in Lemma C.1. in Feng et al. (2024), except that we use the
SiLU activation function instead of GELU. Specifically, let g : R> — R be a two-layer MLP with SiLU
activation, and the hidden dimension is 4, then we can construct f as

o (55 o) o5

o (z) = Letbe® o) =

where ) is a scaling factor. In addition, considering o(z) =

(1+efz)2 s
efa(gﬁif;t?;fx_z)’ we have 0(0) = 0, 0’(0) = %, 6”(0) = 5. Then, using the Taylor expansion with

the Lagrange remainder, we can obtain that
” a+b i —a—b Y a—>b s —a+b
A A A A
N S e e AN £t S e O S WS Z
T 212 ) A A X\ 2T T

where Rj is the second-order remainder term. Assuming that A > 20/, we have ]%| < % < 1land
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then

2

i< 5 (%) A
4 (2M —3)e ™ —dxe 2 + (z +3)e
e (A) “[”‘1 (I+e o)
4 (2M\* de + 4€? + 4e3
-3 <A> (et
4 8M3
=3 A3 75

216 M3
A3

Thus if we set A > % we will have |g(a, b) — ab| < )‘72|R2| <e.

Then, we note that a Mamba block f defined as Eq (3) can degenerate into the above MLP g by
deactivating its SSM branch. Specifically, we only need to set W7 to be zeros and b = 1 so that the input
of the SSM branch is a constant 1, that is,

f(a:) =W;- SSM(l) ® O'(ng + bg).

In the SSM module, we can set W, to be zeros, that is, no new information will be retained in the hidden
state. Following this, we set d = 1 resulting that given z = 1, we have SSM(1) =y =c’H+dGO = =
c¢’1 +1 1 = 1. Thus the SSM branch can be deactivated and the Mamba block will degenerate into a
two layer MLPs, that is,

f(x) = W30 (Wax + bs). (37)

Furthermore, given = = [a, b], we can set W5 € R**2 and W3 € R**! to meet the two-layer MLP g
as Eq (36). Additionally, we note that all parameters of this Mamba block can be upper bounded by
O(poly(M,1/¢€)) under the [, norm. Thus, we complete our proof. O

Remark 2. It should be noted that here we have only provided one possible construction and this is
not unique. For example, in the process of deactivating the SSM branch, we could also choose to make
A sufficiently large and correspondingly A sufficently small with A < 0 so that the hidden states
approximates zeros. In fact, the expressive power of an Mamba block with two branches should be
stronger than that of a two-layer MLP since it already encompasses the latter. Nevertheless, we still
provide one possible construction here.

Lemma 2 (Approximate two-layer MLPs with ReLU). Let g : RY — R% be a two-layer MLP with
ReLU activation, and all parameters are upper bounded by M. Then, for any € > 0, there exists a Mamba
block f and parameters upper bounded by O(poly(M,1/€)) in the lo, norm, such that for all x € R™,
we have | £(z) — g(@)]loc < <.

Proof. Similar to Lemma 1, once again, we deactivate the SSM branch, causing a Mamba block to
degenerate into the form of Eq 37. Considering a two-layer MLP with a ReLU activation function denoted
as g(x) = W3ReLU(Wax) where Wy € R4 and W3 € R%*4, we can set similar parameters for
the degenerated Mamba blcok, that is, we consider Wy = AWy, Wy = %Wg in Eq (37) where A is
some large constant. In order to prove the lemma, we need to show that || f(z) — g(x)|cc < € with some
A upper bounded by O(poly(M, 1/¢)).

Considering a scalar z € R, we firstly consider the upper bound of the following equation:

= ’max(z,O) - - = 2 <

1_. 1
ReLU(z) — XSlLU()\z) T |” 71 =
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where we use the fact that e* + 1 > z for any = > 0. Then, let z = W yx, we can show that for any
z € RY,

HWgReLU(z) _ %WgSiLU()\z) < Wil HReLU(z) _ %SiLU(Az) G
< Md' ReLU(z) — %SiLU(Az) (39)
< Md max ReLU(z) — %SiLU()\z) (40)
<2 (1)

Then, if we set A > @, we will have || f(z) — g(x)||oc < € and all parameters of the Mamba block is
upper bounded by O(poly(M,1/¢)). Thus, we complete our proof. O

Remark 3. We have proven that a Mamba block can approximate a two-layer MLP with ReLU activation
function, and since the latter can perform many basic operations, including linear transformations and
selection operations as constructed in Lemma C.3 and Lemma C.5 in Feng et al. (2024), we can use Lemma
2 to adopt the same construction, enabling the Mamba block to perform these operations. We present the
following colloary more specifically, and the detailed proof can be found in the above mentioned part in
Feng et al. (2024).

Lemma 3 (Perform linear transformation, easily derived from Lemma 2 and Lemma C.3 in Feng et al.
(2024)). Let W € R%* be any matrix used for implementing linear transformations upper bounded by
M and f : R — R% be a Mamba block. Then, for any € > 0, there exist Mamba block parameters
with I, norm bounded by O(poly(M,1/e€)), such that for any € € R4, we have || f(x) — Wz|s < e

Lemma 4 (Perform select operation, easily derived from Lemma 2 and Lemma C.4 in Feng et al. (2024)).
Define the selection function g : R x R? x R — R? as follows:

x ift>0

y ift<0 42)

g(z,y,t) = {

Let f : R x R? x R — R? be a Mamba block. Then, for any € > 0, a > 0, and M > 0, there exist
Mamba parameters with |, norm bounded by O(poly(M,1/a,1/e)), such that for all x € [—M, M]?,
ye [_Mv M]d’ andt € [_007 —Oé] U [Oé, —|—OO], we have ||f($7 yat) - g(m>y7t)‘|00 Se

Next, we show that one Mamba layer or several Mamba layers can implement indicator functions
through the select operation. We mainly focus on the usual indicator functions I[a # b], I[a > b] and
I[a < b].

Lemma 5 (Perform indicator function). Define the indicator function1(a, b, o) : R?x{#, >, <} — {0,1}
where a,b € [—M, M|. The output of the function will be 1 if a o b is satisfied otherwise the output will
be 0. Let f : R? — R be a Mamba block. Then, for any € > 0, there exist Mamba parameters with I
norm upper bounded by O(poly(M,1/¢)), such that for any a,b € [—M,M] and o € {#,>,<}, we
have || f(a,b) —I(a,b,0)||s < e

Proof. We first show that a Mamba block can implement I[a > b] and I[a < b]. For I[a > b], it is
equivalent to consider g(1,0,a — b) where g(-) defined in Lemma 4. So firstly we can use a linear layer
with appropriate parameters W, by to convert the input [a, b] into the vector [1,0, a — b]. Then we can
use Lemma 4 to implement I[a > b] by changing the parameters of the first linear layer from {W7, b; } to
{W1 Wy, by + Wibg}. The proof for I[a < b] is similar as well.

Noticing that [[a # b] = 1 — (1 — I[a > b]) - (1 — I[a < b]), we can implement [[a # b] through
the following layers: Firstly, we can use one Mamba block to implement 1 — I[a > b] and 1 — [[a < b]
simultaneously, where the hidden dimension will be 8 and the output is a vector [1 —I[a > b], 1 —1I[a < b]].
Then, another Mamba block is constructed to implement the multiplication (1 — I[a > b]) - (1 — I[a < b])
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according to Lemma 1 and the appropriate outermost linear layer parameters are chosen to simultaneously
achieve multiplication by a negative sign and addition of a bias of 1, where the hidden dimension will be
4 and the output will be I[a # b]. Thus, we complete our proof. 0

Furthermore, following the setting of Feng et al. (2024), we also make the following assumption:

N)

Assumption 3. Given input sequences sV, s ... sN) e consider the following constraints for the

DP problem:

* For any i € Iy, there exists constants Ng, Nqp and N 4 such that |Z;| < Ny, |Vdp(i)| < Ngp and

o The size of the state space |Ly|, the embeddings of all tokens in the input sequence, all intermediate
DP values (dp(7) for i € I,,), and the final answer A can all be polynomially upper bounded by the
problem size n.

* The functions used to solve the DP problem, including the function fr to determine the next state,
the transition function fr, the aggregation function f 4 and A(n) can all be approximated with
polynomial efficiency by a constant-size MLP (with the SiLU activation function).

Remark 4. The first constraint of the Assumption 3 illustrates that the number of input tokens and
previous DP values used in the transition function at each step can be upper bounded by Ns and Ngj,.
In addition, the number of DP values used in aggregation is at most N 4. This is reasonable because
the number of inputs for solving each state in a DP problem should be finite. The second constraint is a
restriction on the magnitude of the intermediate values, allows that all involved inputs and outputs used
in functions can be represented by the log-precision model. The third constraint allows a constant-sized
degenerated Mamba to implement functions required to solve the DP, which has been proved by above
Lemmas 1-5. In fact, due to the first constraint, the sizes of inputs and outputs of these functions will be a
constant related to { Ng, Nap, N4 }.

In fact, Assumption 2 covers many dynamic programming (DP) problems commonly encountered in
real-world scenarios, such as basic arithmetic operations, the Longest Increasing Subsequence (LIS),
and Edit Distance (ED). The sizes of these tasks grow polynomially with respect to the input size. While
the functions involved in solving subproblems of these tasks may be non-smooth, we have shown in
Lemmas 1-5 that they can all be approximated by MLPs with polynomial efficiency. Therefore, Assumption
2 is reasonable for DP problems.

Now, based on the basic operations that can be implemented by the Mamba blocks as discussed above,
we present the proof of Theorem 4:

Theorem 9 (Perform DP problems with CoT). Considering any DP problem and given input sequences
that satisfies Assumption 3, for any integer T' € N, there exists several Mamba layers with size O(T),
such that the answer generated by the Mamba layers will be correct when the length of the answer is no
more than T

Proof. Firstly, we illustrate the input format for the DP problem. We follow the embedding format in the
proof of Theorem 4.7 in Feng et al. (2024), that is, assuming that the input at any step of solving the DP
problem using CoT is a sequence of tokens embedded as follows:

(0) input _state _dp _answer _sep
Ty = e L6, e € et 1)

where the specific value of each part is depend on the content represented by the current token. More
specifically, each part can be described as:

input

* If the current position denotes a input token, then we set e; as the embedding of the input and
simultaneously set e5tate = (P = ganswer — 5P _
* If the current position is the final answer, then e™"**" denotes the embedding of the answer and we
set eiHPUt — eState _ edp — P —
t =€ =€ =6 =U
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« If the current position denotes the j-th separator | between input sequences , then we set e;" = e;

input __ _state __ edp
t - - *t

et answer __ 0

and e = €]

« If the current position denotes an intermediate DP state, then we use €5***° to denote the embedding
of the DP state and e?p denotes the corresponding value. Similarly, other part will be set to be 0.

 The scalar ¢ denotes the current position in the whole sequence, which holds the value for all above
cases.

We illustrate that here we use a concatenation operation to replace the residual connection definced in
Eq (2), which is a technique also used by Feng et al. (2024); Yang et al. (2024) in similar proofs. This
is because, from the perspective of expressive capability, the two operations are equivalent: the output
of a Mamba block y = f(x) concatenated with the input (that is, [y, «|) can also be represented using
the residual connection: g([z, 0]) + [0, 2] = [y,0] + [0, z] = [y, z] where g : R?? — R? is another
Mamba block and part of its parameters to be same as f and others are set to be 0. Conversely, the
concatenation can implement residual connection by using a linear projection.

Here, we show our construction of several Mamba layers to solve the DP problem, which is composed
of different blocks to perform different tasks:

Block 1: The first block aims to calculate the problem size n and the embedding of the next state

e} -5t This process can be described as follows:

e Compute the problem size m: (i) First, we can replicate the position of the token

Lsep,1>tsep,2s - - - » Lsep,n Using the COPY operation. This can be achieved with a Mamba layer
of size O(Ntd) according to Theorem 3; (ii) Then, we calculate the size of the problem as
N = [tsep1 — Litsep2 — tsep,t — 1, .. tsep N — tsep,N—1 — 1], which can be done by applying

a linear transformation using one Mamba layer, as shown by Lemma 3.

¢ Obtain the next state e"***-5'2°; According to Assumption 3, the function e"*X'-5tt¢ = f(p_estate)
which determines the next state, can be approximated by constant-sized MLPs. Thus, this can also
be implemented by having several Mamba layers degenerate into MLPs.

The output after this step can be written as:

(1) _ [ _input _state _next_state _dp _answer _sep
Ly _[et y €¢ , € - € H €y , € ,’I’L,t,l]

Block 2: The second block is mainly constructed to find the indices of input tokens and intermediate DP
values that are needed to calculate the DP value corresponding to e"®*!-stat¢  Specifically, this can be
described as follows:

state) and

* Calculate the needed indices: We calculate the positions of the input token pf = Is(n, e
the positions of tokens that correspond to needed DP values piP = Iy, (n, €541¢). If I4(n, e¥at¢) =
0 or Iyp(n, e52%) = (), we set the positions to be a special value . According to Assumption 3,
these two functions can be done by constant-size MLPs thus can be approximated by degenerated

Mamba layers.

* Set the flag: (i) Set the flag f"*"*" based on whether the DP value of the current state is needed in
the final aggregation function. This can be achieved by several Mamba layers with Assumption 3
that the function A = f(n, s) can be approximated by MLPs and additionally using Lemma 5 to
implement Z[ef'*'® # e3'*'°] where e3'**® € A. (ii) Set the flag f§**'* to denote whether the current
state is the last state. This can be implemented by checking I[e}***-**** -£ 0] with Mamba layers
using Lemma 5.

The output result after this step can be written as:

(2) _ r_input _state _next_state _dp _answer _sep s . dp ranswer pstate
wt _[et 7et , € 7et 7et 7et 7n7pt7pt 7ft 7ft 7t71]

Block 3: This block is designed to calculate the DP value for the next state. In detail, the implementation
involves the following steps:
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¢ Check the flag: We check the flag f5**® using several Mamba layers using 5 to implement I[[ f£t3t¢ £
1] using Lemma 5. If f£*3% = 1, the current denote is the last state and we just need to set p; = v1
where p; denotes p¢ and p{?, which implies I,(n, €5#%¢) = () and Iip(n, €59¢) = (), that is, no
input tokens or DP values are needed.

+ Obtain the needed embeddings: If ;3¢ £ 1 , then (i) We copy the input token embeddings e"Put
at positions p§. This COPY operation can be implemented by a Mamba layer of size O(Nstd) using
Theorem 3; (ii) Simultaneously, we copy the embeddings of DP values at positions p?p, which can
be achieved by a Mamba layer of size O(Ngptd). If the position is empty, we just need to check
I[p; # 1] and set the needed embeddings e™P"* or eIP to be some special token. Totally, the size
of Mamba layers in this step is O((Ns + Ngp)td).

» Calculate the DP value: We calculate the DP value e}***-***' for the next state with the Assumption
3 that the transition function can be approximated by several Mamba layers using Lemma 2.

The output result after this step can be written as:

(2) __ r_input _next_state _next_dp _answer _sep answer pstate
wt 7[615 , € 7et 7et 7et s 15 Jt 7ft 7t71]

Block 4: The last block is constructed to implement the final aggregation function and output the final
answer. Specifically, the steps are as follows:

¢ Check the flag: We identify whether the current state is the last state by checking I[f$*2%® £ 1] by
using Lemma 5. If 5% = 1, then all intermediate DP values have been solved and we need to
compute the final answer.

+ Obtain the needed embeddings: We collect the DP value embeddings e?P of these tokens whose
fansver = 1, which can be achieved by COPY operation according to Theorem 3 with one Mamba
layer of size O(N 4td).

* Generate the final answer: Finally, we compute the answer by implementing the aggregation
function, which can be achieved by constant-size MLPs according to Assumption 3, thus can also be
achieved by several degenerated Mamba layers.

In summary, given a sequence length ¢ and equipped with CoT, the parameter size required by the
Mamba layers to generate the correct answer at each step is O(Ntd), where N = max{N, Ng+Nqgp, N4}
is a constant independent of ¢, that is, the size of the Mamba layer scales linearly with ¢. Thus, we complete
our proof. O

A.7 Proof of Theorem 5

Theorem 10 (Perform m-locality DP problems with CoT). Consider any m-locality DP problem and
given input sequences that satisfies Assumption 3, for any integer I' € N, there exists several Mamba
layers with size O(m), such that the answer generated by the Mamba layers will be correct when the
length of the answer is no more than T

Proof. The overall proof construction approach is similar to that of Theorem 4, with the only difference
being that under the assumption of m-locality, when performing the COPY operation, the constructed
Mamba only needs to focus on at most m tokens preceding the current position. This results in the size of
the Mamba layers only needing to be O(Nmd). O
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A.8 More Details of Experiments

For the copy task experiments, we mainly refer to the setup by Jelassi et al. (2024). For Transformers, we
select the GPT-NeoX architecture (Andonian et al., 2023) while for Mamba we use the Mamba GitHub
repository(Gu and Dao, 2023). More specifically, for the left part of Figure 3, we configure 10 layers for
the Transformer (TF-126M) and 5 layers for TF-63M, with both having a hidden size of 1024 and RoPE
(Su et al., 2024) as the positional encoding. For Mamba models, we configured 20 layers and a hidden
size of 1024 for Mamba-135M, 20 layers and a hidden size of 720 for Mamba-D-67M, 10 layers and a
hidden size of 1024 for Mamba-L-67M, and 40 layers and a hidden size of 512 for Mamba-LD-69M. We
use an online sampling batch size of 8 and set the maximum context length to 220, meaning each example
often contains multiple instances. AdamW (Loshchilov, 2017) is chosen as the optimizer with a learning
rate of le-5 and weight decay of 0.1. We set Npin = 10 and Npax = 30 for all models.

For the right part of Figure 3, the Transformer and Mamba setups match the aforementioned configu-
rations for TF and Mamba. Moreover, we set [ Nmin, Nmax] to [5, 10], [10, 20], [20, 30] and [30, 40] for
sequence lengths of 10, 20, 30 and 40 respectively.

For the phonebook tasks, we mainly follow the setting of Jelassi et al. (2024). We use pretrained
Mamba models of size 370M, 1.4B and 2.8B(Gu and Dao, 2023) and for the Transformer baseline, we
use the pretrained 410M Pythia model(Biderman et al., 2023). These models have been pre-trained on
the Pile(Gao et al., 2020) and use the same tokenizer. The Mamba models generally have slightly lower
perplexity on the training set for a given size (Jelassi et al., 2024). For Mamba-2.8B(pre), the prompt at
the begining is just like:

" The following is a phonebook with the form: Gary Battle: 8444797678 Gary Gallegos: 9960330831.

Remeber the phone number of Joseph Perry. Here is the phonebook:..."

For the CoT task experiments, we mainly follow the setup of Feng et al. (2024); Yang et al. (2024). For
the LIS task, we investigate different task lengths L = {10, 30, 50, 70 which denotes the length of the
input sequence to solve. While for the Arithmetic task, we select the task length as L = {4, 5,6, 7}. Here,
the task length refers to the number of steps required to incrementally compute the arithmetic expression.
An example when L = 41is: 4 x (8§ — 6/3) = 4 x (8 —2) = 4 x 6 = 24. The model dimensions is
selected from d = {32,64, 128,256} and the number of layers is set to 3 by default for Transformers.
While for Mamba, under each setting, we adjust the number of layers to match or slightly exceed the size
of the Transformer within the same d, with roughly two Mamba layers corresponding to one Transformer
layer. All models are trained for 300 epochs using AdamW (Loshchilov, 2017) with a learning rate of le-4
and weight decay of 0.01. For the results shown in the Figures 6, 8 and 10, we report the average test
accuracy over the last five epochs as the final accuracy. We run all experiments three times and reported
the average results. Furthermore, our experiments were conducted on four 24GB NVIDIA GeForce RTX
3090 GPUs and were completed within five days. More results are shown in Appendix A.9.
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A.9 More experiment results

For a more comprehensive presentation and easier comparison, more results on the LIS task are provided
in Figures 7 and 8.
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Figure 7: Test accuracy on LIS tasks during training when the task length L = 10, 30, 50, 70 and d = 256 (TF
denotes Transformer)
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Figure 8: Test accuracy on LIS tasks of Mamba and Transformer across different task lengths and model sizes
(with/without CoT).

Similarly, additional results on arithmetic tasks are presented in Figures 9 and 10. We find that for
arithmetic tasks, given the same limited amount of training data as in the LIS task (training set size of
51,200), neither Transformer nor Mamba can effectively learn the task under direct setting (close to
random guessing). However, under the CoT training setting, both models are able to learn the task to
some extent. Nevertheless, Mamba’s performance still lags behind that of the Transformer.
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Figure 9: Test accuracy on Arithmetic tasks during training when the task length L = 4,5,6,7 and d = 256 (TF
denotes Transformer). Without CoT, the model’s accuracy is close to that of random guessing.
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Figure 10: Test accuracy on Arithmetic tasks of Mamba and Transformer across different task lengths and model
sizes (with/without CoT).)

More experiments on Hybrid models. One may ask whether we can improve Mamba to bridge its
gap with Transformers. As illustrated before, from the theoretical perspective, the expressive capacity
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of Mamba is constrained by its limited horizon and its inability to dynamically scale its reasoning cost
(capacity) with the problem size. One intuition to close the gap is to combine Mamba with Transformer
layers to form a hybrid architecture, which is also adopted in practice (Waleffe et al., 2024; Wen et al.,
2024; Lieber et al., 2024). To illustrate this intuition, we further conduct experiments on LIS tasks.
Specifically, while keeping the overall parameter count roughly unchanged, we replace the first and last
layers of Mamba with Transformer layers, which is denoted as "Hybrid". Additionally, we also consider a
variant where only the first layer is replaced by a Transformer layer, denoted as "Hybrid-". The results are
shown in Figure 11 and 12.
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Figure 11: Test accuracy on LIS tasks during CoT training when the task length L = 10, 30, 50, 70 and d = 256
(TF denotes Transformer).
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Figure 12: Test accuracy on LIS tasks of different models across different task lengths and model sizes (with CoT).

Overall, the hybrid architecture achieves a trade-off between the performance of the Transformer
and Mamba architectures. This suggests that in scenarios where the problem size or complexity is not
very large, appropriately incorporating some Transformer layers into Mamba can effectively improve its
performance and leverage the strengths of both architectures.
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