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Abstract

Recent advancements in language models have
led to significant improvements in mathemati-
cal reasoning across various benchmarks. How-
ever, most of these benchmarks rely on auto-
matic evaluation methods that only compare
final answers using heuristics, without verify-
ing the underlying reasoning steps. This limi-
tation results in false positive solutions, where
models may produce correct final answers but
with flawed deduction paths. In this paper,
we systematically examine the prevalence of
false positive solutions in mathematical prob-
lem solving for language models. We ana-
lyze the characteristics and extent of this issue
across different open-source models, datasets
of varying difficulty levels, and decoding strate-
gies. Specifically, we explore how “false posi-
tives” influence the inference time scaling be-
havior of language models. Our experimen-
tal results reveal that: (1) false positive solu-
tions persist across different models, datasets,
and decoding methods, (2) sampling-based in-
ference time scaling methods do not allevi-
ate the problem, and (3) the pass@N evalu-
ation metric is more susceptible to “false pos-
itives”, suggesting a significantly lower scal-
ing ceiling than what automatic evaluations in-
dicate. Additionally, we analyze specific in-
stances of “false positives” and discuss poten-
tial limitations in self-improvement techniques
and synthetic data generation under such con-
ditions. Our data and code are publicly avail-
able at https://github.com/Wloner0809/False-
Positives-in-Math.

1 Introduction

Recent developments in language models, includ-
ing improvements in inference time scaling and
self-improvement techniques, have significantly
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enhanced performance in mathematical reasoning
tasks (Snell et al., 2024; Shao et al., 2024). How-
ever, many of these mathematical benchmarks rely
on automatic evaluation methods that compare only
the final answers generated by the models to ref-
erence answers, often using heuristic approaches.
These methods do not guarantee the correctness
of the reasoning steps taken to arrive at the final
answer, raising concerns about the reliability of the
evaluation metrics.

In this paper, we systematically investigate the
prevalence and characteristics of “false positives”
in mathematical problem-solving tasks. A “false
positive” arises when the final answer is correct,
but the solution process contains errors or lacks
logical validity. We aim to provide a comprehen-
sive analysis of how often “false positives” occur,
and how they affect model performance across dif-
ferent open-source models, varying levels of diffi-
culty in mathematical datasets, and diverse decod-
ing strategies. Specifically, we select open-source
models, including LLaMA (8B and 70B) (Dubey
et al., 2024) and math-specialized models such as
Qwen-Math (7B and 70B) (Yang et al., 2024), to
generate solutions. We test these models on three
popular benchmarks—MATH (Hendrycks et al.,
2021), AIME (Numina), and OmniMATH (Gao
et al., 2024)—which vary in difficulty. Addition-
ally, we explore several sampling methods (e.g., re-
peated sampling, reward-guided beam search, and
tree search) to assess how “false positives” influ-
ence inference time scaling. Both automatic and
manual evaluation methods are employed to iden-
tify “false positives”.

Our findings reveal several key insights. First,
“false positives” are widespread across a variety of
language models, datasets, and decoding methods,
suggesting that this issue is not confined to any
specific model or evaluation setup, but is a perva-
sive challenge in mathematical reasoning. Second,
we explore whether different inference strategies,

12513

Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 12513-12532
November 4-9, 2025 ©2025 Association for Computational Linguistics


https://github.com/Wloner0809/False-Positives-in-Math
https://github.com/Wloner0809/False-Positives-in-Math

such as sampling-based methods, could mitigate
the occurrence of “false positives”. Our results
show that these strategies do not significantly re-
duce the frequency of “false positives”, indicating
that the underlying reasoning flaws are not easily
resolved by simply increasing the inference budget.
Third, we observe that the pass@N metric is more
susceptible to “false positives” than other metrics
in automatic evaluations, which suggests that the
ceiling for inference scaling may be substantially
lower than what automatic evaluations indicate.

Additionally, we conduct a preliminary inves-
tigation into how rule-based GRPO (Guo et al.,
2025) influences “false positives”, as well as how
the “false positive” phenomenon manifests in re-
cent Long-CoT models. We analyze specific in-
stances of “false positives”, identifying the types
of reasoning errors that lead to flawed solutions.
We also discuss the implications of these find-
ings for self-improvement techniques and synthetic
mathematical data. In particular, we argue that
“false positives” may limit the effectiveness of self-
improvement methods, as models may appear to be
learning correct reasoning patterns while, in reality,
they are merely providing correct answers based
on flawed deduction processes.

Ultimately, this paper aims to offer a more nu-
anced understanding of the challenges language
models face in mathematical reasoning and to ad-
vocate for more rigorous evaluation practices that
go beyond mere answer correctness.

2 Related Work

The “false positive” problem we investigate arises
primarily due to the evaluation methods employed
for assessing LLM performance on mathematical
tasks. Many existing approaches focus solely on
comparing the final answers to the ground truth.
These evaluation strategies are efficient, inexpen-
sive, and fully automated; however, they fail to
account for the intermediate reasoning steps in-
volved in generating the solution. Moreover, they
are not applicable to tasks such as mathematical
proofs, which do not have a single final answer.
To overcome these limitations, some studies lever-
age powerful LLMs to compare the reasoning steps
in generated solutions with reference answers or
directly identify step errors within the reasoning
path, in an attempt to evaluate the validity of math-
ematical reasoning (He et al., 2023; Tyen et al.,
2023; Hao et al., 2024). The effectiveness of this

approach is heavily reliant on the capabilities of
the LLM used, and it remains uncertain how reli-
ably LLMs can detect reasoning flaws produced by
strong LLMs themselves. Alternatively, other re-
search has explored the use of formal proof systems
for mathematical reasoning. Benchmarks such as
MiniF2F (Zheng et al., 2021) and ProofNet (Azer-
bayev et al., 2023) utilize formal languages like
Lean (Moura and Ullrich, 2021) to specify math
problems, and LLMs are tasked with generating
formal proofs, which can be rigorously checked
by the formal system. While formal proofs inher-
ently avoid the “false positive” issue present in nat-
ural language solutions, the translation of informal
mathematical statements into formal systems re-
mains a significant challenge, limiting the broader
applicability of this approach.

Previous studies, such as Hao et al. (2024) and
Zheng et al. (2024), have also highlighted the pres-
ence of “false positives” in LLM-generated mathe-
matical solutions. A significant line of research fo-
cuses on improving the accuracy of reasoning steps
through process supervision (Lightman et al., 2023;
Setlur et al., 2024; Luo et al., 2024). For instance,
Lightman et al. (2023) demonstrated that training
on explicitly annotated flaws in reasoning paths
could enhance the performance of reward mod-
els, leading to improved accuracy on mathematical
benchmarks. In addition, studies like Golovneva
et al. (2022), Prasad et al. (2023) and Xia et al.
(2024) have proposed filtering and rescoring strate-
gies, as well as novel metrics, to identify erroneous
reasoning steps and mitigate the “false positive’
problem. While Snell et al. (2024) investigated the
inference time scaling of LLMs on mathematical
problems, their work did not consider the impact
of “false positives”. Moreover, Stroebl et al. (2024)
studied how the “false positive” affects inference
scaling in the coding domain, showing that flawed
verifiers lead to a decrease in true accuracy as more
computational resources are allocated, due to the
growing rate of “false positives”.

bl

3 Evaluation Methodology

In mathematical evaluations, two primary assess-
ment methods are commonly employed: automatic
evaluation and manual evaluation. Automatic eval-
uation includes rule-based assessment and the use
of powerful LLMs for evaluation. Currently, most
benchmarks for mathematical models typically rely
on rule-based automatic evaluation (Yang et al.,
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2024; Shao et al., 2024). This approach utilizes pre-
defined heuristic rules to evaluate the correctness
of a model’s output by comparing its final answer
to the ground truth. While this method is straight-
forward and easy to implement, it has notable lim-
itations. Specifically, it fails to effectively assess
the correctness and logical coherence of interme-
diate reasoning steps, leading to the phenomenon
of “false positives”. The detection of such “false
positives” can be conducted either through model-
based methods or human evaluation.

3.1 Model Detection of False Positives

To assess the ability of current models to detect er-
rors in intermediate reasoning steps, we can utilize
M(True or False | P, x,y), where M denotes the
model used for error detection, x and y represent
the question and the model-generated response, re-
spectively, and P refers to the prompt utilized (see
Appendix A.1 for details). Although the costs of
employing the model for error detection are rela-
tively low, its effectiveness remains limited. We
present a comprehensive analysis and discussion in
Section 5.2.

3.2 Human Detection of False Positives

Due to the limited capability of existing models
to identify errors in reasoning steps, we introduce
manual evaluation as a complementary approach
to better understand the occurrence of “false pos-
itives”’. Human evaluation involves a meticulous,
step-by-step review of the model’s responses by hu-
man annotators, ensuring not only the correctness
of the final answer but also the logical coherence
and mathematical validity of the intermediate steps.
While more resource-intensive, this method signifi-
cantly improves the accuracy and comprehensive-
ness of the evaluation, providing deeper insights
into the model’s reasoning processes.

In human evaluation, annotators classify a
model’s response as a “false positive” if it exhibits
any of the following errors, despite the final answer
being correct:

1. Jump in Reasoning: This occurs when es-
sential logical steps or intermediate calcula-
tions are omitted, resulting in a direct leap to
the final answer without adequate justification.
Such omissions undermine the validity of the
solution, even if the answer itself is correct.

2. Logical Error: This category encompasses
errors such as the misapplication of theorems

or rules, reliance on unjustified assumptions,
contradictory reasoning, and the incorpora-
tion of conditions absent from the problem
statement.

3. Calculation Error: Mistakes in arithmetic
or algebraic computations, while potentially
offset by other errors, still reflect a lack of
precision in the solution process.

4. Conceptual Error: Misinterpretation of
mathematical theorems, concepts, or the prob-
lem itself.

Additionally, human annotators may disregard
minor errors in the reasoning path that do not affect
the final answer. Furthermore, if the model suc-
cessfully identifies and corrects its own mistakes
through self-correction or reflection, such reason-
ing paths are considered valid and are not labeled
as “false positives”. In Section 5.3, we primarily ex-
amine the false positive phenomenon in Short-CoT
models and also discuss its manifestation in Long-
CoT models. For Long-CoT models, we focus only
on the <answer> part of the model output.

4 Inference Scaling Methods in the
Presence of False Positives

Recent studies have demonstrated that allocating
additional computational resources to the inference
phase can significantly enhance model performance
in mathematical tasks (Snell et al., 2024; Wu et al.,
2024). However, these studies typically rely on
rule-based evaluation methods, which may result
in “false positives”, as discussed in Section 3. To
investigate whether “false positives” also manifest
in inference scaling, this section offers a compre-
hensive overview of the inference scaling methods
utilized in our study.

We classify current sampling-based inference
scaling methods into two categories: solution-level
inference scaling and step-level inference scal-
ing. Solution-level inference scaling refers to the
approach where LLMs generate a complete rea-
soning path in a single sampling process, with the
optimal solution selected using a reward model or
heuristic methods. In contrast, step-level inference
scaling derives one reasoning step at a time, typi-
cally guided by a reward model or heuristic values.
Figure 1 provides a visual representation of these
methods, and the following sections offer a detailed
explanation of each approach.
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Figure 1: An overview of the inference scaling methods employed in this study. The numbers in the figure indicate
potential PUCT scores for MCTS and possible reward examples from the Process Reward Model (PRM) or Outcome
Reward Model (ORM) for other methods. For MCTS, the figure depicts its first iteration.

4.1 Solution-Level Inference Scaling

Currently, the most widely used solution-level in-
ference scaling methods are Best-of-N (Charniak
and Johnson, 2005; Pauls and Klein, 2009), Self-
Consistency (Wang et al., 2022), Weighted Self-
Consistency (Li et al., 2023). Let Y signify the out-
put space of large language models, A correspond
to the answer space, where answers are extracted
from the model outputs, and v : ) — R represent
the score function.

1. Best-of-N: Best-of-N is a simple yet effective
reranking algorithm (Welleck et al., 2024).
It begins by generating N candidate solu-
tions, and subsequently selects the one with
the highest score assigned by the score func-

*

tion. Best-of-N can be defined as: y* =
arg maxy, cyjie(1,.. N} V(i)

2. Self-Consistency: Self-Consistency is a trans-
formation algorithm (Welleck et al., 2024),
leveraging the idea that correct reasoning pro-
cesses, though diverse, often converge on
the same answer. This method first sam-
ples N candidate reasoning paths and then
determines the final answer by selecting the

one that appears most frequently. Self Con-
*

sistency is formally expressed as: a* =
N

argmax,c 4 > 1(a = a;)
i=1

3. Weighted Self-Consistency: Weighted Self-
Consistency extends Self-Consistency by in-
corporating the scores provided by the reward
model to weigh candidate solutions. The opti-
mal answer is chosen using the following for-

N
mula: ¢* = argmax,c 4 > v(y;)1(a = a;)

=1

In subsequent experiments, we employ Best-
of-N and Weighted Self-Consistency instead of
Self-Consistency. While both Weighted Self-
Consistency and Self-Consistency are based on
the principle of consistency, Weighted Self-
Consistency exhibits superior performance (Snell
etal., 2024). Within the Weighted Self-Consistency
algorithm, we first use it to select the candidate fi-
nal answer. To further detect “false positives”, the
solution with the highest reward among these can-
didates is selected as the final target for evaluation.

4.2 Step-Level Inference Scaling

4.2.1 Diverse Verifier Tree Search

Diverse Verifier Tree Search (DVTS, (Beeching
et al., 2024)) is an extension of step-level beam
search (Welleck et al., 2022; Yao et al., 2024) that
divides initial beams into independent subtrees.
The search process in DVTS is guided by a Process
Reward Model (PRM). Additionally, DVTS incor-
porates lookahead steps to enhance the accuracy of
PRM’s value estimation at each step of the search
process.

The detailed specifics of DVTS can be found in
Algorithm 1.

4.2.2 Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS, (Browne et al.,
2012)) is a tree search algorithm designed to bal-
ance exploration and exploitation effectively. In
this work, We utilize the Vanilla MCTS implemen-
tation from Wang et al. (2024), which comprises
four main steps: selection, expansion, evaluation,
and backpropagation. During the selection stage,
Vanilla MCTS employs a variant of the PUCT algo-
rithm (Silver et al., 2016) to choose child nodes. In
the evaluation stage, it leverages PRM to compute
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state values. Each iteration of the algorithm contin-
ues until a complete reasoning path is obtained.

For further details on Vanilla MCTS, see Algo-
rithm 2.

5 Experiments

5.1 Experimental Setup

Benchmarks. To validate the proposed phe-
nomenon, we conduct experiments on three math-
ematical benchmarks: MATH (Hendrycks et al.,
2021), AIME (Numina), Omni-MATH (Gao et al.,
2024). MATH comprises problems collected from
high school math competitions. Following Light-
man et al. (2023), we use MATHS500 as our test
set. AIME includes questions from AIME{22,
23, 24}, totaling 90 problems. Omni-MATH
is a highly challenging benchmark designed for
Olympiad-level mathematical reasoning, and we
utilize Omni-MATH-Rule (Gao et al., 2024), a sub-
set suitable for rule-based evaluation. For further
convenience of manual evaluation, We randomly
select 100 problems from MATH500 and 100 prob-
lems from Omni-MATH-Rule, which we refer to
as MATH100 and Omni-MATH100 respectively.
Policy Models. We select open-source general
and mathematical models as our base to investi-
gate whether the proposed phenomenon is present
in both types of models. Specifically, Llama-
3.2-3B-Instruct and Llama-3.1-{8B, 70B }-Instruct
(Dubey et al., 2024) are chosen to represent general-
purpose models, while Qwen2.5-Math-{1.5B, 7B,
72B }-Instruct (Yang et al., 2024) serve as represen-
tatives of mathematical models.

Reward Models. We leverage both the Outcome
Reward Model (ORM) and the Process Reward
Model (PRM). For ORM, we employ Qwen2.5-
Math-RM-72B (Yang et al., 2024) to identify the
optimal model response in solution-level inference
scaling methods. For PRM, we utilize Skywork-o1-
Open-PRM-Qwen-2.5-7B (o1 Team, 2024), which
is fine-tuned on Qwen2.5-Math-7B-Instruct, to
guide DVTS or MCTS processes.

Metrics. We primarily employ three metrics to
evaluate performance: automatic accuracy, false
positive rate, and manual accuracy. Automatic
accuracy is computed using rule-based methods,
following the implementation in Qwen2.5-Math
(Yang et al., 2024). False positive rate is defined
as the proportion of “false positives” among all
responses deemed correct by the automatic eval-
vation. Manual accuracy is determined through

human evaluation and reflects the proportion of
model responses that both match the ground truth
and are free of “false positives”.

Refer to Appendix A for additional parameter set-
tings and implementation details.

5.2 Model and Human Detection of False
Positives

Prior to investigating the ‘“false positive” phe-
nomenon, we first analyze the differences between
the capabilities of models and humans in detect-
ing “false positives”. To this end, we construct a
comprehensive false positive detection benchmark
that encompasses multiple models, diverse mathe-
matical benchmarks, and various inference scaling
methods (Further details regarding the benchmark
are provided in Appendix B). The Fi-score is uti-
lized as the evaluation metric for this task. Let
A represent the set of “false positives” identified
through manual evaluation, which serves as the
gold standard, and B denote the set of “false posi-
tives” identified by the model. Precision and recall
are defined as follows:

#(ANB)
#B

Thus, the F}-score is calculated as:

#(AN B)

, Recall = ZA

Precision =

2 x Precision x Recall
F =

Precision + Recall

Figure 3 demonstrates that current open-source
models, despite their overall strong performance,
struggle to effectively detect errors in intermedi-
ate reasoning steps on the false positive detection
benchmark we construct. Notably, even the pow-
erful closed-source model, GPT-40 (Hurst et al.,
2024), fails to achieve satisfactory performance in
this regard.

5.3 Findings and Analysis
5.3.1 False Positives in Inference Scaling

In this section, we investigate the accuracy of the
inference scaling curve using solution-level and
step-level inference scaling methods. Specifically,
We analyze the relationship between automatic ac-
curacy and manual accuracy across varying values
of N in different approaches. Additionally, we ex-
plore the impact of model types and benchmark
difficulty on the false positive rate.

False positives occur in both inference scaling
methods. As shown in Figure 2, both automatic
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Llama-3.1-70B-Instruct and Qwen2.5-Math-72B-Instruct are used as policy models, with AIME as the evaluation
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Figure 3: F;-Scores Across Different False Positive
Detection Models.

accuracy and manual accuracy generally increase
with NV across all methods. However, the gap be-
tween automatic accuracy and manual accuracy
persists when N takes different values, indicating
a consistent presence of “false positives”. This ob-
servation reveals that inference scaling curves are
not as reliable as they might initially appear and
that inference scaling does not effectively mitigate
“false positives”.

General models exhibit higher false positive
rates than mathematical models. Figure 4 shows
how false positive rate and accuracy vary across
different model types. General models, which are
not specialized in solving mathematical problems,
exhibit significantly higher false positive rates than
mathematical models on the relatively challenging
AIME benchmark, regardless of whether their au-
tomatic accuracy is higher or lower. This suggests
that the correct answers generated by inference
scaling in general models are less reliable than
those produced by mathematical models for diffi-
cult datasets. Additionally, it is observed that the
smaller Qwen2.5-Math-1.5B-Instruct model yields

I False Positive Rate [0 Accuracy

False Positive Rate

u,aMA"’g'B“N \L@MAJOB polt quent 5pBoN Qwen'-nB'BON

Figure 4: False Positive Rate and Automatic Accu-
racy in Different Models. The performance of four
policy models is assessed on AIME with the Best-of-N
method, where N is set to 256 and Qwen2.5-Math-RM-
72B serves as the reward model.

a lower false positive rate compared to the larger
Llama-3.1-70B-Instruct model. This is primarily
due to the Llama-3.1-70B-Instruct model produc-
ing a greater number of reasoning jumps and logi-
cal errors. We discuss further in Section 5.3.4.

False positive rates increase with benchmark dif-
ficulty. The results in Figure 5 show that the false
positive rate for Qwen2.5-Math-72B-Instruct rises
as dataset difficulty increases. Notably, the false
positive rates for more challenging datasets differ
significantly from those for simpler ones. This find-
ing highlights the tendency of inference scaling to
produce “false positives” when tackling problems
that exceed the model’s inherent capabilities.

To gain deeper insight into why false positive
rates increase with benchmark difficulty, we an-
alyze the model’s output length, as summarized
in Table 1. The table shows that, across all three
benchmarks, the average length of False Positive
Solutions is greater than that of Final Answer Cor-
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Figure 5: False Positive Rate in Different Datasets.
We employ the Best-of-N method to evaluate Qwen2.5-
Math-72B-Instruct’s performance on three datasets of
varying difficulty levels, with Qwen2.5-Math-RM-72B
as the reward model and NN set to 256.

Table 1: Comparison of Solution Lengths Across Dif-
ferent Benchmarks and Solution Types (Same Setup
as Figure 5). Typel: All Solutions, Type2: Final Answer
Correct Solutions, Type3: False Positive Solutions.

Benchmark Sol. Type Avg. Len. Max. Len. Min. Len.
Typel 571.92 1738 185
MATH100 Type2 537.39 1279 193
Type3 875.75 1279 550
Typel 1116.59 4127 231
AIME Type2 97291 2217 485
Type3 1169.17 1780 588
Typel 880.04 4180 197
Omni-MATH100 Type2 701.67 1918 197
Type3 1019.33 1918 429

rect Solutions. This suggests that longer outputs
may increase the likelihood of “false positives”.
Meanwhile, an important observation is that the
average length of False Positive Solutions in Omni-
MATHI100 is shorter than in AIME, while the cor-
responding false positive rate for Omni-MATH100
is significantly higher. This indicates that out-
put length alone does not fully explain the trend;
instead, the inherent difficulty of the benchmark
plays a critical role in affecting the model’s suscep-
tibility to “false positives”.

5.3.2 Is Automatic Pass@N the Upper Bound
of Inference Scaling?

To further investigate the potential and possible
upper limit of inference scaling, we examine the
relationship between Pass@N and Best-of-N in this
section.

Pass@N yields significantly more correct an-
swers than Best-of-N, but exhibits a substan-
tially higher false positive rate. Figure 6 demon-
strates that while the gap between automatic
Pass@N accuracy and automatic Best-of-N accu-

en-72B-Pass@N-Auto
en-72B-Pass@N-Manual
en-72B-BoN-Auto
en-72B-BoN-Manual

bed

Accuracy

0.24

N

Figure 6: Pass@N vs. Best-of-N. Qwen2.5-Math-72B-
Instruct is utilized as the policy model, Qwen2.5-Math-
RM-72B serves as the reward model, and AIME is em-
ployed as the test set.

racy is substantial, the difference between manual
Pass@N accuracy and manual Best-of-N accuracy
is comparatively smaller. So in solution-level infer-
ence scaling methods, despite the use of an oracle
reward model capable of detecting “false positives”
across all responses, the inherent limitations of the
policy model hinder the reward model’s ability to
select as many truly correct responses as expected.
These limitations pose challenges to the broader
application of inference scaling.

5.3.3 How Does Rule-Based GRPO Affect
False Positives?

Recently, there has been a surge of research lever-
aging reinforcement learning to enhance math-
ematical reasoning, sparked by the release of
DeepSeek-R1 (Guo et al., 2025). Notable exam-
ples include SimpleRL-Zoo (Zeng et al., 2025),
DAPO (Yu et al., 2025), and Dr.GRPO (Liu et al.,
2025). These studies show that reinforcement learn-
ing algorithms guided by rule-based reward func-
tions—focus solely on final answer accuracy—can
improve a model’s ability to reflect and verify,
thereby strengthening its mathematical reasoning
capabilities. In this section, we aim to examine the
impact of rule-based GRPO on the occurrence of
“false positives”.

We compare the performance of Qwen2.5-Math-
1.5B-Oat-Zero (Liu et al., 2025), a model trained
using Dr.GRPO, with that of Qwen2.5-Math-1.5B-
Instruct. The results are presented in Table 2. As
shown, Qwen2.5-Math-1.5B-Oat-Zero exhibits a
higher false positive rate and demonstrates limited
reflection and self-verification. We attribute this
to the use of a rule-based reward function that pro-
vides no supervision over intermediate reasoning
steps, potentially contributing to the elevated false
positive rate. However, in scenarios where GRPO
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effectively enhances self-reflection and verification,
we hypothesize that the false positive rate may be
reduced.

Table 2: Comparison Between Qwen2.5-Math-1.5B-
Oat-Zero and Qwen2.5-Math-1.5B-Instruct. Using
AIME benchmark, we employ Qwen2.5-Math-RM-72B
as the reward model and adopt the Best-of-N method.

Model Best-of-256  False Positive Rate
Qwen2.5-Math-1.5B-0at-Zero 0.300 0.259
Qwen2.5-Math-1.5B-Instruct 0.278 0.160

5.3.4 Analysis of False Positive Examples

Through manual inspection of the model’s outputs,
we find that “false positives” primarily fall into the
categories outlined in Section 3.2. Some examples
are in Appendix D.

We analyze and count the error types, with the re-
sults shown in Figure 7. Notably, Logical Error con-
stitutes the majority of “false positives”. Moreover,
We find that on relatively challenging datasets, gen-
eral models exhibit a higher frequency of reasoning
jumps and logical errors compared to mathematical
models. This results in the general models false
positive rate being significantly higher than that of
the mathematical models on AIME benchmark in
Figure 4.

Error Types
Logical Error
Calculation Error

mmm Conceptual Error
Jump in Reasoning

Figure 7: Error Type Statistics. We count the false
positive error types under the settings of Figure 4, Figure
5, and the NV = 256 configuration in Figure 2(b).

We also analyze the recent Long-CoT model.
Specifically, we use DeepSeek-R1-Distill-Llama-
70B (Guo et al., 2025) as the policy model and
Qwen2.5-Math-RM-72B as the reward model on
AIME. We adopt the Weighted Self-Consistency
method with N = 64 to perform false positive
analysis. We observe that a large proportion of
<answer> parts omit critical details of the solution
process, making it difficult to verify the correctness
of the reasoning steps. Furthermore, among the
69 solutions with correct final answers, we find 2

instances where the <answer> part contains inter-
mediate reasoning errors, while their corresponding
<think> parts are correct. This suggests a potential
misalignment between <think> and <answer>.

5.3.5 Deeper Analysis of False Positives Using
t-SNE

We conduct a comprehensive analysis by organiz-
ing responses from LLaMA and Qwen model se-
ries into separate datasets, each containing ques-
tions, model responses, and labels (Correct, False
Positive, and Incorrect). We analyze LLaMA re-
sponses using Llama-3.2-3B-Instruct and Llama-
3.1-{8,70}B-Instruct, while Qwen responses are an-
alyzed using Qwen2.5-Math-{1.5, 7, 72}B-Instruct.
We then extract hidden states from the last 6 lay-
ers, apply either last-token or mean pooling strate-
gies, and visualize the layer with the highest silhou-
ette score using t-SNE dimensionality reduction, as
shown in Figure 12, 13. Our findings reveal that
correct and incorrect responses tend to exhibit rela-
tively distinct clustering patterns with observable
boundaries. However, false positive responses do
not form a separate, cohesive cluster. Instead, they
are distributed across both correct and incorrect
regions, with only a slight tendency to appear more
frequently near incorrect responses than correct
ones.

These results suggest that false positive re-
sponses lack distinctive representational features
that would clearly differentiate them from either
correct or incorrect responses in the model’s inter-
nal representation space. This finding indicates that
detecting “false positives” may be inherently chal-
lenging due to their intermediate nature between
correct and incorrect responses.

6 Discussions

Synthetic Mathematical Data. Synthetic data has
gained prominence due to the high cost associated
with manual data creation. Current approaches of-
ten filter synthetic mathematical data based solely
on the correctness of the final answer (Yu et al.,
2023; Tong et al., 2024; Luo et al., 2023; Liu et al.,
2024). However, evaluating data quality exclu-
sively based on the final answer can lead to “false
positives”, thereby introducing low-quality data
into the dataset. To mitigate this issue, future re-
search should prioritize the development of simple
yet effective methods to accurately assess the cor-
rectness of intermediate reasoning steps, ensuring
higher-quality synthetic data for training purposes.
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Self-Improvement in Mathematical Reasoning.
The current standard approach involves employing
either solution-level sampling methods (Yuan et al.,
2023; Chow et al., 2024) or tree search methods
(Zhang et al., 2024; Xie et al., 2024; Shi et al.,
2025), followed by filtering out correct answers
using rule-based techniques. Subsequently, a re-
ward model is utilized to score the model-generated
responses, with high-quality outputs used for fur-
ther training. However, as demonstrated in Section
5.3, it often generates a notable number of “false
positives”, which are also incorporated into sub-
sequent training. These “false positives” are of
lower quality, as they fail to provide meaningful
insights into the reasoning steps, leading the model
to primarily learn the answers rather than the un-
derlying problem-solving logic. Consequently, the
effectiveness of self-improvement may fall short of
expectations.

7 Conclusions

In this paper, we have explored the “false positive”
phenomenon in mathematical reasoning and inves-
tigated its impact on inference scaling. Through
meticulous manual evaluation, we have demon-
strated that “false positives” are prevalent across
various models, datasets, and decoding methods.
Furthermore, we have discussed the broader impli-
cations of “false positives” for critical applications
such as self-improvement and data synthesis, where
they can propagate errors and degrade the quality
of generated outputs. This study underscores the
need for more robust evaluation methods that prior-
itize both final-answer correctness and the validity
of intermediate reasoning steps, offering a foun-
dation for future research to enhance the accuracy
and scalability of mathematical reasoning models.

Limitations

While this study provides valuable insights into
the phenomenon of “false positives” in the math-
ematical domain and their behavior under infer-
ence scaling, several limitations should be acknowl-
edged. First, we do not conduct extensive exper-
iments on the latest Long-CoT models. Second,
our inference scaling tests are restricted to paral-
lel sampling-based methods, without examining
sequential revision-based approaches. Finally, due
to resource constraints, we do not perform human
detection on large-scale datasets. Despite these lim-
itations, we believe this phenomenon is prevalent

in the mathematical domain. Future research could
expand the scope of datasets, explore additional
inference scaling methods, and incorporate more
Long-CoT models to validate the generalizability
and robustness of these findings.
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A Implementation Details

A.1 Model Detection Prompt

You are an expert mathematician and
your task is to verify the correctness of a
step-by-step solution to a math problem.
Carefully analyze each step for logical
consistency, mathematical accuracy, and
adherence to any given formulas or rules.
Disregard minor errors that do not affect the
validity of the final answer or are irrelevant
to 1t.

Problem:
{problem}

Solution:
{solution}

Based on the problem and solution provided
above:

1. Output True if the solution is considered
correct.

2. Output False if the solution is considered
incorrect and contains some errors.

Please comprehensively evaluate all the
steps in the solution and provide only True
or False as your final output.

A.2  Solution-Level Inference Scaling Settings

We employ the vLLM inference framework for our
experiments. For the LLaMA series models, we
set the sampling parameters to a temperature of
0.6 and a top_p of 0.9, using the same prompts as
in the official evaluation. Similarly, for the Qwen
series models, we use a temperature of 0.7 and a
top_p of 0.8, maintaining consistency with the offi-
cial evaluation settings. For DeepSeek-R1-Distill-
Llama-70B, the parameters are set to a temperature
of 0.6 and a top_p of 0.95. For Qwen2.5-Math-
1.5B-Oat-Zero, we use a temperature of 0.7 and
a top_p of 0.8. Due to the potential for negative
outputs, Qwen2.5-Math-RM-72B can not directly
apply the Weighted Self-Consistency method. To
address this, we simply employ % as its
final reward, where reward represents the score of
corresponding solution, max and min denote the
maximum and minimum scores across N model

responses, respectively.

A.3 Step-Level Inference Scaling Settings

The vLLM inference framework is also employed
for step-level inference scaling. Sampling param-
eters are set to a temperature of 0.7 and a top_p
value of 1.0 for both the LLaMA and Qwen series
models. For the DVTS method, we configure the
beam width to 4 and limit the process to a maxi-
mum of 40 iterations. In the MCTS method, we set
the tree’s maximum depth to 40 and the tree width
to 4.

B False Positive Detection Benchmark

We construct a false positive detection benchmark
by leveraging both solution-level and step-level
inference scaling methods. For solution-level infer-
ence scaling, we employ Llama-3.1-70B-Instruct
and Qwen2.5-Math-72B-Instruct as policy models,
evaluated on the AIME benchmark, with Qwen?2.5-
Math-RM-72B serving as the reward model. For
step-level inference scaling, Llama-3.1-8B-Instruct
and Qwen2.5-Math-7B-Instruct are utilized as pol-
icy models, assessed using the MATH100 bench-
mark, with Skywork-o1-Open-PRM-Qwen-2.5-7B
as the reward model. Responses from Llama-
3.1-8B-Instruct are selected using the Best-of-N
method, while responses from Qwen2.5-Math-7B-
Instruct are chosen via Weighted Self-Consistency.
We adopt a sample size of N = 256 for our analy-
sis. Ultimately, this benchmark comprises 453 data
points, designed to evaluate the detection capabil-
ities of “false positives™ across diverse inference
scaling approaches.

C Algorithmic Details of Step-Level
Inference Scaling

Algorithm 1 DVTS

Input: problem p, the number of candidate so-
lutions NV, beam width M, lookahead step [, the
number of iterations n, policy model 7, process
reward model V'
Output: List of candidate solutions L
num_beams < N/M
Beam <+ Init(num_beams, p)
fori =1tondo
for j = 1 to num_beams do
Sample M next steps from m
for k =1to M do
Greedily generate [ steps based on corre-
sponding history steps { Apply lookahead

12524



search}
end for
Compute values using V' based on the next
steps and lookahead steps
Select the next step with highest value
end for
Update and prune Beam {Remove completed
beams }
Adjust num_beams { Decrement if beams ter-
minate }
Append M solutions to L for each completed
beam
end for
Return L

Algorithm 2 Vanilla MCTS

Input: problem p, the number of reasoning paths

n, tree width w, tree max depth d, policy model

m, process reward model V'

Output: List of trajectories traj

T < Init(p)

traj <[]

for i =1tondo
traj_single <
node < root(1T")
done < False
while not done do

node < arg max Unode! + C X
node’ echildren(node)

Poder X Ni% {Node Selection}
Update tra}o_;ingle {Record action after
active node update }
done < terminated or truncated ({ter-
minated is controlled by eos_token or
sep_token while truncated is determined
by d}
if not done and is_leaf(node) then

Expand(node, w, w, V') {Expand the leaf
node, get w children, and assign them
initial values}
end if
end while
Backpropagate(node)
Append traj_single to traj
end for
Return traj

(1%
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D False Positive Examples

Problem1:

Problem:
For any finite set X, let | X | denote the number of elements in X . Define

Su=314NB|,

where the sum is taken over all ordered pairs (A, B) such that A and B are subsets of
{1,2,3,--- ,n} with |A| = |B|. For example, S; = 4 because the sum is taken over the
pairs of subsets

(4,B) € {(@,0), ({1}, {1}), ({1}, {2}), ({2}, {1}), ({2}, {2}), ({1, 2}, {1,2})},

giving S2 =0+14+0+0+1+2 = 4. Let o 2822 = Z where p and q are relatively prime positive
integers. Find the remainder when p + ¢ is divided by 1000.

Response:

## Step 1: Understand the problem

We are tasked with finding the value of .S,,, which represents the sum of the sizes of the intersections
of all pairs of subsets (A, B) of the set {1,2,3,---,n} where |A| = |B|. We are then asked to
find the ratio % and express it as g, where p and q are relatively prime positive integers.

## Step 2: Break down the problem into cases

To tackle this problem, let’s first consider the possible cases for the intersection of two subsets A
and B. We can categorize these cases based on the size of the intersection, which can range from 0
to n.

## Step 3: Calculate the number of pairs for each case

For a given size k of the intersection, we can calculate the number of pairs (A, B) that satisfy this
condition. This involves choosing k common elements for the intersection and then selecting the
remaining elements for A and B from the remaining n — k elements.

## Step 4: Derive a formula for the sum of intersection sizes

Using the calculated number of pairs for each case, we can derive a formula for the sum of the
intersection sizes, S,. This formula will involve a summation over all possible intersection sizes k.
## Step 5: Simplify the formula for S,

After deriving the formula, we can simplify it to obtain a more manageable expression for .S,,. This
simplification will help us in calculating the ratio gﬁng

## Step 6: Calculate the ratio > e

Using the simplified formula for Sn, we can calculate the ratio 52022 and express it as Q , where p
and g are relatively prime positive integers.

## Step 7: Find the remainder when p + ¢ is divided by 1000

Finally, we need to find the remainder when p + ¢ is divided by 1000 to obtain the final answer.
The final answer is:

Figure 8: An Example of Jump in Reasoning. The response lacks any intermediate calculations before providing
the final answer.

Problem2:

Problem:
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Let a, b, c be real numbers such that
lax?® +bx 4| < 1

for all 0 < z < 1. Find the largest possible value of |a| + |b| + |c|.

Response:

To find the largest possible value of |a| + |b] + |c| given that |ax?® + bz +¢| < 1forall 0 < x < 1,
we start by examining the polynomial f(z) = ax? + bx + c at specific points in the interval [0, 1].
These points are x = 0, z = 1, and © = %
First, we evaluate f(x) at these points:

f(0) = ¢,
fl)=a+b+c,
f (;) = % = g +c.
Since | f(z)| < 1forall 0 < z < 1, we have the following inequalities:
el <1,
la+b+cl <1,
<1.

N
—+=-+c
1737 ¢s

We want to maximize |a| + |b| + |c|. To do this, we consider the system of equations formed

by setting f(x) to its boundary values at these points. Let’s assume f(0) = 1, f(1) = 1, and

f (%) = —1. This gives us the system:

Substituting ¢ = 1 into the other two equations, we get:

a+b+1=1= a+b=0,

a b a b
St +1=-1 4o =-2
1o’ 173
Since a + b = 0, we have b = —a. Substituting b = —a into the second equation, we get:
e N S N Y
12 T 14 4~ “a=°

Then, b = —a = —8 and ¢ = 1. Therefore, |a| + [b| + |c| =8+ 8 +1 = 17.

To confirm that this is indeed the maximum value, we check if the polynomial f(z) = 822 —8x+1

satisfies the condition | f(x)| < 1forall0 < z < 1. The vertex of the parabola f(z) = 82%—8x+1
-8 _

isatz = —55 = % Evaluating f(x) at the vertex, we get:

1 1\2 1 1
f<2) 8<2> 8(2>+ gl +
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At the endpoints x = 0 and x = 1, we have:

f)=8-12-8-1+1=8-8+1=1.

Since | f(z)| < 1forall 0 < z < 1, the value |a| + |b] + |¢| = 17 is indeed the maximum possible
value.
Thus, the largest possible value of |a| + |b| 4 |c| is[ 17 .

\.

Figure 9: An Example of Logical Error. We can observe the reliance on unjustified assumptions: the model
assumes f(0) =1, f(1) = 1, and f (3) = —1 and then get the final answer, without explaining the rationality of
this assumption.

Problem3:

Problem:
It
5 1
Vimat ————
b+
1
¢+ d-+ -
where a, b, ¢, d are positive integers, compute b.
Response:
To find the value of b in the expression
5 1
Vfimat ——
b+
1
et d+---

we start by isolating the fractional part. Since v/2 ~ 1.25992, we have a = 1. Therefore, we can
rewrite the equation as

V2=1+ -
b+
N 1
¢ d+---
Subtracting 1 from both sides, we get
1
V2-1= -
b+
N 1
¢ d+---
Next, we take the reciprocal of both sides:
1 1
b+ =
1 V2 — 1
c+ \[




To simplify ﬁ, we multiply the numerator and the denominator by the conjugate of the
denominator, which is (V/2)2 + /2 4+ 1:

V2-1 (V2p+V2+1 (V2P -18 2-1

Since (v/2)% = /4, we have

1 (%)2+€/§+1_(\3@)2+€/§+1:(€/§)Q+€@+1:(€/§)2+%+1.

(V22 +V2+1=V4+V2+1.

We know that /4 + /2 + 1 &~ 3.31758, so the integer part is 3. Therefore, b = 3.
To confirm, we can check the next term. Subtracting 3 from /4 + /2 + 1, we get

Va4 V2+1-3=Va+ V22
Taking the reciprocal, we have
1
Va+v2-2
Using the same method as before, we multiply the numerator and the denominator by the conjugate
(/4)? — (/2 - 2) + 4, but for simplicity, we can see that the next term will be such that the process

repeats similarly.
Thus, the value of b is

[3].

Figure 10: An Example of Calculation Error. The model incorrectly calculates /4 + /2 + 1 ~ 3.31758.

Problem4:

Problem:

The superfactorial n$ is defined as n$ = n™ What s the units digit of 4$?
!
ni

Response:

'4!4,41

To determine the units digit of 48, we start by evaluating the expression 4§ = 4 . First, we

calculate 4!:
4l =4x3x2x1=24.

24 24
Thus, 4§ = 2424°" . Next, we need to find the units digit of 2424 Notice that the units digit of
a power of a number depends only on the units digit of the base. The units digit of 24 is 4, so we

24
need to determine the units digit of 424

To do this, we observe the pattern in the units digits of the powers of 4:
4Y =4 (units digit is 4),
42 =16 (units digit is 6),
43 = 64 (units digit is 4),
4* = 256 (units digit is 6),

We see that the units digits repeat every 2 numbers: 4, 6,4, 6, . . .. Therefore, the units digit of 4"
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depends on whether n is odd or even. If n is odd, the units digit is 4, and if n is even, the units
digit is 6.

o 24 . o . o .
Since 24%*™ is an even number (because any power of an even number is even), the units digit of
42 42424 o 6

is 6.
Thus, the units digit of 4$ is 6.

\

Figure 11: An Example of Conceptual Error. The model misinterprets the meaning of n$. Specifically, 4$ should
4! 4!

be represented as 41" rather than 4!*"
P ~—— ~——
4! 4

E In-Depth Analysis of False Positives
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Figure 12: t-SNE Visualization with the Last Token Pooling Strategy. We analyze LL.aMA responses using
Llama-3.2-3B-Instruct and Llama-3.1-{8,70}B-Instruct, while Qwen responses are analyzed using Qwen2.5-Math-
{1.5,7,72}B-Instruct. Green, red, and blue dots indicate correct responses, “false positives”, and incorrect responses,

respectively.
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Figure 13: t-SNE Visualization with the Mean Pooling Strategy. We analyze LLaMA responses using Llama-3.2-
3B-Instruct and Llama-3.1-{8,70}B-Instruct, while Qwen responses are analyzed using Qwen2.5-Math-{1.5,7,72}B-
Instruct. Green, red, and blue dots indicate correct responses, “false positives”, and incorrect responses, respectively.

12532



