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Abstract

Traditional Retrieval-Augmented Generation
(RAG) frameworks often segment documents
into larger chunks to preserve contextual co-
herence, inadvertently introducing redundant
noise. Recent advanced RAG frameworks have
shifted toward finer-grained chunking to im-
prove precision. However, in long-document
scenarios, such chunking methods lead to frag-
mented contexts, isolated chunk semantics,
and broken inter-chunk relationships, making
cross-paragraph retrieval particularly challeng-
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ing. To address this challenge, maintaining
granular chunks while recovering their intrinsic
semantic connections, we propose SAKI-RAG
(Sentence-level Attention Knowledge Integra-
tion Retrieval-Augmented Generation). Our
framework introduces two core components:
(1) the SentenceAttnLinker, which constructs a
semantically enriched knowledge repository by
modeling inter-sentence attention relationships,
and (2) the Dual-Axis Retriever, which is de-
signed to expand and filter the candidate chunks
from the dual dimensions of semantic simi-
larity and contextual relevance. Experimen-
tal results across four datasets—Dragonball,
SQUAD, NFCORPUS, and SCI-DOCS demon-
strate that SAKI-RAG achieves better recall
and precision compared to other RAG frame-
works in long-document retrieval scenarios,
while also exhibiting higher information effi-
ciency.

1 Introduction

RAG, initially proposed by Lewis et al. (2021),
was designed to enhance LLMs’ performance in
domain-specific tasks and mitigate hallucinations
(Augenstein et al., 2023; Huang et al., 2025). Its
core mechanism involves dynamically retrieving
relevant text chunks from external knowledge bases
to supplement LLMs, thereby overcoming the limi-
tations of static training data dependency.

“Corresponding author.

a5 an actor, writer, and part - owner ("sharer’) of a
playing company ...

Figure 1: In long-document cross-paragraph retrieval,
Large Chunks ensure context coherence but add redun-
dancy. Fine-grained Chunks offer more precision but
risk semantic and informational loss. The solution is to
balance both, keeping chunks fine-grained yet intercon-
nected.

Query.
The Red represent redundancy.
The Orange means incomplete information lacking
semantic connections.

Other Related Chunks represent other related chunks
for completing semantic information and context.

As LLMs increasingly handle complex tasks
involving long documents, directly inputting en-
tire documents as context becomes impractical (Jin
et al., 2024). Consequently, RAG techniques are
employed to split long documents into chunks and
precisely recall relevant ones for high - quality an-
swers. Traditional frameworks like Naive RAG use
fixed length or regularized document splitting, stor-
ing chunks in local vector databases via embedding
models and retrieving them through methods like
BM25 (Robertson et al., 1996) or cosine similar-
ity (Zhang et al., 2020). Recent RAG frameworks
have evolved with various innovative approaches.
For instance, Late-Chunking (Giinther et al., 2024)
adopts an "embedding then chunking" strategy, al-
lowing each chunk to retain contextual information
in its embeddings. Meta-Chunking (Zhao et al.,
2024) dynamically determines chunk sizes by us-
ing LLMs with Margin Sampling (MSP) Chunk-
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Figure 2: Framework of SAKI-RAG.

ing or Perplexity (PPL) Chunking. Dense X Re-
trieval (DXR) (Chen et al., 2024) decomposes text
into finer units called propositions. The RAPTOR
framework (Sarthi et al., 2024) treats each chunk
as a leaf node and constructs a tree-structured
knowledge base through bottom-up soft clustering
and summarization. Frameworks like GraphRAG
(Edge et al., 2024), LightRAG (Guo et al., 2025),
and nano-GraphRAG (gusye1234, 2024) extract en-
tities from chunks and connect them using a graph
structure. However, these methods struggle with
long documents. Larger chunks provide more in-
formation but lack precision, while smaller chunks
offer precision but lose information and connec-
tions, as shown in Figure 1.

To address the aforementioned issues, we pro-
pose SAKI-RAG, which consists of two compo-
nents: SentenceAttnLinker and Dual-Axis Re-
trieval. In the SentenceAttnLinker component, we
adopt the SLLLM proposed by An et al. (2024)
as a critical module. The SLLM operates at the
sentence level rather than the token level, imple-
mented through a Sentence Variational Autoen-
coder (Sentence-VAE) integrated by reconstructing
the input and output layers of a standard LLM.
After segmenting the entire document into fine-
grained chunks, we feed them collectively into the
SLLM. Since the SLLM processes text at the sen-
tence level, its capacity to handle long-document
content is significantly enhanced. We then compute

attention contributions between sentences using the
self-attention layer weights of the SLLM, thereby
modeling inter-sentence correlations. In the Dual-
Axis Retriever component, we retrieve and filter
chunks through two dimensions. Initially, we per-
form retrieval at the semantic similarity dimension
using static methods to swiftly identify relevant
chunks. Then, we expand the candidate pool by
incorporating chunks relevant at the contextual rele-
vance dimension, as determined by the SentenceAt-
tnLinker phase. Meanwhile, we bring in the LLM’s
deep semantic reasoning capability to dynamically
filter chunks according to the user’s question. This
approach alleviates the negative optimization issues
in reranking caused by the semantic deficiencies in
fine-grained chunks.

To demonstrate the superiority of our framework,
we conducted experiments on the Dragonball (Zhu
et al., 2025), SQUAD (Rajpurkar et al., 2016), NF-
CORPUS (Boteva et al., 2016), and SCI-DOCS
(Cohan et al., 2020) datasets which are filtered.
The evaluation metrics used were Recall @k (Mus-
grave et al., 2020), Precision @k, and Information-
Efficiency @k(IE@k). The experimental results
indicate that, compared to other RAG frameworks,
our proposed framework achieves better perfor-
mance in long-document retrieval scenarios.

Main contributions of this paper are as follows:

(1)We present SentenceAttnLinker, which lever-
ages the attention contributions of sentence-level
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tokens from SLLM to build a chunk-relation model.
This effectively avoids the gap between word-level
tokens and sentence-level semantics.

(2)We propose Dual-Axis Retriever, which com-
bines static and dynamic methods to retrieve and fil-
ter chunks across two dimensions—semantic simi-
larity and contextual relevance—according to users’
questions.

(3)Our framework delivers excellent perfor-
mance on the Dragonball, SQUAD, NFCORPUS,
and SCI-DOCS datasets. It demonstrates remark-
able recall and precision along with superior infor-
mation efficiency.

2 Related Work

As LLM advances, their comprehension and gener-
ation abilities have improved. Yet, they still make
factual errors in specialized domains (Zhao et al.,
2025), necessitating the inclusion of relevant infor-
mation as context alongside questions. However,
with growing complexity of tasks and the increas-
ing prevalence of long documents, using an entire
long document as context is impractical, leading
to issues like model input limitations and loss of
attention focus.

Langchain! (Chase, 2024) provides various tradi-
tional chunking strategies, such as RecursiveChar-
acterTextSplitter and Character-TextSplitter. These
methods, which split documents based on fixed
lengths or rules, are better suited for scenarios
where precision and context coherence are not crit-
ical. They struggle with complex questions in long-
document settings.

Late-Chunking, a popular RAG framework,
adopts an "embed-then-chunk" strategy. This ap-
proach maintains chunk fine-grained while incorpo-
rating context into each chunk’s embedding vector
through average pooling. Nevertheless, long docu-
ments, with their excessive tokens, often exceed the
embedding model’s input limit. This requires batch
processing, which can lead to context fragmenta-
tion. Additionally, the high volume of tokens may
dilute the informational density of the embeddings.

Meta-Chunking integrates LLMs with MSP
Chunking and PPL Chunking to dynamically con-
trol chunk size for better context coherence. How-
ever, when relevant information is dispersed across
the text, this method may truncate necessary de-
tails.

lhttps ://www.langchain.com/

Dense X Retrieval focuses on decomposing text
into fine-grained propositions, each encapsulating
a unique factual element. While innovative, DXR
may struggle to capture the complex relationships
and overall semantics within long documents, as it
processes each proposition independently.

To address these challenges, some RAG frame-
works are exploring ways to link chunks. RAP-
TOR, for instance, constructs a tree structure from
chunks as leaf nodes through soft clustering and
summarization. However, this approach treats all
chunks within a cluster as equivalent, and smaller
chunks can result in weaker, more easily confused
semantic information.

Frameworks such as GraphRAG, LightRAG and
nano-GraphRAG organize chunks into a graph
structure. However, large chunks may introduce
redundancy, causing the LLM to become "lost in
the middle (Liu et al., 2023)," while small chunks
might lack key entity information, thereby affecting
the quality of the generated graph.

3 SAKI-RAG

In this section, we will introduce in Section 3.1
how SentenceAttnLinker utilizes SLLM to calcu-
late the attention contributions between chunks for
chunk-relation model, as well as how Dual-Axis
Retriever performs static and dynamic retrieval and
filtering in the knowledge base with sentence-level
relevance metadata built by SentenceAttnLinker to
obtain the most relevant chunks. The framework is
shown in Figure 2.

3.1 SentenceAttnLinker

Most LLMs primarily use word-level tokens, focus-
ing on word-to-word attention relationships and em-
ploying self-attention mechanisms (Vaswani et al.,
2023) to capture complex word dependencies in
text sequences. Inspired by this, we aim to apply
attention mechanisms to discovering relationships
between chunks. However, employing popular em-
bedding models like BGE-M3 (Chen et al., 2023) —
originally designed for word-level semantic interac-
tions through attention mechanisms — to establish
sentence-level relationships introduces gap. The
SLLM proposed by An et al. (2024) offers a use-
ful tool to bridge this gap. In SLLM, training and
encoding are sentence-level-token-based, allowing
long documents to be processed in one go. Since
it uses sentence-level rather than word-level to-
kens, input token limits are rarely exceeded. More-
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over, SLLM’s attention layers are better suited for
sentence-level tokens processing. In SentenceAt-
tnLinker, we extract certain layers from SLLM as a
core component to build a Chunk-Relation Model
and local knowledge base.

After cleaning the long document, we use a regu-
larization tool to quickly chunk the long document
into fine-grained chunks. The resulting collection
of sentences is denoted as S = {s1, s2, ..., S }. We
then employ the SentenceVAE encoder to generate
sentence vectors {{2;} which is determined by the
following formula:

Q; = Sentence VAE — Encoder(s;), (1)

where Q; € R, d is the hidden layer dimension.
After adding positional encoding to the vector
sequence {€);} to create initial hidden states and
inputting them into the SLLM, we compute, for
each layer [ of the LLM and each attention head h,
the query matrix Q") and key matrix K(*"), The
attention weight matrix is generated via Softmax:

> c Rnxn

2
Ultimately, we obtain attention contribution ma-
trix A € R™*", which serves as the chunk-relation
model. Here, A;; represents the attention contribu-
tion of sentence s; to s;:

L H
Ay = LHZ::; ttn ), 3)

where L is the number of LLM layers, and H is
the number of attention heads per layer.

For each sentence s;, extract the corresponding
attention contribution row A;, sort related chunks
in descending order to get {s;, , Si,, Sis, - - - }, and
record the weights. The final storage structure is:

Q(l,h) (K(l,h))T

Attn") = softmax
Vd

Metadata[s;] = [(si,, Aiiy)s
(Siga Ai,iz)a (4)
(Sisa Ai,is)a .
The sentence vectors {2;} are stored in a vector

database along with the above metadata, forming
an efficient semantic index for retrieval.

3.2 Dual-Axis Retriever

Traditional RAG often directly uses BM25, co-
sine similarity retrieval, and other retrieval strate-
gies to retrieve chunks, and then screens them

through a Rerank Model to obtain the final Top-
k chunks. However, chunk size poses a problem.
Large chunks, while including more information,
bring in redundancy that dilutes or overshadows
key details. Fine-grained chunks, though offering
higher precision, lose contextual links and seman-
tic information, like subject terms. Thus, searching
and filtering solely based on semantic similarity
may not identify the chunks most relevant to the
user’s question.

Popular RAG frameworks use LLMs to deter-
mine chunk relevance to the question after retriev-
ing chunks. But fine-grained chunks, often missing
subjects and other key information, make it hard
for LLMs to accurately assess their relevance.

To address these issues, we propose a Dual-
Axis Retriever that combines static retrieval and
dynamic filtering. This ensures retrieved chunks
have both semantic similarity and contextual rele-
vance to the user’s question.

Algorithm 1: Dual-Axis Retriever
Input: Query @, Vector DB V, LLM M,
Reranker R, Top_k
Output: Retrieved chunks F'
1 Cinit « V.search(Q, Top_k)
semantic retrieve
2 Chyip 0
3 for ¢ € Cy;t do
4 R, < parse(c.meta["related"])
// Get related chunks
5 forr € R.do
6 ke <+ c.content @ r
7 p < “Determine relevance: //
Knowledge: k.
//  Question: @

// Static

//  Output: 1/0”
8
9 if M (p) = 1 then
10 | Chie + Crng U {kc}
11 end if
12 end for
13 end for

14 F' < R.rerank(Chy, Q, Top_k)
// Context-aware ranking
15 return F'

16 Description: V.search(-) refers to using
retrieve methods such as BM25 and cosine
similarity to retrieve chunks.

Given a user query g, it is embedded into a vec-
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Dataset Ave_Doc_Length
Dragonball 11436
SQUAD 2303
NFCORPUS 3267
SCI-DOCS 7955

Table 1: Average Document Length of Each Dataset

tor. Cosine similarity is used to retrieve an initial
candidate set Cjp; from the vector library created
by the SentenceAttnLinker component:

Cinit = {54},

For each candidate sentence s; in Clyit, per-
form context expansion and relevance determina-
tion. Extract the associated sentence set R; =
{ri1, riz, . .. ,mTOP*k}, which are sorted by self-
attention weights from the metadata, and generate
a context-enhanced candidate block k; = s; ® R;,
where @ denotes string concatenation.

Then input k; and uses’ question ¢ into a pre-
trained large language model api, such as Qwen-
max (Bai et al., 2023) which has strong comprehen-
sion ability, to judge their relevance via a binary
classification task:

| Cinit|| = Top_k 5)

Scorerel (ki, ¢) = I (LLM([ks; q]) — “17), (6)

where I(-) is an indicator function that retains can-
didates with Score,; = 1, forming the filtered set
Chitered- For detailed prompt information, please
refer to Appendix A.1.

For the candidates in Chjered, US€ a reranker to
calculate the final relevance score:

Scoresina(ki, q) = Reranker(ki,q)  (7)

Candidates are finally ranked and recalled based
on Scoregp, . In Algorithm 1, we show this retrieval
strategy.

4 Experiments

Datasets. Experiments were conducted on four
datasets: Dragonball, SQUAD, NFCORPUS, and
SCI-DOCS, filtered by document length. The aver-
age document length for each dataset is in Table 1.
Only the Finance subset of Dragonball was used, as
other subsets contain structured content like legal
judgments and medical records, not coherent text.

Embedding Model and Reranker. The frame-
work we propose and the baseline for compar-
ison don’t rely on specific embedding models,

and changing embedding models doesn’t signif-
icantly affect functionality or ranking. Thus, in
all experiments, we used the BGE-M3 embed-
ding model, which performs well across languages
and domains. The batch_size was set to 32, and
normalize_embeddings was set to True, mean-
ing generated embedding vectors were normalized.
In the experiments, we use the bge-reranker-large
as the reranker model, with all model parameters
being the default parameters of the BCERerank
function in the BCEmbedding repository 2.

LLM. In parts involving calling pre-trained
LLMs for entities extracting, filtering and answer
generation tasks, we use the LangChain-based
Tongyi model interface to call Qwen-max, a model
with strong understanding and performance, with
all parameters at their default settings. For Meta-
Chunking, we deploy Qwen-2-1.5B locally for text
chunking. In the SAKI-RAG framework, we use a
1.3B-parameter SLLM model with default settings
from the SentenceVAE repository>.

Chunks Size. To keep experimental variables
consistent, for frameworks requiring custom chunk
input like SAKI-RAG, LightRAG and RAPTOR,
we use a regularization tool to split documents into
chunks of two sentences each. For frameworks
needing an expected chunk size, such as Meta-
Chunking, we set target_size to 50, matching the
earlier average chunk length. Other frameworks
are left at their default settings.

Metrics. For retrieve evaluation metrics, we
chose Recall, Precision, and I E. For generation
evaluation, we use ROUGE — L (Lin, 2004) and
METFEOR (Banerjee and Lavie, 2005). [EQk
measures the framework’s ability to retrieve effec-
tive information in search tasks, is calculated as
Formula 8 .

IEQk = RecallQk x Precision@Qk  (8)

The final metric score is computed using For-
mula 9.

Metric = MetricQ1 + MetricQ38 + MetricQs
9)

4.1 Comparative Experiments

In terms of retrieval performance, we compare
our proposed SAKI-RAG with popular RAG

2https://github.com/netease—youdao/
BCEmbedding
3https://github.com/BestAnHongjun/SentenceVAE
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Methods Dragonball SQUAD NFCORPUS SCI-DOCS
Rec.t Pre.f IE{ Rec.t? Pre.f IE{ Rec.t Pre.f IE{T Rec.t Pre.t IET
Late-Chunking 224 351 0.02 70.67 3458 7.58 1295 547 021 201 1.02 0.01

RAPTOR 96.14 125.07 3579 / / [ 283.14 257.86 243.09 293.05 279.36 272.81
Meta-Chunking-PPL 128.21 133.95 50.96 254.19 133.04 110.37 287.06 245.00 233.76 65.02 54.75 11.85
Meta-Chunking-MSP 97.86 125.68 36.59 257.27 133.61 111.53 283.92 252.42 238.41 288.72 264.91 264.60

Dense X Retrieval  7.46 14.16 0.32 204.19 104.21 67.07 279.78 255.96 238.48 287.22 264.60 253.12

SAKI-RAG 106.09 235.32 83.98 277.40 282.06 260.95 262.35 285.06 249.28 274.89 292.52 268.04

Table 2: Comparative Experiments on Retrieval: Due to the presence of sensitive or unsafe content in the original
documents of the SQUAD, LLMs cannot be used to build tree structures. In the table, we abbreviate the metrics,

where Rec., Pre., and IE stand for Recall, Precision, and Information Efficiency respectively.

Methods ROUGE-L{ METEOR{
LightRAG 0.2865 0.2852
SAKI-RAG 03122 0.3254

Table 3: Comparative Experiments on Generation:
Only the Dragonball dataset provides human-annotated
detailed answers, so we only conduct generation quality
experiments on it.

frameworks like Late-Chunking, RAPTOR, Meta-
Chunking PPL, Meta-Chunking MSP, and Dense
X Retrieval. For generation quality, we contrast
it with LightRAG, an enhanced customization-
wise version of GraphRAG, in mix mode with
the response_type set to output answers in a sin-
gle paragraph without sources and references. Re-
trieval results are in Table 2, and generation quality
results are in Table 3.

In this subsection’s experiments on retrieval qual-
ity, we compare SAKI-RAG with popular recall-
focused RAG frameworks: Late-Chunking, RAP-
TOR, Meta-Chunking PPL, Meta-Chunking MSP,
and Dense X Retrieval. In the table, the top two
frameworks’ scores are highlighted in blue, with
darker shades for the first place and lighter for the
second. Recall scores show SAKI-RAG has decent
results, though not the highest. However, some
frameworks that segment documents into larger
chunks may have artificially inflated Recall met-
rics due to chunks containing more content. This is
why we include Precision and IE metrics. Precision
reflects the accuracy of recalls, and IE indicates the
effectiveness of the recalled information. SAKI-
RAG excels in Precision, often achieving the best
results. More importantly, it also performs well in
IE. This means SAKI-RAG maintains high accu-
racy and information effectiveness while achieving
good recall performance.

In the four datasets of the comparative experi-

ments, the Dragonball dataset comprises numer-
ous cross-paragraph retrieval problems, including
summarization and multi-hop questions. In con-
trast, the SQUAD, NFCORPUS, and SCI-DOCS
datasets consist of factual questions involving sin-
gle entities. The experimental results indicate that
SAKI-RAG has achieved the best Precision metric
scores across all dataset experiments and has also
secured top positions in IE metric in most of the
dataset experiments. This demonstrates that SAKI-
RAG can deliver superior performance when han-
dling cross-paragraph retrieval problems in long-
document contexts while maintaining decent per-
formance on conventional factual questions. De-
spite not achieving the highest Recall scores in
some datasets due to the influence of chunk size
on answer coverage, SAKI-RAG, which adopts
fine-grained chunks, still attains respectable scores.
For more information about results of experiments,
please refer to the Appendix A.4.

To explore where SAKI-RAG performs best,
we divide the Dragonball dataset by question type
into subsets and run comparative experiments. As
shown in Table 4, SAKI-RAG achieves the highest
Precision and IE scores across all subset experi-
ments, particularly excelling in Non-Factual ques-
tions. Compared to previous experiments, SAKI-
RAG not only performs well in typical retrieval
tasks but also shows superior performance in non-
factual questions like Multi-hop Reasoning and
Summary Questions. This demonstrates SAKI-
RAG’s better handling of cross-paragraph retrieval
in long document.

In the generation quality experiments of this sub-
section, we compare SAKI-RAG with LightRAG, a
framework focused on answer generation. We high-
light better results in the table. The results show
that SAKI-RAG can achieve scores comparable to
LightRAG with a simpler framework.
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Dragonball-Hop Dragonball-Summary Dragonball-Non-Factual

Methods Rec.f Pres IE? Rec.t Pret IET Rect Pref  IET
RAPTOR 137.59 159.72 65.95 55.77 107.55 18.50 88.57 136.89 36.35
Meta-Chunking-PPL 178.59 161.14 86.75 82.18 120.39 30.30 120.82 14331 51.90
Meta-Chunking-MSP 146.91 162.60 71.83 51.31 101.13 15.77 89.62 135.70  36.42
Dense X Retrieval 10.84 1970 0.65 375 12.18 013 658 1641 033
Late-Chunking 252 3.58 003 156 424 002 194 386 0.2
SAKI-RAG 144.46 276.06 133.46 63.82 17112 37.67 9634 230.02 74.80

Table 4: Comparative Experiments of Different Query Types on Dragonball: The Dragonball dataset divides
questions into subtypes like Multi-hop Reasoning Question, Summary Question, and Factual Question. We conduct
further refined experiments on this dataset to explore which question type SAKI-RAG performs great on. In the
table, Dragonball-Hop, Dragonball-Summary, and Dragonball-Non-Factual respectively represent experiments
conducted exclusively on Multi-hop Reasoning Questions, Summary Questions, and question types other than

Factual Questions.

Dragonball

Methods  pect Pret IET

Rec.t Pre.t

SQUAD
IET Rec.? Pre.f IET

NFCORPUS SCI-DOCS

Rec.t Pre.t IET

Naive

92.09 128.61 34.75|273.81 146.03 130.91|288.63 144.15 135.67|283.18 264.20 249.23

Naive+SAL|105.84 227.30 81.47|277.93 265.87 246.47|285.10 282.04 268.07|282.73 280.81 264.65

SAKI

106.09 235.32 83.98|277.40 282.06 260.95(262.35 285.06 249.28|274.89 292.52 268.04

Table 5: Ablation Studies: In the table, '"Naive'' stands for Naive RAG, which maintains a consistent chunk
size, directly embeds chunks into vector space, and retrieves chunks via cosine similarity. ""SAL'"" refers to using
SentenceAttnLinker for chunking and Embedding while still employing cosine similarity for retrieval. ""SAKI"
denotes SAKI-RAG, which incorporates the Dual-Axis Retriever strategy in addition to SentenceAttnLinker.

In Appendix A.6, we present additional exper-
imental results, such as evaluations on the Hot-
potQA and TriviaQA datasets. We also include
more retrieval performance metrics including F1,
EIR, MRR, and latency, as well as generation qual-
ity indicators such as Relevant, Irrelevant, and
Wrong. In Appendix A.7, we provide statistical
validation experiments to demonstrate that our re-
sults achieve statistically significant wins.

4.2 Ablation Studies

SAKI-RAG is built on the SentenceAttnLinker
chunking method and incorporates the Dual-Axis
Retriever strategy. To verify the effectiveness of
each component in the framework, ablation experi-
ments are conducted on the datasets in this section.
The results are shown in Table 5.

In the ablation study of the SAKI-RAG frame-
work, we thoroughly analyze its components, es-
pecially focusing on the performance differences
across various datasets. The experimental results
show that on the Dragonball and SQUAD datasets,
as the components were gradually improved, the
Recall, Precision, and IE metrics show a positive
upward trend, with Precision and IE being partic-
ularly prominent. On the NFCORPUS and SCI-

DOCS datasets, although Precision and IE metrics
show an upward trend, the Recall metric decline.

In the Dragonball and SQUAD datasets, our
framework demonstrated effective handling of
cross-paragraph retrieval problems. This is at-
tributed to its ability to integrate multiple relevant
paragraphs in the context of long documents. The
SentenceAttnLinker is able to capture sentence-
to-sentence relationships, and the Dual-Axis Re-
triever further enhance retrieval accuracy through
its dual-dimensional filtering mechanism, leading
to the framework’s superior performance on these
datasets. However, in the NFCORPUS and SCI-
DOCS datasets, the type of questions and the char-
acteristics of the dataset content become key fac-
tors affecting the metric performance. For detailed
dataset information, please refer to Appendix A.5.
For more information about results of experiments,
please refer to the Appendix A.3

Unlike Dragonball, which involve cross-
paragraph retrieval problems with multiple entities,
the NFCORPUS and SCI-DOCS datasets consist
of factual questions involving only a single entity.
In the SAL, on the one hand, chunk concatenation
leads to longer chunk content, which dilutes the
original semantic information to some extent. As
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a result, after reranking based on the user’s query,
the correct chunks rank lower. On the other hand,
chunk concatenation may introduces semantic in-
formation relevant to the user’s question. However,
the chunks themselves are incorrect answers, caus-
ing the reranked incorrect chunks to rise in ranking
and ultimately leading to a decline in the Recall
metric of SAL.

Compared to others, NFCORPUS and SCI-
DOCS are more specialized datasets. For instance,
NFCORPUS is a medical-information dataset. The
LLM filtering mechanism introduced in SAKI may
have certain limitations in processing the seman-
tic information of professional academic terms.
The LLM may have deviations in understanding
domain-specific terminology and complex logical
structures in academia, causing some chunks that
should have been recalled to fail the screening and
thus leading to a decline in the Recall metric. On
the other hand, the content expansion caused by
chunk concatenation dilutes or obscures some cor-
rect key semantic information, resulting in incor-
rect screening by the LLM.

5 Conclusions

In this paper, we present SAKI-RAG to main-
tain chunk fine-grained and connections for bet-
ter long document retrieval. It has two key com-
ponents: SentenceAttnLinker and Dual-Axis Re-
triever. SentenceAttnLinker innovatively uses at-
tention mechanisms with SLLM to build a Chunk-
Relation Model, uncovering chunk relationships.
Dual-Axis Retriever integrates both static retrieval
and dynamic filtering strategies, utilizing semantic
similarity and contextual relevance to improve the
efficiency of chunk selection.

Through comparative, generation, and abla-
tion experiments across four datasets—Dragonball,
SQUAD, NFCORPUS, SCI-DOCS, we show
SAKI-RAG offers good recall, precision, and infor-
mation efficiency in long document settings. Also,
except for using SLLM, SAKI-RAG doesn’t rely
on specific embedding models or pre-trained LLMs,
involves no extra training, and is widely applicable.

Limitations

During our research, we identified several limita-
tions:

(1)When processing the attention contribution
matrix, we didn’t distinguish the importance of
each layer’s contributions and simply averaged

them. This might weaken the influence of more
critical layers. We plan to explore this issue further
in future research to develop more effective matrix
construction methods.

(2)Our Chunk-Relation Model, which uncov-
ers relationships between chunks, is limited to
chunks within the same document. That is to say,
SAKI-RAG is adept at tackling cross-paragraph
retrieval, but it might not hold a significant edge
when it comes to cross-document issues. How-
ever, when calculating the attention contributions
between chunks, it is necessary to add position
encoding information. If we want to explore the
relationships between chunks from different docu-
ments, how to add position encoding information
and how to determine the order of chunks from
different documents will be challenging issues.
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A Appendix

A.1 Detailed Prompt in Dual-Axis Retriever

In this section, we present the detailed prompt in
Dual-Axis Retriever in Figure 3.
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Figure 3: Detailed prompt in Dual-Axis Retriever.

A.2 Chunks Relationship Diagram of
SAKI-RAG

In this section, we present an example of the con-
nections between chunks processed by SAKI-RAG.
In Figure 4, the pink part represents the original
content of the document, the yellow part represents
a specific chunk within the document, and the green
parts represent chunks related to this yellow chunk.
These related chunks are ordered by the magnitude
of their attention contributions.

Sorted Related Chunks

In condlusion, Green Fields

re Co. demonstrated a
in 2018.

[Through var
Ishowcased
and

One of the key was the
undertaken in February 2018.

{Looking ahead, Green Fields Agriculture Co. has outlined its
and strategies.

Figure 4: Example of chunks relationship diagram In
SAKI-RAG.

A.3 Detailed Information of Comparative
Experiments

In this section, we will show more detailed infor-
mation about comparative experiments on Table 6,
7, 8,9, 10, 11, 12.

A.4 Detailed Information of Ablation Studies

In this section, we will show more detailed infor-
mation about Ablation Studies on Table 13, 14,
15, 16.

A.5 Detailed Information of Dataset

The Dragonball dataset consists entirely of fictional
information with no connection to real-world data.
The SQUAD corpus is primarily sourced from
Wikipedia articles. The medical documents in the
NFCORPUS dataset are mainly from PubMed. The
SCI-DOCS corpus includes scientific literature in
fields such as computer science and physics.

A.6 More Comparative Experiments Results

On the original basis, we add retrieval metrics in-
cluding , average latency time , F1 , MRR , EIR
(this metric is proposed by RAGEval and is suit-
able for the Dragonball dataset constructed by the
RAGEVval project), etc. At the same time, to further
illustrate the superiority of our framework, we add
experiments on two new datasets: HotpotQA and
TriviaQA . Additionally, we replaced the Qwen-
max LLM in our framework with Qwen-Turbo —
which offers faster inference speed though slightly
weaker reasoning capabilities — to showcase the
impact of different LLMs on latency performance.

In terms of generation quality, we employ the
LLM prompt template used for automatic evalu-
ation in the Dragonball dataset, along with the
corresponding generation quality metrics, which
include:

Relevant indicates that the information con-
tained in the generated answer is core-relevant and
consistent with key points in the standard answer.

Irrelevant indicates that the generated answer
does not cover key points from the standard answer.

Wrong indicates that the generated answer cov-
ers key points from the standard answer, but the
information is incorrect or contradictory to the stan-
dard answer points.

The experimental results are presented in Ta-
ble 17, 18, 19, 20, 21, 22, 23. Due to API
updates and the input containing sensitive informa-
tion, some framework that requires LLM cannot
work.

A.7 Statistical Validation Experiments

For retrieval metrics, we employed permutation
tests for verification; for generation quality metrics,
we adopted stratified sign tests for validation. We
use % (p < 0.05) to mark statistically significant
wins. The experimental results are presented in
Table 24, 25, 26, 26, 27, 28, 29.
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Method SAKI-RAG Late-Chunking RAPTOR

Meta-Chunking Meta-Chuning Dense X Retrieval

-PPL -MSP
Top-1
Rec. 22.14 0.52 19.95 26.75 20.71 1.79
Pre. 74.84 1.83 63.28 68.67 64.50 7.73
IE 16.57 0.01 12.62 18.37 13.36 0.14
Top-3
Rec. 36.96 0.75 34.28 4593 34.54 2.66
Pre. 79.76 0.95 35.84 38.08 35.16 3.83
IE 29.48 0.01 12.29 17.49 12.14 0.10
Top-5
Rec. 46.99 0.97 41.91 55.53 42.61 3.01
Pre. 80.72 0.73 25.95 27.20 26.02 2.60
IE 37.93 0.01 10.88 15.10 11.09 0.08

Table 6: Detailed information of comparative experiments on Dragonball.

Method SAKI-RAG Late-Chunking RAPTOR

Meta-Chunking Meta-Chuning Dense X Retrieval

-PPL -MSP

Top-1
Rec. 86.33 16.48 / 80.45 80.17 56.98
Pre. 92.49 16.48 / 80.45 80.17 56.98
IE 79.85 2.72 / 64.72 64.27 3247

Top-3
Rec. 95.53 25.70 / 86.59 87.99 71.79
Pre. 95.18 10.61 / 32.31 32.77 28.12
IE 90.93 2.73 / 27.98 28.83 20.19

Top-5
Rec. 95.54 28.49 / 87.15 89.11 75.42
Pre. 94.39 7.49 / 20.28 20.67 19.11
IE 90.18 2.13 / 17.67 18.42 14.41

Table 7: Detailed information of comparative experiments on SQUAD.

Method SAKI-RAG Late-Chunking RAPTOR

Meta-Chunking Meta-Chuning Den.

se X Retrieval

Rec.
Pre.

IE

Rec.
Pre.

IE

Rec.
Pre.

IE

83.92
95.11
79.82

87.84
94.81
83.28

90.59
95.14
86.19

2.75
2.75
0.08

5.10
1.70
0.09

5.10
1.02
0.05

89.02
89.02
79.25

96.08
86.14
82.76

98.04
82.70
81.08

Top-1

Top-3

Top-5

-PPL -MSP
92.55 89.80
92.55 89.80
85.66 80.64
96.08 96.08
82.88 84.97
79.63 81.64
98.43 98.04
69.57 77.65
68.48 76.13

88.24
88.24
77.86

95.29
84.97
80.97

96.25
82.75
79.65

Table 8: Detailed information of comparative experiments on NFCORPUS.
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Method SAKI-RAG Late-Chunking RAPTOR Meta-Chunking Meta-Chuning Dense X Retrieval

-PPL -MSP
Top-1
Rec. 87.67 0.67 96.19 18.83 93.95 92.83
Pre. 97.51 0.67 96.19 18.83 93.95 92.83
IE 85.49 0.004 92.53 3.55 88.27 86.17
Top-3
Rec. 93.05 0.67 97.98 23.54 97.01 96.86
Pre. 97.55 0.22 92.68 19.28 88.27 87.29
IE 90.77 0.001 90.81 4.54 85.63 84.55
Top-5
Rec. 94.17 0.67 98.88 22.65 97.76 97.53
Pre. 97.46 0.13 90.49 16.64 82.69 84.48
IE 91.78 0.001 89.48 3.77 80.84 82.39

Table 9: Detailed information of comparative experiments on SCI-DOCS.

Method SAKI-RAG Late-Chunking RAPTOR M¢ta-Chunking Meta-Chuning |, o+ o iieval

-PPL -MSP

Top-1
Rec. 32.62 0.57 30.16 40.43 32.30 2.71
Pre. 89.92 1.79 81.89 83.42 82.91 10.97
IE 29.33 0.01 24.70 33.73 26.78 0.30

Top-3
Rec. 49.94 0.88 49.81 64.48 52.83 3.97
Pre. 92.71 1.02 45.96 46.09 46.68 5.36
IE 46.30 0.01 22.89 29.72 24.66 0.21

Top-5
Rec. 61.90 1.07 57.62 73.68 61.78 4.16
Pre. 93.43 0.77 31.87 31.63 33.01 3.37
IE 57.83 0.01 18.36 23.30 20.39 0.14

Table 10: Detailed information of comparative experiments on Dragonball-Hop.

Meta-Chunking Meta-Chuning Den.

Method SAKI-RAG Late-Chunking RAPTOR se X Retrieval

-PPL -MSP
Top-1
Rec. 9.31 0.38 8.55 12.68 8.09 0.80
Pre. 50.52 2.30 44.26 50.49 43.93 6.23
IE 4.70 0.01 3.78 6.40 3.55 0.05
Top-3
Rec. 22.54 0.51 19.63 29.53 17.65 1.31
Pre. 59.28 1.09 34.47 38.69 30.38 3.39
IE 13.36 0.01 6.77 11.43% 5.36 0.04
Top-5
Rec. 31.97 0.67 27.59 39.97 25.57 1.64
Pre. 61.32 0.85 28.82 31.21 26.82 2.56
IE 19.60 0.01 7.95 12.47 6.86 0.04

Table 11: Detailed information of comparative experiments on Dragonball-Summary.
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Method SAKI-RAG Late-Chunking RAPTOR

Meta-Chunking Meta-

(Bl Dense X Retrieval

-PPL -MSP
Top-1
Rec. 18.63 0.45 17.21 23.80 17.79 1.56
Pre. 72.41 2.01 65.42 69.01 65.85 8.90
IE 13.49 0.01 11.26 16.42 11.71 0.14
Top-3
Rec. 33.64 0.66 31.73 43.54 31.75 2.37
Pre. 78.16 1.05 40.94 42.85 39.55 4.50
IE 26.29 0.01 12.99 18.66 12.56 0.11
Top-5
Rec. 44.07 0.83 39.63 53.48 40.08 2.65
Pre. 79.45 0.80 30.53 31.45 30.30 3.01
IE 35.01 0.01 12.10 16.82 12.14 0.08

Table 12: Detailed information of comparative experiments on Dragonball-Non-Factual.

Method Naive

Naive+SAL SAKI

Rec.
Pre.
IE

Rec.
Pre.
IE

Rec.
Pre.
IE

Top-1
19.58 22.13
69.36 69.68
13.58 15.42

Top-3
33.22 36.89
34.69 78.03
11.52 28.79

Top-5
39.29 46.82
24.56 79.59
9.65 37.26

22.14
74.84
16.57

36.96
79.76
29.48

46.99
80.72
37.93

Table 13: Detailed information of ablation studies on

Dragonball.

Method Naive

Naive+SAL SAKI

Rec.
Pre.
IE

Rec.
Pre.
IE

Rec.
Pre.
IE

Top-1
86.87 86.87
86.87 86.87
75.46 75.46

Top-3
94.69 94.41
35.75 89.11
33.85 84.13

Top-5
92.25 96.65
23.41 89.89
21.60 86.88

86.33
86.33
79.85

95.53
95.18
90.93

95.54
94.39
90.18

Table 14: Detailed information of ablation studies on

SQUAD.

Method Naive Naive+SAL SAKI
Top-1

Rec. 86.87 86.87 86.33

Pre. 86.87 86.87 86.33

1IE 75.46 75.46 79.85
Top-3

Rec. 94.69 94.41 95.53

Pre. 35.75 89.11 95.18

IE 33.85 84.13 90.93
Top-5

Rec. 92.25 96.65 95.54

Pre. 23.41 89.89 94.39

IE 21.60 86.88 90.18

Table 15: Detailed information of ablation studies on
NFCORPUS.

Method Naive Naive+SAL SAKI
Top-1

Rec. 91.93 93.50 87.67

Pre. 91.93 93.50 97.51

IE 84.51 87.42 85.49
Top-3

Rec. 95.29 94.39 93.05

Pre. 87.97 93.72 97.55

IE 83.83 88.46 90.77
Top-5

Rec. 95.96 94.84 94.17

Pre. 84.30 93.59 97.46

IE 80.89 88.76 91.78

SCI-DOCS.
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SAKI-RAG SAKI-RAG Meta-Chunking Meta-Chunking Dense

Dragonball -Qwen -Qwen Late-Chunking RAPTOR PPL _MSP X
-max -turbo Retrieval
Top-1
Recall 22.14 22.19 0.52 17.21 26.75 20.71 1.81
Precision 74.73 72.65 1.83 65.42 68.67 64.50 7.83
F1 0.34 0.34 0.01 0.27 0.39 0.31 0.03
EIR 62.94 62.89 71.30 75.60 51.18 63.97 99.20
MRR 0.70 0.70 0.02 0.65 0.69 0.64 0.08
Time Ave 0.83 0.49 0.04 0.03 0.03 0.03 0.03
Top-3
Recall 36.99 36.94 0.75 31.73 45.93 34.54 2.66
Precision 79.66 79.04 0.95 40.94 38.08 35.16 3.83
F1 0.51 0.50 0.01 0.36 0.42 0.35 0.03
EIR 16.85 16.88 32.04 35.41 24.33 29.30 42.00
MRR 0.81 0.81 0.01 0.59 0.75 0.71 0.09
Time Ave 6.04 4.04 0.04 0.04 0.03 0.03 0.03
Top-5
Recall 46.94 46.89 0.96 39.63 55.53 42.61 3.01
Precision 80.63 80.27 0.73 30.53 27.20 26.02 2.60
F1 0.59 0.59 0.01 0.34 0.37 0.32 0.03
EIR 11.27 11.27 24.09 24.46 16.78 20.06 26.37
MRR 0.84 0.83 0.01 0.53 0.76 0.72 0.10
Time Ave 16.57 11.03 0.04 0.06 0.03 0.03 0.03
Table 17: Comparative experiments on Dragonball with more metrics.
SAKI-RAG SAKI-RAG . . Dense
NFCORPUS -Qwen  -Qwen Late-Chunking RAPTOR M¢ta-Chunking Meta-Chunking ¢
-PPL -MSP .
-max -turbo Retrieval
Top-1
Recall 85.49 87.84 2.75 89.02 92.55 89.80 88.24
Precision 94.78 94.12 2.75 89.02 92.55 89.80 88.24
F1 0.90 0.91 0.03 0.89 0.93 0.90 0.88
MRR 0.85 0.88 0.03 0.89 0.93 0.90 0.88
Time Ave 0.67 0.48 0.03 0.04 0.03 0.03 0.03
Top-3
Recall 90.59 92.94 5.10 96.08 95.69 96.08 95.29
Precision 95.20 94.58 1.02 86.14 82.75 84.97 84.97
F1 0.93 0.94 0.02 0.91 0.89 0.90 0.90
MRR 0.90 0.92 0.04 0.91 0.94 0.93 0.92
Time Ave 5.92 3.87 0.03 0.07 0.03 0.03 0.03
Top-5
Recall 90.59 92.94 5.10 98.04 98.43 97.65 97.25
Precision 94.93 94.70 1.02 82.70 69.49 77.41 82.75
F1 0.93 0.94 0.02 0.90 0.81 0.86 0.89
MRR 0.90 0.93 0.03 0.90 0.94 0.93 0.92
Time Ave 18.62 11.58 0.03 0.10 0.03 0.03 0.03

Table 18: Comparative experiments on NFCORPUS with more metrics.
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SAKI-RAG SAKI-RAG Meta-Chunking Meta-Chunking Dense

SQUAD -Qwen -Qwen Late-Chunking RAPTOR -PPL _MSP X
-max -turbo Retrieval
Top-1
Recall 86.87 86.59 16.48 / 78.21 79.33 56.98
Precision 91.20 90.64 16.48 / 78.21 79.33 56.98
F1 0.89 0.89 0.16 / 0.78 0.79 0.57
MRR 0.87 0.87 0.16 / 0.78 0.79 0.57
Time Ave 0.66 0.51 0.02 / 0.03 0.03 0.03
Top-3
Recall 85.20 / 25.70 / 86.87 87.99 71.79
Precision 91.32 / 10.61 / 32.40 32.77 28.12
F1 0.88 / 0.15 / 0.47 0.48 0.40
MRR 0.85 / 0.16 / 0.84 0.84 0.64
Time Ave 0.63 / 0.02 / 0.03 0.03 0.03
Top-5
Recall / / 28.49 / 87.71 89.11 75.42
Precision / / 7.49 / 20.39 20.67 19.11
F1 / / 0.12 / 0.33 0.34 0.30
MRR / / 0.13 / 0.84 0.84 0.65
Time Ave / / 0.03 / 0.03 0.03 0.03
Table 19: Comparative experiments on SQUAD with more metrics.
SAKI-RAG SAKI-RAG . . Dense
SCI-DOCS -Qwen  -Qwen Late-Chunking RAPTOR Meta-Chunking Meta-Chunking
-PPL -MSP .
-max -turbo Retrieval
Top-1
Recall 89.69 91.70 0.37 96.19 19.73 93.65 92.83
Precision 97.56 91.70 0.37 96.19 19.73 93.65 92.83
F1 0.93 0.94 0.01 0.96 0.20 0.94 0.93
MRR 0.90 0.92 0.01 0.96 0.20 0.94 0.93
Time Ave 0.69 0.52 0.09 0.08 0.03 0.03 0.03
Top-3
Recall 93.72 94.39 0.67 97.98 22.65 97.09 96.86
Precision 97.57 96.75 0.22 92.68 18.61 88.34 87.29
F1 0.96 0.96 0.003 0.95 0.20 0.93 0.92
MRR 0.93 0.94 0.01 0.95 0.21 0.95 0.95
Time Ave 5.80 4.00 0.08 0.13 0.03 0.03 0.03
Top-5
Recall 93.72 94.84 0.67 98.88 23.32 97.76 97.76
Precision 97.27 96.61 0.13 90.49 17.35 82.78 84.57
F1 0.95 0.96 0.002 0.95 0.20 0.90 0.91
MRR 0.93 0.94 0.01 0.95 0.21 0.96 0.95
Time Ave 16.48 12.08 0.08 0.22 0.03 0.03 0.03

Table 20: Comparative experiments on SCI-DOCS with more metrics.
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SAKI-RAG SAKI-RAG Meta-Chunking Meta-Chunking Dense

HotpotQA  -Qwen -Qwen Late-Chunking RAPTOR PPL _MSP X
-max -turbo Retrieval
Top-1
Recall 86.71 89.24 3.80 / 6.33 93.04 93.04
Precision 98.56 68.60 3.80 / 6.33 93.04 93.04
F1 0.92 0.94 0.04 / 0.06 0.93 0.93
MRR 0.87 0.89 0.04 / 0.06 0.93 0.93
Time Ave 0.68 0.43 0.05 / 0.03 0.03 0.03
Top-3
Recall 94.94 93.04 3.80 / 5.70 93.67 96.84
Precision 99.11 98.19 2.11 / 3.59 78.90 89.66
F1 0.97 0.96 0.03 / 0.04 0.86 0.93
MRR 0.95 0.93 0.04 / 0.05 0.93 0.95
Time Ave 5.58 3.86 0.05 / 0.03 0.03 0.03
Top-5
Recall 94.94 94.94 3.80 / 12.66 94.30 96.84
Precision 98.79 97.86 1.90 / 6.33 66.84 87.59
F1 0.97 0.96 0.03 / 0.08 0.78 0.92
MRR 0.99 0.95 0.04 / 0.33 0.94 0.95
Time Ave 20.44 10.80 0.05 / 0.03 0.03 0.03
Table 21: Comparative experiments on HotpotQA with more metrics.
SAKI-RAG SAKI-RAG . . Dense
TriviaQA  -Qwen -Qwen Late-Chunking RAPTOR Btk
-PPL -MSP .
-max -turbo Retrieval
Top-1
Recall 65.25 64.09 46.72 / 3.47 57.92 35.91
Precision 76.47 75.11 46.72 / 3.47 57.92 3591
F1 0.70 0.69 0.47 / 0.03 0.58 0.36
MRR 0.65 0.64 0.47 / 0.03 0.58 0.05
Time Ave 0.70 0.51 0.05 / 0.03 0.03 0.03
Top-3
Recall 84.56 84.94 71.43 / 6.18 74.90 57.53
Precision 84.91 83.50 34.36 / 2.70 36.98 30.24
F1 0.85 0.84 0.46 / 0.04 0.49 0.40
MRR 0.81 0.81 0.51 / 0.01 0.66 0.07
Time Ave 6.31 471 0.04 / 0.03 0.03 0.03
Top-5
Recall 88.80 89.96 80.79 / 5.79 77.61 66.80
Precision 85.08 83.87 30.12 / 1.85 26.41 26.53
F1 0.87 0.87 0.44 / 0.03 0.39 0.38
MRR 0.84 0.85 0.47 / 0.01 0.67 0.08
Time Ave 19.39 11.15 0.04 / 0.03 0.03 0.03

Table 22: Comparative experiments on TriviaQA with more metrics.

Dragonball

Generation SAKI-RAG Light-RAG
Quality
Relevant 70.99 72.97

Irrelevant 27.01 22.99
Wrong 2.01 4.04

Table 23: Comparative experiments on Generation with more metrics.
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Dragonball _MSP

-PPL

Meta-Chunking Meta-Chunking RAPTOR

Recall@3 Mean Difference  0.045
Recall@3 two-tailed p 0.000033%
Precision @3 Mean Difference 0.43
Precision @3 two-tailed p 0.000033%

EIR@3 Mean Difference -0.087

EIR @3 two-tailed p 0.000033%
F1@3 Mean Difference 0.25

F1@3 two-tailed p 0.000033 %
MRR @3 Mean Difference 0.106
MRR@3 two-tailed p 0.000033%

-0.053
0.000033%
0.401
0.000033%
-0.066
0.000033%
0.197
0.000033%
0.061
0.000033%

0.047
0.000033%
0.423
0.000033%
-0.1
0.000033%
0.248
0.000033%
0.277
0.000033%

Table 24: Statistical validation experiments on Dragonball.

Meta-Chunking Meta-

Chunking o \PTOR DXR

Dragonball _MSP PPL
Recall @3 Mean Difference -0.035 -0.035 -0.035 -0.027
Recall @3 two-tailed p 0.08 0.00007 % 0.05 0.208
Precision @3 Mean Difference 0.061 0.084 0.051 0.063
Precision@3 two-tailed p 0.001 5% 0.00007 % 0.006%  0.002
F1@3 Mean Difference 0.031 0.046 0.022 0.033
F1@3 two-tailed p 0.081 0.006% 0.183 0.084
MRR @3 Mean Difference -0.001 -0.024 0.018 0.004
MRR @3 two-tailed p 0.665 0.224 0.310 0.859

Table 25: Statistical validation experiments on NFCORPUS.

Meta-Chunking Meta-Chunking RAPTOR DXR

Dragonball _MSP PPL
Recall@3 Mean Difference  -0.031 0.709 -0.04 -0.029
Recall @3 two-tailed p 0.004% 0.00003% 0.0004% 0.019%
Precision @3 Mean Difference 0.05 0.744 0.006 0.06
Precision@3 two-tailed p 0.0003% 0.00003% 0.57 0.00003 %
F1@3 Mean Difference 0.025 0.735 0.011 0.03
F1@3 two-tailed p 0.045% 0.00003% 0.329 0.018%
MRR @3 Mean Difference -0.019 0.714 -0.017 -0.013
MRR @3 two-tailed p 0.116 0.00003% 0.169 0.32

Table 26: Statistical validation experiments on SCI-DOCS.

Meta-Chunking Meta-Chunking

Dragonball _MSP -PPL DXR
Recall@3 Mean Difference  -0.006 0.816 -0.029
Recall@3 two-tailed p 1 0.00003% 0.019%
Precision@3 Mean Difference 0.135 0.85 0.06
Precision @3 two-tailed p 0.00003% 0.00003% 0.00003%
F1@3 Mean Difference 0.093 0.837 0.03
F1@3 two-tailed p 0.00007 % 0.00003% 0.018%
MRR@3 Mean Difference -0.003 0.824 -0.013
MRR @3 two-tailed p 1 0.00003 % 0.32

Table 27: Statistical validation experiments on HotpotQA.
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Meta-Chunking Meta-Chunking
-MSP -PPL

Recall@3 Mean Difference  0.085 0.788

Recall @3 two-tailed p 0.002% 0.00003%
Precision @3 Mean Difference 0.393 0.743
Precision@3 two-tailed p 0.00003% 0.00003%
F1@3 Mean Difference 0.311 0.757

F1@3 two-tailed p 0.00003% 0.00003%
MRR@3 Mean Difference 0.659 0.792

MRR @3 two-tailed p 0.00003% 0.00003%

Dragonball DXR

0.263
0.00003%
0.459
0.00003 %
0.403
0.00003 %
0.726
0.00003 %

Table 28: Statistical validation experiments on TriviaQA.

Dragonball
ROUGE-L (two-tailed p) 4.51e-13%
BLEU-1 (two-tailed p) 5.83e-21%
BLEU-2 (two-tailed p) 4.62e-23%

BLEU-3 (two-tailed p)
BLEU-4 (two-tailed p)

1.40e-05%
0.007%

Table 29: Statistical validation experiments on generation quality.

{'id": '572651f9f1498d1400e8dbf2’,

itle': 'European_Union law’,

‘context'’: 'While the C ission has a itiating legislation, the i

and the Council of the European Union have powers of amendment and veto durmg the Ieglslatlve

process. According to the Treaty on European Union articles 9 and 10, the EU observes "the principls

of equality of its citizens” and is meant to be founded on "representative democracy In practice,

equallty and democracy are defl:lent because the elected representatives in the Parliament cannot

initiate legislation against the C ion\'s wishes, citizens of smallest countries have ten times

the voting weight in Parliament as citizens of the largest ies, and "

consensus of the Council are required to legislate. The justlf‘catlon for this "democratic defi

under the Treaties is usually thought to be that ! of the

and political in: tions required the technlcal coordlnatlon of experts, while popular
di of the EU developed and eclined p . Over time, this

has meant the Parliament gradually assumed more voice: from bemg an unelected assembly, to its

first direct elections in 1979, to having increasingly more rights in the legislative process. Citizens\'

rights are ited p to the polities within all European member states:
under TEU artlcle 11 citizens and associations have the ngh(s such as publicising their views and
submit an i that must be idered by the C ion with one million signatures. TFEU

article 227 contains a further right for citizens to petition the Parliament on issues which affect
them. Parliament elections, take place every five years, and votes for Members of the European
Parliament in member states must be organised by proportmnal representation or a single
transferable vote. There are 750 MEPs and their numbers are "degressively proportional” according
to member state size. This means - although the Council is meant to be the body representmg
member states - in the Parliament citizens of smaller member states have more voice than
larger member states. MEPs divide, as they do in national Parliaments, along political party lines: the
conservative European People\'s Party is currently the largest, and the Party of European Socialists
leads the opposition. Parties do not receive public funds from the EU, as the Court of Justice held in
Parti écologiste "Les Verts" v Parli that this was entirely an issue to be regulated by the
member states. The Parliament\'s powers include calling inquiries into maladmi
an Ombudsman pending any court proceedings. It can require the Commission respond to
questions and by a two-thirds majority can censure the whole Commission (as happened to the
Santer Commission in 1999). ...",

': 'What two bodies must the Parliament go through first to pass legislation?’,

text': ['the Commission and Council', ‘the Commission and Council’, 'the Commission and Council’,
‘the European Parliament and the Council of the European Union'],
‘answer_start': [3090, 3090, 3090, 63]}}

Figure 5: Detailed informations of SQUAD dataset.

and for the of irritable bowel

syndrome.”,
“text": "BACKGROUND: Irritable bowel syndrome (IBS) is a common chronic gastrointestinal disorder. The
role of pharmacotherapy for IBS is limited and focused mainly on symptom control. OBJECTIVES: The
objective of this systematic review was to evaluate the efficacy of bulking agents, antispasmodics and
antidepressants for the treatment of irritable bowel syndrome. SEARCH STRATEGY: Computer assisted

structured searches of MEDLINE, EMBASE, The Cochrane library, CINAHL and PsychInfo were conducted for
the years 1966-2009. An updated search in April 2011 identt 10 studnes which will be considered for
inclusion in a future update of this review. SELECTION CRITERIA: trials
bulking agents, antispasmodics or antidepressants with a placebo treatment in patients with irritable bowel
syndrome aged over 12 years were considered for inclusion. Only studies published as full papers were
mcluded Studles were not excluded on the basis of Ianguage The primary outcome had to include

inal pain, global score. DATA COLLECTION AND ANALYSIS:
Two authors lndependently extracted data from the selected studies. Risk Ratios (RR) and Standardized
Mean D (SMD) with 95% i intervals (Cl) were calculated. A proof of practice analysis
was conducted including sub-group analyses for different types of bulking agents, spasmolytic agents or
antidepressant medication. This was followed by a proof of principle analysis where only the studies with
adequate allocation concealment were included. MAIN RESULTS: A total of 56 studies (3725 patients) were
included in this review. These included 12 studies of bulking agents (621 patients), 29 of antispasmodics
(2333 patnents), and 15 of antidepressants (922 patients). The risk of bias was low for most items. However,
selectnon bias is unclear for many of the included studies because the methods used for randomization and

were not il No ial effect for bulking agents over placebo was found
for improvement of abdominal pain (4 studies; 186 patients; SMD 0.03; 95% Cl -0.34 to 0.40; P = 0.87),
global assessment (11 studies; 565 patients; RR 1.10; 95% ClI 0.91 to 1.33; P = 0.32) or symptom score (3
studies; 126 patients SMD -0.00; 95% Cl -0.43 to 0.43; P = 1.00). Subgroup analyses for insoluble and
soluble fibres also showed no statistically significant benefit. Separate analysis of the studies with adequate
concealment of allocation did no! change these results. There was a beneficial effect for antispasmodics
over placebo for i inal pain (58% of anti: ic patients i to
46% of placebo 13 studles 1392 patlents RR 1.32; 95% Cl 1.12 to 1.55; P < 0.001; NNT = 7), global

of tients i compared to 39% of placebo; 22 studies; 1983

patients; RR 1 49 95% Cl 1.25 to 1.77; P < 0.0001; NNT = 5) and symptom score (37% of antispasmodic
patients .mpmved compared to 22% of placebo; 4 studies; 586 patients; RR 1.86; 95% Cl 1.26 to 2.76; P <
0.01; NNT = 3). ..

"query": "why was bulking used for irritable bowel syndrome"}

Figure 6: Detailed informations of NFCORPUS dataset.

11d4ccb74£3 7
The evolution of human skin coloration.”,
'Skin color is one of the most conspicuous ways in which humans vary and has been widely used to
define human races. Here we presem new evidence indicating that variations in skin color are adaptive, and
are related to the i (UV) radiation ion in the i and its direct and
indirect effects on fitness. Uslng remotely sensed data on UV radiation levels, hypotheses concerning the
distribution of the skin colors of indigenous peoples relative to UV levels were tested quantitatively in this
study for the first time. The major results of this study are: (1) skin reflectance is strongly correlated with
absolute latitude and UV radiation levels. The highest c: between skin r and UV levels
was observed at 545 nm, near the for that the main role
of melanin pigmentation in humans is regulation of the effects of UV radiation on the contents of
cutaneous blood vessels located in the dermis. (2) Predicted skin reflectances deviated little from observed
values. (3) In all populations for which skin reflectance data were available for males and females, females
were found to be Ilghter skinned than males. (4) The clinal gradation of skin coloration observed among
mdlgenous peoples is correla(ed with UV radiation levels and represents a compromise solution to the

ion and vitamin D is. The earliest of
the hominid lineage probably had a mosﬂy or lightly pi covered with
dark black hair, similar to that of the modern chimpanzee. The evolution of a naked, darkly pigmented
integument occurred early in the evolution of the genus Homo. A dark epidermis protected sweat glands
from UV-induced injury, thus insuring the integrity of somatic ion. Of greater signif to
individual reproductive success was that highly melanized skin protected against UV-i R photolysis of
folate (Branda & Eaton, 1978, Science201, 625-626; Jablonski, 1992, Proc. Australas. Soc. Hum. Biol.5, 455-
462, 1999, Med. 581-582), a ite essential for normal development of the embryonic
neural tube (Bower & Stanley, 1989, The Medical Journal of Australia150, 613-619; Medical Research
Council Vitamin Research Group, 1991, The Lancet338, 31-37) and spermatogenesis (Cosentino et al., 1990,
Proc. Natn. Acad. Sci. U.S.A.87, 1431-1435; Mathur et al., 1977, Fertility Sterility28, 1356-1360).As hominids
migrated outside of the tropics, varying degrees of depigmentation evolved in order to permit UVB-
induced synthesis of previtamin D(3). The lighter color of female skin may be required to permit synthesis
of the rela(lvely higher amounts of vltamln D(3)necessary during pregnancy and lactation. Skin coloration
in humans is adaptive and labile. Skin pigmentation levels have changed more than once in human
evolution. Because of thls, skin coloration is of no value in i ips among
modern human groups."

"query": "how does skin reflectance affect radiation"}

Figure 7: Detailed informations of SCI-DOCS dataset.
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Summary Question”,
ased on Grand Adventures Tourism Ltd.'s 2021 report, summarize the financial and
ethical challenges the company faced and the measures taken to address them."},

"ground_truth"

: "In 2021, Grand Adven(ures Tourlsm Ltd. faced several financlal and ethlcal challenges. In
January, the ethical or integrity fraud and
confllcts of interest. An internal audit in May revealed financial improprieties and suspicious

raising about the y of financial reports. In response, the board of

hed a formal i ion in June. leading to the of senior
|n July. The company announced the need to restat: financial statements in August due to
i errors and mi To address these issues, a reputable forensn: a::ountmg f' irm

was hired in September to conduct a detailed i These
company's commitment to uncovering the truth, il P y. and holding il

o hical behavior.”,

"references”: ["One of the most notable events that occurred in January 2021 was the emergence of
ethics and integrity inci within the ", "These incit involved signi
such as fraud, corruption, and conflicts of interest.”, "To address these issues, Grand Adventures
Tourism Ltd. took several measures, including launching an internal audit in May 2021.", "The audit
revealed financial imp i and raising concerns about the accuracy
and integrity of the company's financial reports.”, "In response to the internal audit flndlngs and
alleg thics and integrity incidents, the board of directors initiated a formal investigation in June
2021. Thls investigation aimed to uncover the truth behind the allegations and demonstrate the

i to ing the issues at hand."”, "As a result of the investigation, senior
executlves |mpI|cated in the internal audit findings and et and integrity incidents were placed on
suspension in July 2021, pending the outcome of the investigation.”, action sent a strong
message that Grand Adventures Tourism Ltd. would not tolerate unethical behavior and would hold
", "Furth. in August 2021, the company annc ced the need to

restate its financial due to i i errors and mi

raised about the 'y and reliability of reported fi nanclal information,
potentlally damaging investor trust . "To ensure a thorough investigation into the financial
improprieties, Grand Adventures Tourlsm Ltd. hired a reputable forensic accounting firm in
September 2021."],

}

Multi-hop Reasoning Question”,

low dld the :orporate governance pollcy revnslon m January 2018, including the

of i board of a whistle-blower program, and
the il ion of a board evaluation process, enhance stakeholder confidence in CleanCo
Housekeeping Services?"},

"ground_truth™: {"doc_ids": [47],

"content": "The corporate governance pollcy revnslon in January 2018 included several key measures:
the b ard d the board's diversity and expertise,
p in dec king; the i ion of a whistle-b P
provided a mechanism to detect and address hical behavi i
ices; and the i ion of a board evaluation process i ified areas for

p in g Collectively, these h d P ili
and stakehold: thereby k kehold: fid in CleanCo |
Services.",

“references": ["Firstly, in January 2018 the company revised its corporate governance policies to
enhance and "This revision included the
|mplementat|on of regular board eval ns, strengthened codes of ethl:s and increased

hese changes almed to improve corporate governance

prog
and ility, ulti I "As part of the
pollcy revision, CleanCo F ing Services inted three ii board bers in
March 2018.", "These board members brought diverse backgrounds and expertise to the company,
the board's il and p y in deci:
", "The i of ind dent board bers i d the board's di ity and
expertlse, Ieadmg toimp and decisil king.", "In June 2018, CleanCo
Services il di a whlstle-blower program to allow employees, clients, and other
stakeholders to report any ‘raud or viol of policies
d wnth ion from it , "Thi gl created a ism to detect
and address ior, further heni s
practices.”, "Another important event in 2018 was the i ion of a
comprehensive board evaluatlon process. g "Thls process almed to assess the effenlveness of the
board, its i and i The and

external evaluation to identify areas for i ices.”, "This
initiative played a crucial role in identifying weaknesses and areas for improvement, facilitating
better decisit king and ility within the Sk

Figure 8: Detailed informations of Dragonball dataset.
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