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Abstract

The communication topology in large language
model-based multi-agent systems fundamen-
tally governs inter-agent collaboration patterns,
critically shaping both the efficiency and effec-
tiveness of collective decision-making. While
recent studies for communication topology au-
tomated design tend to construct sparse struc-
tures for efficiency, they often overlook why
and when sparse and dense topologies help
or hinder collaboration. In this paper, we
present a causal framework to analyze how
agent outputs, whether correct or erroneous,
propagate under topologies with varying spar-
sity. Our empirical studies reveal that moder-
ately sparse topologies, which effectively sup-
press error propagation while preserving benefi-
cial information diffusion, typically achieve op-
timal task performance. Guided by this insight,
we propose a novel topology design approach,
EIB-LEARNER, that balances error suppres-
sion and beneficial information propagation by
fusing connectivity patterns from both dense
and sparse graphs. Extensive experiments show
the superior effectiveness, communication cost,
and robustness of EIB-LEARNER. The code is
in: https://github.com/se7esx/EIB/.

1 Introduction

Agents powered by large language models (LLMs)
(Li et al., 2023; Wang et al., 2024a; Xi et al., 2025;
Du et al., 2025a,b), have demonstrated strong per-
formance across tasks like reasoning (Yao et al.,
2023; Du et al., 2025c), code generation (Zhang
et al., 2024b), and complex decision-making (Guo
et al., 2024b). A key advancement in this area
is the development of collaborative multi-agent
systems (MAS), where multiple LLM agents in-
teract to outperform single agent when tackling
complex tasks (Talebirad and Nadiri, 2023; Liang
et al., 2024; Guo et al., 2024a). While agent role
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Figure 1: Illustration of (a) insight suppression caused
by sparse chain and (b) error propagation induced by
dense fully connected topologies.

specialization contributes to this improvement (Bo
et al., 2024), the communication topology, which
regulates how agents propagate, exchange, and pro-
cess information, plays a more fundamental role in
enabling effective multi-agent collaboration (Qian
et al., 2025; Zhang et al., 2024a). From simple
chain (Zhang et al., 2024c) and tree (Zhou et al.,
2024), to fully connected graphs (Hu et al., 2024b)
and LLM-generated designs (Zhuge et al., 2024),
prior works have proposed various topologies to
shape this interaction. These studies converge on a
central insight: the topology of communication is
critical to the effectiveness and efficiency of MAS.

Given its critical role in MAS performance, re-
cent studies have increasingly focused on the auto-
mated design of communication topology using
graph learning techniques (Li et al., 2024; Liu
et al., 2025a; Zhou et al., 2025), advancing be-
yond using pre-defined topologies. Central to these
approaches is the principle of sparsifying com-
munication graphs, motivated by the insight that
fewer but higher-quality interactions enhance sys-
tem efficiency. For example, AgentPrune (Zhang
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et al., 2025a) and AgentDrop (Wang et al., 2025c)
learn a task-specific sparse graph to eliminate
suboptimal connections and/or agents, while G-
Designer (Zhang et al., 2025b) introduces a graph
sparsification learning objective for the communi-
cation design model. Despite their advanced per-
formance and efficiency, these methods often treat
sparsification as an end goal, without considering a
deeper question: why and when do sparse topolo-
gies help MAS collaboration? Conversely, despite
enabling maximal inter-agent interaction, why and
when do dense topologies underperform?

To answer the above questions, from a causal
perspective, we conduct comprehensive analyses to
investigate how the communication topologies with
varying sparsity affect the information propagation
among agents and thereby impact decision-making
performance. Through empirical analysis, we find
that sparser topologies exhibit greater robustness
against the propagation of error information gener-
ated by an individual agent, but may also suppress
beneficial insights that contribute to accurate collec-
tive decision-making (see Figure 1a). Conversely,
denser topologies enable thorough insight dissemi-
nation, but also aggressively propagate individual
errors (see Figure 1b). With task-oriented analysis,
we derive a novel insight: an ideal communica-
tion topology should have a moderate sparsity,
effectively suppressing error propagation while
maintaining beneficial insight propagation.

Based on the insight above, we propose Error-
Insight Balanced Learner (EIB-LEARNER for
short) for automated communication topology de-
sign of LLM-based MAS. Given a specific query,
EIB-LEARNER can dynamically customize an op-
timal topology by balancing error suppression and
insight propagation. Specifically, EIB-LEARNER

utilizes dual-view graph neural networks (GNNs)
to simultaneously simulate error suppression on
sparse graphs and insight propagation on dense
graphs, creating complementary topological repre-
sentations that inform optimal connectivity. Then,
EIB-LEARNER integrates the connectivity coef-
ficients learned by both views with query-aware
adaptive fusion, blending the error robustness of
sparse topologies with the insight propagation ca-
pacity of dense topologies. Extensive experiments
on 6 benchmark datasets demonstrate the effective-
ness, communication efficiency, and robustness of
EIB-LEARNER. To sum up, the main contributions
of this paper are as follows:

• Causal Analysis. We conduct causal counter-
factual analyses to assess the impact of an agent
on collective decision making in communica-
tion topologies with varying sparsity, revealing
how error and insight propagation affect the inter-
agent collaboration.

• Novel Method. We propose EIB-LEARNER,
a GNN-based communication topology design
approach that simulates error and insight prop-
agation in MAS and learn reliable and efficient
topologies by balancing error-insight trade-off.

• Comprehensive Experiments. Experiments on
6 MAS decision-making benchmarks demon-
strate that EIB-LEARNER achieves superior ac-
curacy with reduced communication cost and
better robustness compared to existing baselines.

2 Problem Definition

Communication Topology We formulate the
communication topology of a multi-agent system
(MAS) as a directed acyclic graph (DAG), defined
as G = (V, E). Here V = {v1, · · · , vN} denotes
the set of nodes, where each node vi indicates
a LLM-based agent. The edge set E specifies
directed communication links, where each edge
eij = (vi, vj) ∈ E indicates that agent vi can re-
ceive messages from agent vj . The connectivity
of G can be represented by an adjacency matrix
A ∈ {0, 1}N×N , where Ai,j = 1 if and only if
(vi, vj) ∈ E and Ai,j = 0 otherwise.

In this setup, each node vi ∈ V corresponds
to a LLM-based agent and can be formalized as
vi = {Rolei, Statei}, where Rolei denotes the
pre-defined role of agent vi for a specific task, and
Statei stores the history response of the agent vi
and its interaction history with other agents. Each
LLM-based agent receives a prompt P and gener-
ates the responseRi by:

Ri = vi(P) = vi(Psys,Pusr), (1)

where Psys is the system prompt that combine the
Rolei and Statei of the current agent, and Pusr
denotes the user prompt, including current query,
task instructions, and other necessary information.

Communication Protocol Given a user queryQ,
a MAS performs K rounds of interaction based
on the communication graph G. At each round t,
the execution order of agents is determined by a
topological sort σ = [vσ1 , . . . , vσN ], ensuring that
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an agent is only activated after all its in-neighbors
have produced their outputs. Each agent vi gen-
erates its own responseR(t)

i according to the user
query and the outputs of its neighbors:

R(t)
i = vi(Psys,P(t)

usr ), (2)

P(t)
usr = {Q} ∪ {R(t)

j |vj ∈ N (vi)},

where N (vi) = {vj |(vj , vi) ∈ E)} denotes the
neighbor set of the agent vi. After K rounds, the
final output O is obtained by aggregating all agent
outputs:

O = Aggregate(R(K)
i . . .R(K)

n ), (3)

where the aggregation strategy Aggregate(·) varies
across implementations, including majority voting
among agents, delegating the final decision to a
specific agent (the mechanism used by all MAS
in this paper), or selecting the output from the last
agent in the execution order. The communication
rounds K can be either predefined or adaptively
determined via early-stopping mechanisms.

MAS Communication Topology Design Problem
In this paper, we aim to design a communication
topology for a LLM-based MAS that maximizes
the utility of the collective output under a given
task query. Formally, Our objective is to find an
optimal topology G from a feasible topology space
G such that:

G = argmax
G∈G

ϕ(G(Q)), (4)

where ϕ(·) denotes a utility function that evaluates
the correctness or overall quality of the system
output G(Q) in response to the input queryQ. The
search space G includes all valid DAGs over the
agent set V that satisfy acyclicity and predefined
execution constraints.

3 Analysis of Communication Topology

In this section, we conduct extensive empirical anal-
ysis to investigate how communication topologies
of varying sparsity shape the actual information
propagation among agents and influence collective
decision-making outcomes in a multi-agent system
(MAS). First, we discuss two causal effects of com-
munication topologies with different sparsity: er-
ror propagation and insight propagation. Specif-
ically, we analyze how the erroneous information
generated by an individual agent spreads, as well

as how beneficial insights diffuse across the topol-
ogy. Next, we evaluate how sparsity influences the
effectiveness through task-oriented performance
analysis, and expose the ideal information propaga-
tion characteristics of communication topologies.
Finally, we assess the information diffusion capa-
bilities of existing communication paradigms, in-
cluding both pre-defined and automatically learned
topologies, with respect to their error and insight
propagation properties.

3.1 Causal Metric of Agent Impact

In order to analyze the information propagation
effects of different communication topologies, we
first define a new causal metric, denoted as Coun-
terfactual Agent Propagation Effect (CAPE), that
quantifies the causal influence of the output of a
single agent on the final answer of MAS under a
given communication graph. Specifically, we per-
form a counterfactual intervention by forcing agent
vi to produce a deliberately manipulated output,
and then measure whether this change alters the
final prediction made by the MAS under a fixed
topology G. The formal definition is as follows:

Definition 3.1 Given a MAS under communication
graph G, for a query Q, let yorig

Q ∈ {0, 1} denote
whether the final system answer is correct under
the original communication process. The Counter-
factual Agent Propagation Effect (CAPE) of agent
vi under G and query Q as:

CAPEi(G,Q) = I[ycf
q (G, do(Oi := Ôi)) ̸= yorig

q (G)], (5)

where do(Oi := Ôi)) denotes a targeted interven-
tion that forces only agent vi output to a counter-
factual value Ôi, y

cf
Q ∈ {0, 1} is the correctness of

the final system prediction after the intervention,
and I [·] is the indicator function for whether the
final answer of MAS is flipped.

A higher CAPE value suggests that changes
in the output of an individual agent, once prop-
agated through the communication structure, have
a stronger influence on the final decision of MAS.
Building on the ability of CAPE to quantify agent-
level influence, we further define the Total Coun-
terfactual Topology Effect (TCTE) to expend the
casual metric to the topology level, providing a
comprehensive measure of the general sensitivity
of the topology to localized interventions.

Definition 3.2 Given a communication topology
G, its Total Counterfactual Topology Effect (TCTE)
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Figure 2: Empirical results of error propagation effect
and insight propagation effects.

given a query Q is defined as:

TCTE(G,Q) = 1

N

∑

vi∈V

1√
di
·CAPEi(G,Q), (6)

where di is the degree of agent vi in graph G.

In TCTE, the coefficient 1/
√
di downweights

the agents with high degree, reflecting the intuition
that highly connected agents are more likely to
spread influence, and we wish to normalize their
impact accordingly. A higher TCTE indicates that
the topology is more responsive to specific changes
in agent-level output, implying a greater potential
to either propagate erroneous information or effec-
tively transmit correct insights.

3.2 Empirical Analysis
In this subsection, we aim to empirically assess
how different communication topologies affect the
sensitivity of MAS to agent-level perturbations.
We quantify the sensitivity by computing TCTE of
communication graphs, and also evaluate the effec-
tiveness of different topologies using task-oriented
measurement, i.e., question-answering accuracy.

Experimental Settings We conduct our exper-
iments on the MMLU dataset (Hendrycks et al.,
2021), a benchmark for evaluating knowledge and
reasoning across diverse domains. In our MAS
setup, each of the six agents is an independent in-
stance of GPT-3.5 with a distinct role and prompt
template, and all communicate according to a pre-
specified topology. For each topology, we construct

two evaluation sets: one containing 500 questions
that the MAS originally answers correctly, and an-
other with 500 questions that the system answers
incorrectly. These sets serve as the basis for simu-
lating both detrimental and beneficial agent-level
interventions under varying graph structures.

3.2.1 Analysis of Error Propagation Effect
Setup To investigate how different communica-
tion topologies spread the erroneous information
generated by a single agent, we focus on the 500
originally correct questions and assess the vulner-
ability of MAS to local errors. Specifically, we
start from a fully connected communication graph
(Full) and progressively remove edges randomly
to generate topologies with different sparsity lev-
els, until it degrades into a chain graph (Chain).
For each graph, we apply a counterfactual interven-
tion by modifying the system prompt of an agent
to produce an incorrect output, i.e., Ôi = Oerror,
and compute the corresponding TCTE to quantify
how often the final prediction flips from correct to
incorrect under each topology.

Discussion of Results As shown in Figure 2a,
dense topologies exhibit greater susceptibility to
error propagation, wherein erroneous outputs from
individual agents are more likely to compromise
the final prediction. When the sparsity is zero (i.e.,
Full), TCTE reaches its peak. In contrast, sparser
structures can effectively mitigate this issue. For ex-
ample, in the extreme case Chain, TCTE is reduced
by up to 19%, indicating improved robustness to
localized errors.

Finding 1: Denser communication topologies
are more susceptible to error spreading, while
sparser topologies demonstrate stronger resis-
tance to the error propagation effect.

3.2.2 Analysis of Insight Propagation Effect
Setup In this experiment, we examine how dif-
ferent topologies support the propagation of bene-
ficial insight generated by each agent. We focus
on the 500 originally incorrect questions and start
from a sparse Chain topology, gradually adding
edges to increase connectivity until reaching Full.
In each case, we perform a counterfactual interven-
tion by injecting the correct answer into a selected
agent’s prompt, i.e., Ôi = Ocorrect, and compute
the corresponding TCTE to measure how often the
final prediction flips from incorrect to correct.
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Discussion of Results As shown in Figure 2b,
sparse topologies tend to impede the propagation of
accurate and informative signals, preventing them
from influencing the final output. When connec-
tivity is minimal (i.e., Chain), TCTE reaches its
lowest value, indicating poor transmission of cor-
rect insights. With increasing density, the insight
propagation effect is strengthened. In Full struc-
ture, TCTE increases by 10.5%, suggesting that
the system becomes more capable of integrating
accurate agent-level inputs into the final decision.

Finding 2: Increased connectivity enhances
beneficial insight propagation in MAS, while
sparse topologies constrain the integration of
informative signals from individual agents.

3.2.3 Effectiveness Analysis

Setup While communication topologies of dif-
ferent sparsity levels produce distinct error propa-
gation and insight propagation effects, a follow-up
question raises: How do the topological sparsity
ultimately affect real-world task performance? To
answer this question, we examine the task-oriented
performance of different topologies, in term of ac-
curacy for MMLU dataset.

Discussion of Results The task-oriented accu-
racies are demonstrated by the red dashed line in
Figures 2a and 2b. From both cases, we can ob-
serve that a moderate sparsity contributes to better
task performance, while overly sparse or dense
structures lead to suboptimal outcomes. Recalling
Finding 1 and Finding 2, this phenomenon arises
because topology with intermediate sparsity strikes
a balance: it sufficiently suppresses erroneous in-
formation while effectively propagating beneficial
insights, thereby maximizing the decision-making
accuracy of MAS. At the agent level, an ideal topol-
ogy should balance this trade-off through moderate
sparsity: establishing dense connections around
high-accuracy agents to amplify beneficial insights,
while maintaining sparse connectivity for error-
prone agents to limit misinformation propagation.

Insight: Topologies with moderate sparsity op-
timize MAS performance by balancing error
suppression and insight propagation, achieved
through dense connections around accurate
agents and sparse links for error-prone agents.

3.2.4 Analysis of Existing Topologies
Setup With the Insight given above, we are cu-
rious about: How do existing communication
topologies, both pre-defined and learnable, per-
form in balancing error propagation and insight
diffusion? We evaluate a range of representa-
tive topologies, including pre-defined ones such as
Full, Layered, Random, Star, and Chain, as well
as topologies learned through state-of-the-art meth-
ods such as AgentDropout (Wang et al., 2025c)
and AgentPrune (Zhang et al., 2025a).

Discussion of Results As shown in Figure 2c,
the results reveal a consistent trend: sparse topolo-
gies are more robust to error propagation, while
denser structures better support the amplification
of helpful insight, which echoes our earlier analysis.
However, we found that the topologies generated
by AgentDrop and AgentPrune do not show supe-
rior performance compared to random graphs with
moderate sparsity, indicating that topology opti-
mization methods that explicitly balance error and
insight propagation.

Limitation: Current methods show limited ef-
fectiveness in simultaneously managing error
suppression and insight propagation.

4 Methodology

To address the above Limitation, in this sec-
tion, we propose a novel Error-Insight Balanced
Learner (EIB-LEARNER for short) for communi-
cation topology optimization in multi-agent system
(MAS). Motivated by our Insight, EIB-LEARNER

balances the error-insight trade-off by co-training
two complementary graph neural network (GNN)
simulators to simulate the error suppression and
insight propagation given a specific query (Sec-
tion 4.1), and then adaptively blending their learned
inter-agent coefficients to construct robust topolo-
gies (Section 4.2). The overall pipeline of EIB-
LEARNER is shown in Figure 3.

4.1 GNN-based Propagation Simulators

To balance error suppression and insight propaga-
tion in communication topologies, a critical prereq-
uisite is identifying beneficial agents (those likely
to contribute accurate insights) and error-prone
agents (those susceptible to generating misinforma-
tion) within the MAS for a given queryQ, and then
model the information flow among these agents.
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Nevertheless, without prior knowledge of agent
reliability in answering Q, it is challenging to dis-
tinguish the agents and simulate their responses. To
address this challenge, we utilize GNNs to simulate
the responding process of MAS given a query, and
hence model error and insight propagation.

MAS as an Attributed Graph While the inter-
agent communication can be represented as a graph
structure, we further embed the agent role informa-
tion and query text into the feature input of GNNs.
Specifically, the feature of each agent node vi can
be acquired by:

xi ← NodeEncoder(T (Rolei),Q), (7)

where T (·) extracts the textual description of
the agent role and its corresponding prompt,
and NodeEncoder(·) can be implemented using
lightweight pre-trained text embedding models.
The integration of agent role and query allows the
GNN model to capture the contribution (beneficial
or error-prone) of each agent given a specific query.
GNNs for Propagation Simulation With the
MAS attributed graph as input, we leverage GNNs
to simulate the information propagation in MAS.
Formally, at the l-th GNN layer, the message rep-
resentation for node vi is updated by aggregating
features from its neighbors:

m
(l)
i = MP

(
m

(l−1)
i , {m(L−1)

j | vj ∈ N (vi)}
)
, (8)

where m
(0)
i = Xi is the raw input feature of node

vi, N (vi) denotes the set of neighbors, and MP(·)

is the message passing function that aggregates and
transforms neighboring information. The message
passing scheme of GNNs can effectively mimic the
information flow in MAS: the message aggregation
of neighbors reflects the communication between
agents, while the feature transformation can simu-
late the agent responding given a query.

In EIB-LEARNER, we design a dual-view frame-
work, with two GNNs to simulate the error suppres-
sion and insight propagation, respectively. Inspired
by Finding 1, we employ the most sparse chain
topology to simulate error suppression in MAS; In
the other hand, Finding 2 motivates us to use the
densest full topology to simulate insight propaga-
tion effect. These two different topologies deter-
mine different neighbor definitions in Eq. (8).

4.2 Error-Insight Balanced Topology Learner

Inter-Agent Coefficient Modeling Building
upon the GNN simulators, we use an inner-product
decoder to estimate pairwise connectivity to model
the inter-agent connectivity in the optimal commu-
nication topology, which can be written as:

Zview = GNN(Aview,X),Mview = σ(ZT
viewZview), (9)

where subscript “view” can be “sparse” or “dense”,
corresponding to the views that simulate error
suppression and insight propagation, respectively,
Mview is the coefficient matrix to model inter-agent
connectivity, and σ(·) denotes the sigmoid function
to ensure outputs are in [0, 1]. The inner product
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operation leverages propagated information to esti-
mate agent compatibility, determining the optimal
likelihood of connection between any two agents
in the communication topology.

Adaptive Dual-View Fusion Based on our In-
sight, the optimal communication topology should
balance the factors of error suppression and insight
propagation, which are modeled by the sparse and
dense views, respectively. To this end, we intro-
duce a simple yet effective fusion function to fuse
Msparse and Mdense into a comprehensive coeffi-
cient matrix Mfinal.

Concretely, we implement the fusion with
a query-aware gating mechanism. Firstly, a
lightweight feedforward network (i.e. MLP) takes
the task query embedding Q (acquired by pre-
trained text encoder) as input and outputs the fu-
sion weight α = [αdense, αsparse] via a softmax func-
tion, dynamically adjusting the contribution of each
view. This allows the final topology to adapt to
the semantic demands of different tasks, favoring
dense propagation when the context is reliable, and
leaning toward sparse filtering under uncertainty.
Then, we can acquire Mfinal by:

Mfinal = αdense ·Mdense + αsparse ·Msparse. (10)

The coefficient Mfinal is used to sample a dis-
crete communication topology G that determines
how messages flow between agents during infer-
ence, following the Bernoulli edge sampling strat-
egy proposed in Zhang et al. (2025a).

Model Optimization To optimize this structure
generation process, we aim to maximize the utility
of the resulting communication topology, which
measures the correctness of the final output O =
G(Q) under the learned communication topology.
However, the utility function ϕ(·) is typically non-
differentiable under our task setting since it de-
pends on downstream black-box reasoning (e.g.,
querying LLMs). Hence, we adopt a standard pol-
icy gradient method to estimate gradients and up-
date model parameters:

∇ΘEΘ∼Ω

[
ϕ
(
G(Q)

)]
≈ 1

M

∑M
m=1 ϕ(Om)∇Θ log(P (Gm)), (11)

where the Θ ∼ Ω are learnable parameters in EIB-
LEARNER, P (Gm) calculates the probability of Gm
being sampled. ϕ(Om) can be treated as the task-
specific reward of the final answer produced under
current topology. The pseudo-code algorithm of
EIB-LEARNER is provided in Appendix A.

5 Experiments

5.1 Experimental Setup

Datasets We evaluate EIB-LEARNER on six
benchmarks from three domains: general reason-
ing: MMLU (Hendrycks et al., 2021), mathemati-
cal reasoning: GSM8K (Cobbe et al., 2021), Multi-
Arith (Roy and Roth, 2015), SVAMP (Patel et al.,
2021), and AQuA (Ling et al., 2017), and code gen-
eration: HumanEval (Chen et al., 2021), following
the evaluation setup adopted in G-designer (Zhang
et al., 2025b). Details are in the Appendix C.
Baselines We consider a broad range of base-
lines covering both single-agent prompting strate-
gies and multi-agent communication: 1) single-
agent methods such as CoT (Wei et al., 2022), Self-
Consistency (Wang et al., 2023); 2) multi-agent
systems with fixed topologies including Chain,
Tree, Complete Graph, and Random Graph (Qian
et al., 2025); 3) LLM-Debate (Du et al., 2023); and
4) automated design approaches including Agent-
Prune (Zhang et al., 2025a), AgentDrop (Wang
et al., 2025c), and G-Designer (Zhang et al.,
2025b).
Implementation Details We use GPT-4o through-
out all experiments, accessed via the OpenAI API.
A summarizer agent is designated to aggregate
the dialogue history and produce the final answer,
where the round K = 3. This also corresponds
to the number of GNN layers used. For agent
representation, we implement the NodeEncoder(·)
using the pretrained all-MiniLM-L6-v2, with an
embedding dimension D = 384. We use 6 agents
for the complex reasoning benchmark MMLU, 5
agents for HumanEval, and 4 agents for all mathe-
matical reasoning benchmarks. Each experiment is
optimized using B ∈ {40, 60} query samples.

5.2 Performance Comparison

EIB-LEARNER achieves state-of-the-art perfor-
mance on all six benchmarks. As shown in Table
1, EIB-LEARNER obtains the highest average accu-
racy of 91.38%, outperforming all single-agent and
multi-agent baselines which adopt the predefined
or LLM-generated topology. Specifically, prede-
fined topologies achieve an average performance
of at most 85.53% (e.g., LLM-Debate), while au-
tomated design methods perform better, with G-
designer reaching up to 90.04%. Even against
recent best topology optimization methods, EIB-
LEARNER still achieves an average performance
improvement of 1.34%. Experimental results ver-
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Table 1: Performance comparison (%) on six benchmarks. The best results are highlighted in bold.

Method MMLU GSM8K AQuA MultiArith SVAMP HumanEval Avg.
Vanilla 80.39 82.30 71.06 93.09 86.55 71.39 80.80
CoT 81.69 ↑1.30 86.50 ↑4.20 73.58 ↑2.52 93.25 ↑0.16 87.36 ↑0.81 74.67 ↑3.28 82.84 ↑2.04

SC (CoT) 83.66 ↑3.27 81.60 ↓0.70 75.63 ↑4.57 94.12 ↑1.03 88.59 ↑2.04 79.83 ↑8.44 83.91 ↑3.11

Chain 83.01 ↑2.62 88.30 ↑6.00 74.05 ↑2.99 93.27 ↑0.18 87.17 ↑0.62 81.37 ↑9.98 84.53 ↑3.73

Tree 81.04 ↑0.65 85.20 ↑2.90 71.23 ↑0.17 93.68 ↑0.59 88.91 ↑2.36 80.53 ↑9.14 83.43 ↑2.63

Complete 82.35 ↑1.96 80.10 ↓2.20 72.95 ↑1.89 94.53 ↑1.44 84.01 ↓2.54 79.03 ↑7.64 82.16 ↑1.36

Random 84.31 ↑3.92 86.90 ↑4.60 76.48 ↑5.42 94.08 ↑0.99 87.54 ↑0.99 82.66 ↑11.27 85.33 ↑4.53

LLM-Debate 84.96 ↑4.57 91.40 ↑9.10 77.65 ↑6.59 96.36 ↑3.27 90.11 ↑3.56 84.70 ↑13.31 87.53 ↑6.73

AgentPrune 85.07 ↑4.57 91.10 ↑8.80 80.51 ↑9.45 94.65 ↑1.56 90.58 ↑4.03 86.75 ↑15.36 88.09 ↑7.29

AgentDropout 85.62 ↑5.23 91.70 ↑9.40 80.94 ↑9.88 95.60 ↑2.51 91.04 ↑4.49 85.98 ↑14.59 88.48 ↑7.68

G-designer 86.92 ↑6.53 93.80 ↑11.50 81.60 ↑10.54 96.50 ↑3.41 93.10 ↑6.55 88.33 ↑16.94 90.04 ↑9.24

EIB-LEARNER 88.90 ↑8.51 95.20 ↑12.90 83.49 ↑12.43 96.83 ↑3.74 94.70 ↑8.15 89.15 ↑17.76 91.38 ↑10.58

Table 2: Results of ablation study.

Method MMLU GSM8K HumanEval Average
Vanilla 80.39 82.30 71.39 78.02
EIB-LEARNER 88.90 95.20 89.15 91.08
w/o Dense 84.85 91.10 86.57 87.51
w/o Sparse 86.17 93.50 88.26 89.31
w/o Fusion 85.23 92.80 87.07 88.37

ify that EIB-LEARNER generates a better topology
and achieves accurate and reliable decisions by bal-
ancing insight and error propagation. We provide
the case study in the Appendix D.

5.3 Ablation Study

All modules in EIB-LEARNER are critical to
maintaining strong reasoning performance. We
conduct ablation studies on MMLU, GSM8K, and
HumanEval to evaluate the impact of different com-
munication components: (1) w/o Dense, which
removes the dense GNN branch; (2) w/o Sparse,
which excludes the sparse GNN branch; and (3)
w/o Fusion, which replaces the fusion module with
a direct addition operation. As shown in Table 2, re-
moving the dense GNN branch leads to the largest
performance drop. For example, on GSM8K, accu-
racy decreases by 4.1%. The absence of either the
sparse GNN branch or the fusion component also
results in comparable degradation. These results
suggest that the three modules interact synergis-
tically, and removing any of them weakens the
overall reasoning capacity of MAS.

5.4 Token Efficiency

EIB-LEARNER achieves lower token cost with
higher performance. As shown in Figure 4a and
4b, although our approach does not explicitly pur-
sue sparsity, it achieves comparable cost to sparsity-
based G-designer while delivering significantly

higher accuracy. This observation holds across
both MMLU and GSM8K, where EIB-LEARNER

maintains efficient communication without compro-
mising reasoning quality. Compared to predefined
communication topologies such as fully connected
graphs and LLM-Debate, EIB-LEARNER substan-
tially reduces token consumption which highlight-
ing its ability to eliminate redundant interactions
while preserving critical information flow.

5.5 Robustness Analysis

EIB-LEARNER demonstrates strong robustness
against adversarial prompt attacks. Follow-
ing Zhuge et al. (2024), we simulate a system
prompt attack by injecting adversarial prompts into
a single agent. As shown in Figure 4c, simple
topologies such as chain and tree graphs suffer
substantial degradation under such attacks, with
performance drops up to 11.8%. In contrast, EIB-
LEARNER exhibits strong robustness: the accuracy
only drops by the least decrease of 1.24%. This ro-
bustness arises from our balanced topology design,
which mitigates error propagation through bottle-
neck structures while promoting rapid consensus
via densely connected reliable agents.

6 Related Work

6.1 LLM-based Multi-Agent Systems

Large Language Models (LLMs) have demon-
strated remarkable capabilities across a wide range
of tasks, from reasoning (Wang et al., 2024b, 2023,
2025b) and planning to dialogue (Hu et al., 2024a;
Yi et al., 2024) and programming (Ishibashi and
Nishimura, 2024; Zhang et al., 2024b). Extend-
ing from single-agent settings, recent work has
explored organizing multiple LLM-based agents
into collaborative systems, unlocking new poten-
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Figure 4: Experiments on token consumption and ro-
bustness against prompt injection attacks.

tial through inter-agent interaction (Guo et al.,
2024a). Representative systems adopt diverse co-
ordination strategies, including sequential reason-
ing pipelines (Wei et al., 2022), debate-based role
playing (Li et al., 2024), and centralized plan-
ning (Zhuge et al., 2024). These advances high-
light the importance of inter-agent communication
in scaling LLM capabilities to more complex, open-
ended tasks.

6.2 MAS as Graphs

The effectiveness of LLM-based MAS has been
closely tied to the quality of their communica-
tion topologies (Zhuge et al., 2024; Miao et al.,
2025; Liu et al., 2025b; Li et al., 2025; Wang
et al., 2025a). Graphs provide a natural and ex-
pressive abstraction for modeling inter-agent in-
teractions, enabling both structured information
flow and flexible coordination (Hu et al., 2024b;
Zhou et al., 2025). Early approaches adopt fixed
topologies such as chains, stars, or fully connected
graphs (Qian et al., 2025), each offering different
trade-offs in information sharing and control (Li
et al., 2024). More recent research explores learn-
able communication graphs to enhance execution
efficiency and scalability. For example, Agent-
Prune (Zhang et al., 2025a) introduces task-specific
sparse masks to suppress redundant communi-
cation; AgentDrop (Wang et al., 2025c) applies
stochastic dropout to nodes and edges to improve
robustness; and G-Designer (Zhang et al., 2025b)
dynamically generates query-dependent topologies

for better task adaptation. While these methods
improve computational efficiency and economic
viability by learning compact and adaptive commu-
nication structures, they generally treat sparsity as
a cost-saving mechanism without explicitly analyz-
ing when or why sparse or dense topologies lead to
better multi-agent outcomes.

7 Conclusion
In this paper, we present EIB-LEARNER, a topol-
ogy optimization framework for LLM-based multi-
agent systems, grounded in causal analysis of infor-
mation propagation. By identifying that moderately
sparse structures best balance error suppression and
insight preservation, EIB-LEARNER adaptively
fuses dense and sparse views to form task-specific
topologies. Experiments on six datasets across
reasoning, math, and code tasks show that EIB-
LEARNER consistently improves performance, en-
hances robustness, and reduces communication
overhead.

Limitation

While our method demonstrates strong perfor-
mance on reasoning, math, and code generation
tasks, the scope of evaluation remains limited. To
better assess the generalizability of our framework,
future work should explore more diverse task do-
mains, such as real-world decision-making and
open-domain dialogue. In addition, the current de-
sign relies on a fixed set of predefined agent roles
and manually crafted prompts, which may limit
adaptability in unfamiliar or evolving scenarios.
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A Pseudo-code for EIB-LEARNER

Algorithm 1 provides the detailed pseudo-code of
EIB-LEARNER, which takes the current query as
input. EIB-LEARNER comprises a lightweight
language encoder, two GNNs, and a gated fusion
network, ensuring efficiency during execution. In
training, a subset of queries is used to construct
communication topologies via EIB-LEARNER, fol-
lowed by multi-agent decision-making based on
the generated topologies.

Table 3: Comparison of accuracy, time, and cost across
different agent configurations. We sample 1000 ques-
tions from MMLU benchmark and utilize GPT-3.5 as
the base LLM.

#Agents 5 7 9

Chain
Accuracy (%) 63.33 64.55 65.07
Time (min) 53.11 90.94 126.15
Cost (USD) 4.18 10.04 15.38

Complete Graph
Accuracy (%) 61.83 62.16 62.71
Time (min) 80.85 114.29 236.44
Cost (USD) 5.78 14.49 31.67

G-Designer
Accuracy (%) 64.08 65.82 66.01
Time (min) 57.14 94.32 138.18
Cost (USD) 4.30 11.37 16.35

EIB-LEARNER

Accuracy (%) 65.47 67.14 67.82
Time (min) 59.38 96.21 141.89
Cost (USD) 4.36 11.97 17.02

B Scalability in the number of agents

To evaluate the scalability of EIB-LEARNER to
larger multi-agent settings, we report its perfor-
mance across systems with 5 to 9 agents, as shown
in Table 3. Notably, EIB-LEARNER achieves the
most significant performance gains as the num-
ber of agents increases. More importantly, while
maintaining comparable computational cost and
runtime to G-Designer, EIB-LEARNER delivers
consistently better results. Specifically, it achieves
a 5.11% improvement in accuracy while consum-
ing only about half the token cost of a fully con-
nected topology. These results demonstrate the

scalability and potential of our method for enabling
large-scale, autonomous multi-agent collaboration.

C Dataset Statistic

We present the dataset statistics in Table 4,
following the same experimental setup as G-
Designer (Zhang et al., 2025b).

D Case Study

For the HumanEval task (case A in Figure 5), which
requires symbolic reasoning and program synthesis,
EIB-LEARNER constructs a hierarchical commu-
nication structure: the Project Manager initiates
task planning and forwards it to the Algorithm De-
signer, who devises logic that is implemented by
the Programming Expert. Outputs are then veri-
fied by the Test Analyst and corrected by the Bug
Fixer, forming a feedback loop that suppresses
local errors while ensuring functional accuracy.

For the GSM8K problem (case B in Figure 5),
calculating how many friends can attend a party
under budget constraints. EIB-LEARNER topol-
ogy to balance efficiency and error control. The
Mathematical Analyst models the problem and
communicates with the Math Solver for final com-
putation. Simultaneously, the Programming Ex-
pert provides structural parsing to the Inspector,
who ensures the calculation logic is sound, avoid-
ing propagation of misunderstandings.

These topologies align with our dual-view de-
sign by enabling efficient propagation of correct
reasoning while suppressing misleading signals
through targeted verification pathways.

12371



Q：Morgan's dad said that she had 
$90 budgeted for her birthday 
party. She wants to make sure she 
and her friends all get to play one 
round of mini-golf ,  have $5 in 
arcade tokens, and get to ride the 
go-karts twice. A round of mini-golf 
is $5. The Go-karts cost $10 a ride. 
How many friends can she invite?

Math Solver

Mathematical 
Analyst

Inspector
Programming 

Expert

GSM8K (case A)

def do_algebra(operator: List[str], operand: List[int]) -> int: 
""" 
Given two lists operator, and operand. The first list has basic algebra 

operations, and the second list is a list of integers. Use the two given lists 
to build the algebraic expression and return the evaluation of this 
expression .  The basic  operat ions:  Addit ion(+) ;  Subtract ion(-) ; 
Multiplication(*); Floor division(//); Exponentiation(**) . Example: 
operator['+', '*', '-']; array = [2, 3, 4, 5];result = 2 + 3 * 4 - 5;=> result = 9 

Note: 1. The length of operator list is equal to the length of operand 
list minus one. 2. Operand is a list of of non-negative integers. 3. Operator 
list has at least one operator, and operand list has at least two operands.

""" 

Humanevel (case B)

Bug Fixer 
Project 

Manager 

Programming 
Expert

Test Analyst

Algorithm 
Designer

Figure 5: Case study of the communication topologies designed by EIB-LEARNER on HumanEval and GSM8K
benchmarks.

Table 4: Dataset descriptions and statistics.

Category Dataset Answer Type Metric #Test License

General reasoning MMLU Multi-choice Acc. 153 MIT License

Math reasoning

GSM8K Number Acc. 1,319 MIT License
MultiArith Number Acc. 600 Unspecified
SVAMP Number Acc. 1,000 MIT License
AQuA Multi-choice Acc. 254 Apache-2.0

Code generation HumanEval Code Pass@1 164 MIT License
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Algorithm 1: Designing workflow of EIB-LEARNER

Input: Input query Q, a NodeEncoder, two GNN, a gating function, learning rate α
for query d ∈ {1, 2, . . . , D′} do

/* Establish multi-agent network */
for node i ∈ {1, 2, . . . , N} do
| xi ← NodeEncoder

(
T (Rolei),Qd

)
;

Obtain agent embeddings X← [x1,x2, . . . ,xN ]⊤;
Obtain query embeddings |Qd ← NodeEncoder

(
Qd

)
;

/* Forward process of EIB-Learner */
Utilize the fully connected graph and chain to obtain two adjacency matrices Adense and
Asparse;

Utilize Adense and Asparse to encode G into latent representations and decoding results in two
soft masks Mdense and Msparse:

Zdense = GNN(Adense,X), Mdense = σ(ZT
denseZdense)

Zsparse = GNN(Asparse,X),Msparse = σ(ZT
sparseZsparse)

Utilize a gating function to calculate the weight α based on the query Q:
α = softmax(W2 · ReLU(W1Qd + b1))
Fusing two masks based on their weights:
Mfinal = αdense ·Mdense + αsparse ·Msparse.
Obtain the new communication topology G by sampling from Mfinal
/* Guide multi-agent collaboration */
Obtain the the execution order of agents by topological sorting σ = [vσ1 , . . . , vσN ]
for t← 1 to K do

for node i ∈ σ do
R(t)

i = vi(Psys,P(t)
usr );

P(t)
usr = {Q} ∪ {R(t)

j |vj ∈ N (vi)};
O(t) = Aggregate(R(t)

i . . .R(t)
n );

/* Update G-Designer parameters */

Θd+1 ← Θd − α∇ΘLEIB-LEARNER;
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