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Abstract

Recent advances in Large Language Models
(LLMs) have enabled them to process increas-
ingly longer sequences, ranging from 2K to
2M tokens and even beyond. However, simply
extending the input sequence length does not
necessarily lead to effective long-context un-
derstanding. In this study, we integrate Chain-
of-Thought (CoT) reasoning into LLMs in a
supervised manner to facilitate effective long-
context understanding. To achieve this, we in-
troduce LongFinanceQA, a synthetic dataset in
the financial domain designed to improve long-
context reasoning. Unlike existing long-context
synthetic data, LongFinanceQA includes inter-
mediate CoT reasoning before the final con-
clusion, which encourages LLMs to perform
explicit reasoning, improving accuracy and
interpretability in long-context understanding.
To generate synthetic CoT reasoning, we pro-
pose Property-based Agentic Inference (PAI),
an agentic framework that simulates human-
like reasoning steps, including property extrac-
tion, retrieval, and summarization. We eval-
uate PAI’s reasoning capabilities by assess-
ing GPT-40-mini w/ PAI on the Loong bench-
mark, outperforming standard GPT-40-mini by
20.0%. Furthermore, we fine-tune LLaMA-3.1-
8B-Instruct on LongFinanceQA, achieving a
28.0% gain on Loong’s financial subset.

1 Introduction

Long context understanding remains an evolving
challenge (Kocisky et al., 2018; Wu et al., 2021;
Bai et al., 2024; Wang et al., 2024) in natural lan-
guage processing (NLP). Achieving long-context
understanding requires processing long-form tex-
tual information, thereby enhancing a model’s abil-
ity to generate coherent, accurate, and contextually
relevant responses (IBM Research, 2024). Practical
long context understanding has a potential impact
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Figure 1: The hype of long-context large language mod-
els. The results shown are from the Loong benchmark,
where green points refer to open-source LLMs and red
points indicate closed-source LLMs. Our GPT-40-mini
w/ PAI stands out as the red open circle.

on numerous applications, such as private docu-
ment analysis (Mukherjee et al., 2023), large code-
base understanding (Nam et al., 2024), and mul-
timodal content understanding (Chandrasegaran
et al., 2024; Lin et al., 2023; Tang et al., 2023;
Chen et al., 2024c). Recent advancements in large
language models (Ouyang et al., 2022; Reid et al.,
2024; Dubey et al., 2024) have significantly ex-
tended the input sequence length, ranging from 2K
to 2M tokens, as shown in Figure 7 in Appendix A.

However, simply increasing the input sequence
length does not necessarily improve the ability to
comprehend the long content (Yang et al., 2024a;
Goldman et al., 2024). In particular, Figure 1
presents the performance of various long-context
LLMs on the Loong benchmark (Wang et al., 2024).
The results suggest that, regardless of the maximum
sequence length models can process, their perfor-
mance remains similar, typically between 45% and
55%. This phenomenon exposes a hype that despite
considerably enlarging context window size, the
state-of-the-art LLMs still fail to perform satisfacto-
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rily in practical long-context problem-solving tasks.
Therefore, instead of merely increasing the input
sequence length, achieving effective long-context
understanding remains an open challenge.

In parallel with advanced long-context archi-
tectures and techniques (Peng et al., 2024; Liu
et al., 2024c; Dao and Gu, 2024), constructing high-
quality long-context training data remains essential
yet underexplored. Given the scarcity and high
annotation costs of long-context data, generating
high-quality synthetic data for long-context model-
ing is valuable and urgent. Early attempts (Raffel
et al., 2020; Fu et al., 2024) simply pack all short-
length data into long-context chunks without con-
sidering document boundaries. Later works (Zhang
et al., 2024a; He et al., 2024) have introduced
long-context QA tasks from both single- and multi-
source perspectives. Qwen-Agent (Yang et al.,
2024a) develops an agentic system to further im-
prove the quality of synthetic answers.

However, existing synthetic long-context data
typically pair challenging questions with brief final
answers for model training. This way overlooks a
key difference between long-context and traditional
QA tasks: practical long-context questions often
require multi-step reasoning throughout the long
content. Without intermediate reasoning, LLMs
struggle to learn effective patterns from the paired
complex questions and brief answers. We hypothe-
size that directly guiding models to generate brief
answers without intermediate reasoning steps for
long-context modeling will lead to suboptimal train-
ing. Instead, incorporating intermediate reasoning
into synthetic data will help LLMs learn effective
patterns and enhance training optimization.

To validate this hypothesis, we introduce Long-
FinanceQA, a novel long-context synthetic dataset
constructed using financial data. Each sample in
this dataset consists of a practical long-context
question and the corresponding augmented answer
along with intermediate chain-of-thought (CoT)
reasoning steps. In particular, we first collect 6,911
bilingual financial annual reports (i.e., English and
Chinese) published before 2022. We then build a
financial metric pool comprising key metrics com-
monly found in these reports, such as profit, cash
flow, and debt. Based on these financial metrics,
we generate 46,457 long-context questions that re-
quire single- or multi-source evidence. To gen-
erate reliable reasoning-augmented answers, we
propose Property-based Agentic Inference (PAI), a
comprehensive agentic framework. PAI leverages

LLM-based agents to simulate human-like reason-
ing and operates in three steps: 1) a property ex-
traction agent decomposes complex queries by
identifying key properties, where each property
consists of a metric and the corresponding subject;
2) a property-based retrieval agent retrieves rel-
evant information from long documents for each
identified property, and then generates intermediate
findings by leveraging the property-based retrieved
content; 3) a summarization agent synthesizes
the intermediate findings into a coherent conclu-
sion. The synthetic reasoning results are formed
by integrating outputs from the property extraction
and retrieval stages, while the conclusion is derived
from the summarization stage. Finally, LongFi-
nanceQA comprises 46,457 long-context QA pairs
with CoT reasoning over 6,911 financial reports.

Although PAI performs human-like reasoning in
long-context scenarios, it relies on human-crafted
design and multi-step inference. To simplify this
inference process, we intend to transfer PAI’s long-
context reasoning ability to a large language model,
LLaMA-3.1, via supervised fine-tuning on Long-
FinanceQA. The enhanced model, LongPAl, lever-
ages CoT reasoning to handle long-context prob-
lems in a single step. This fine-tuning procedure is
termed as Supervised CoT Reasoning.

Empirically, we first evaluate the outcome of
PAI on the Loong benchmark (Wang et al., 2024),
involving challenging long-context tasks on three
different domains. The results show that equip-
ping GPT-40-mini with PAI achieves a substantial
20% improvement on the Loong as shown in Fig-
ure 1. Moreover, the effectiveness of PAI guaran-
tees the quality of the synthetic data in LongFi-
nanceQA. Meanwhile, the enhanced LLaMA-3.1
model, LongPAI, achieves a 28.0% improvement
on the Financial subset of Loong. Notably, in sev-
eral scenarios, LongPAI even surpasses its teacher
model PAI. This phenomenon emphasizes the im-
portance of long-context modeling, contradicting
recent arguments that the long-context problem can
be solved by short language models (Qian et al.,
2024; Chen et al., 2024b).

Our main contributions are three-fold: 1) we
introduce LongFinanceQA, a long-context syn-
thetic dataset for fine-tuning with 46,457 QA pairs
featuring high-quality CoT reasoning from 6,911
bilingual financial annual reports; 2) to generate
reasoning-augmented answers, we propose an agen-
tic framework, Property-based Agentic Inference,
to mimic human behaviors; and 3) empirical results
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validate the effectiveness of PAI and supervised
CoT reasoning, the quality of LongFinanceQA, and
the importance of long-context modeling.

2 Related Work

Long-context Synthetic Data. The scarcity
of well-annotated long-context data makes high-
quality synthetic data generation a valuable re-
search direction. Early works (Raffel et al., 2020;
Fu et al., 2024) concatenate short data into long-
context fragments without considering the bound-
aries of the document. Large World Model (Liu
et al., 2024b) addresses this boundary issue with
masked sequence packing to keep attention within
documents. Subsequent studies (Zhang et al.,
2024a; He et al., 2024) construct single- and multi-
source long-context QA pairs requiring evidence re-
trieval across multiple document positions. Qwen2-
Agent (Yang et al., 2024a) leverages multiple
agents to enhance answer quality. Beyond con-
ventional QA pairs, our study augments answers
with intermediate reasoning steps, explicitly guid-
ing language models in learning reasoning abilities
for practical long-context scenarios.

Long-context Large Language Models. Two
main approaches enhance long-context problem-
solving: reduction-based and extension-based
methods. Reduction-based methods compress in-
put by preserving essential information, allowing
LLMs to focus on relevant content. Techniques like
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) and task decomposition for book sum-
marization(Wu et al., 2021) follow this approach.
Extension-based methods expand the context win-
dow directly. RoPE (Su et al., 2024) introduces
a foundational positional encoding widely used
in long-context LLMs (Peng et al., 2024; Yang
et al., 2024a; Dubey et al., 2024). Parallelism
techniques (Ren et al., 2021; Liu et al., 2024c)
scale context capacity, enabling fully fine-tuning
for long-context LLMs. This study leverages paral-
lelism techniques to achieve long-context training.
Chain-of-Thought Resoning. The CoT technique
improves the reasoning abilities of language mod-
els by incorporating intermediate reasoning steps.
Early works (Wei et al., 2022) present that prompt-
ing LLMs with step-by-step reasoning significantly
improves performance on complex reasoning tasks.
Following works (Zelikman et al., 2022; Yao et al.,
2024) explore structured CoT approaches, such
as tree-based and self-consistent reasoning. This

work incorporates CoT reasoning steps into fine-
tuning data instead of well-crafted prompts. This
approach enables the augmented data to explicitly
supervise language models in reasoning skills.
Agentic RAG. Agentic RAG frameworks can be
grouped into two paradigms (Liang et al., 2025):
predefined reasoning and agentic reasoning RAG.
Our proposed PAI framework is a hybrid of the two
paradigms. Like predefined RAG systems (Press
et al., 2023; Sarthi et al., 2024), PAI follows a
structured, multi-step reasoning workflow. How-
ever, the components of PAI employ the techniques
used in agentic reasoning RAG. Concretely, Prop-
erty Extraction Agent and Proper-based Retrieval
Agent use prompt-based approaches (i.e., function
calling (Eleti et al., 2023)) to generate structured
outputs. Agentic RAG systems (Li et al., 2024; Yao
et al., 2023; Eleti et al., 2023) typically treat follow-
up queries as free-form text, which invites query
drift, irrelevant results, and hard-to-audit reasoning.
Different from agentic RAG, PAI instead converts
each sub-query into a well-formed property, en-
abling verifiable retrieval, interpretable reasoning
traces, and compact supervised training. Beyond
agentic RAG, this study further investigates trans-
ferring the capability of long-context reasoning into
a lightweight language model via supervised CoT,
resulting in the LongPAI model.

3 Methodology

In this section, we first introduce the problem for-
mulation of the QA task enhanced by intermediate
CoT reasoning in Section 3.1. Then, we present
the procedure of LongFinanceQA dataset construc-
tion in Section 3.2. After that, we describe the
fine-tuning details in Section 3.3.

3.1 Problem Formulation

Traditional QA tasks require language models to
generate outputs A directly from a given query Q
and the corresponding input content X by modeling
the conditional probability:

p@(A’X7Q)7 (1)

where 6 is the parameter of the language models.
Compared to traditional QA tasks, practical long-
context QA tasks often require intermediate reason-
ing steps to analyze multiple pieces of evidence
across long documents, and then derive the final
answer. Thus, we formalize long-context QA tasks
as a joint conditional probability of intermediate
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Figure 2: Overview of Property-based Agentic Inference (PAI), containing three stages. A Property Extraction
Agent identifies key properties p; from the given query Q, where each property consists of a measurable metric
and its corresponding subject. Given the selected properties, a Property-based Retrieval Agent first transforms
each property into a sub-query g; to retrieve relevant content chunks from long documents, yielding intermediate
findings. A Summarization Agent integrates these intermediate findings to generate a comprehensive conclusion
A. After finishing PAI, we incorporate the output from the above three agents to produce reasoning-augmented
answers. These augmented answers serve as the core contribution of the LongFinanceQA.

reasoning results R and the final answer A:

po(R, A[X, Q). 2

As shown in Eq.(2), this study aims to facilitate
long-context understanding by guiding LLMs to
first predict intermediate CoT reasoning steps be-
fore generating the final answer. To achieve this,
we construct a long-context synthetic dataset that
explicitly supervises language models in learning
intermediate reasoning. The data construction pro-
cess can be factorized as follows:

pQ(RaA|X7Q) :pe(R‘X7Q) pg(A‘X,Q,R), (3)

where pp(R|X, Q) indicates the generation of in-
termediate reasoning steps R given a query Q and
input content X, and then py(A|X, Q,R) is the
process of incorporating the query and summariz-
ing reasoning steps to produce the answer A. The
data construction follows the principle of Eq.(3).

3.2 LongFinanceQA Dataset

LongFinanceQA dataset is designed to generate
practical long-context QA pairs with reasoning
steps to effectively analyze long content. The fi-
nance domain was chosen for several reasons. First,
annual financial reports are readily accessible and
present complex long-context reasoning challenges.

Moreover, finance is a data-driven field where ac-
curate insights can drive critical decisions, making
advancements in Al particularly valuable for real-
world applications. We will introduce the data con-
struction pipeline of LongFinanceQA as follows.
Data Collection. To begin, we collect bilingual
financial annual reports (i.e., English and Chinese)
dated before 2022 from open-source official web-
sites, specifically the SEC-10-K' and cninfo? plat-
forms. Documents from companies included in
the Loong benchmark are then excluded. Next, we
filter reports based on a token length range of 20K
to 80K, determined using the GPT-40 tokenizer.
Moreover, we prioritize companies with consistent
annual reports over the years. In the end, 6,911
bilingual financial reports are selected.

Diverse Query Generation. We first construct a
financial metric pool containing key metrics com-
monly found in financial reports, such as profit,
revenue, and cash flow. Then, we randomly pick
several metrics in the metric pool and select a com-
bination of financial reports. Given these financial
metrics and the metadata from the selected docu-
ments (e.g., company name and year), we generate
various long-context questions that require either

"https://www.sec.gov/
2http://www.cninfo.com.cn/
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single- or multi-source evidence. Next, we filter
out questions whose corresponding combined doc-
uments exceed 256K tokens, as this surpasses the
maximum token limit of our model. Finally, we ob-
tain 46,457 practical long-context questions. Please
refer to Appendix A for more details.

Augmented Answer Generation with CoT Rea-
soning. Given long-context questions and their
corresponding documents, our goal is to generate
answers with CoT reasoning, following the prin-
ciple of Eq. (3). In particular, we first generate
step-by-step reasoning based on the question and
documents, then integrate the reasoning steps into
a conclusion. Generally, long-context questions are
challenging as they require models to retrieve mul-
tiple pieces of evidence scattered throughout long
content and then integrate them for a global un-
derstanding (Wang et al., 2024; Edge et al., 2024).
Inspired by this phenomenon, we intend to first ex-
tract key evidence points that support answering the
question, then retrieve relevant information based
on these points, and finally aggregate them into
the conclusion. We term these supporting evidence
points as “Properties”. Following this methodol-
ogy, we propose the Property-based Agentic In-
ference (PAI) framework, illustrated in Figure 2,
containing three steps: (1) property extraction, (2)
property-based retrieval, and (3) summarization.

Step 1: Property Extraction. This step focuses
on extracting a set of properties {pi}fv:pl from the
given query Q, where N,, denotes the number of
properties. Each property consists of a metric (a
measurable factor being analyzed) and its corre-
sponding subject mentioned in the query Q. For
instance, given the query shown in Figure 2, the
metric is “revenue” and subjects are “<Company
A>’s annual reports from different years (e.g., 2018,
2020, and 2022)”, which serve as the sources of
information to determine the trend.

Step 2: Property-based Retrieval. After ex-
tracting the properties {pi}é\g’l from the given
query, this step aims to retrieve relevant informa-
tion based on these properties. Specifically, each
property is first transformed into a sub-query g;,
which is then matched against relevant content
chunks. These chunks are derived from the origi-
nal long documents X, with each chunk limited to
1,024 tokens. Based on the sub-queries and their
corresponding retrieved chunks, we can derive sev-
eral intermediate findings (i.e., sub-answers).

Step 3: Summarization. In this final step, the

7500 Il Answers w/ CoT Reasoning
tzf Il Answers w/o CoT Reasoning
o 5000
3
g
£ 2500

o

0 100 200 300 400 500 600
Number of tokens

Figure 3: Token length distribution of answers with and
without CoT reasoning from Multi-Source QA pairs in
the proposed LongFinanceQA dataset.

original query Q and all intermediate findings from
the second step are integrated to generate a com-
prehensive conclusion A.

The PAI serves as a low-cost annotator for the
LongFinanceQA dataset. Using PAI, we produce
augmented answers with CoT reasoning by com-
bining the intermediate reasoning results from the
first two steps with the conclusion. Figure 3 il-
lustrates the token length difference between an-
swers with and without CoT reasoning, showing
that reasoning-augmented answers are nearly 200
tokens longer on average.® Please check out more
data statistics in the Appendix A.

3.3 Supervised CoT Reasoning

Although PAI can behave like a human in long-
context scenarios, it requires human-crafted design
and multi-step inference. To address this limitation,
we seek to transfer the long-context reasoning capa-
bility of PAI to existing language models, enabling
them to analyze long content in a single-step infer-
ence. To this end, we fine-tune a language model
on LongFinanceQA to explicitly guide it in learn-
ing CoT reasoning. This fine-tuning procedure
is termed as Supervised CoT Reasoning. Specifi-
cally, we use LLaMA-3.1-8B-Instruct (Dubey et al.,
2024) as the base language model. Following (Fu
et al., 2024), we first extend the context window
of LLaMA-3.1 from 128K to 262K through con-
tinued pretraining on 1.6B tokens, which consist
of packed documents from Slimpajama (Soboleva
et al., 2023). After extending context length, we
fine-tune the extended LLaMA-3.1 model (parame-
terized by #) on LongFinanceQA with reasoning-
augmented answers.

Through this process, we obtain an enhanced
LongPAI model by maximizing the log-likelihood
of the predicted answer Y along with the CoT rea-
soning R, conditioned on the given long documents

3The answers are tokenized by the LLaMA-3.1 tokenizer.
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X and the query Q. The objective is calculated as:

Ny +N,

LO) = > logpy(R,Y|X,Q), 4
=1

where [V, is the number of reasoning tokens and IV,
indicates the answering token, including those in
the properties, sub-answers, and final answers. We
mask non-answer positions during the fine-tuning,
allowing for more efficient learning. Although we
only consider the LLaMA-3.1 model here, Long-
FinanceQA can also be used to fine-tune other lan-
guage models (See Section 4.1 for details).

4 Experiments

4.1 Experimental Setup

Evaluation Benchmarks. We evaluate long-
context understanding using two practical bench-
marks: Loong (Wang et al., 2024) and
ooBench (Zhang et al., 2024b). Loong focuses
on real-world multi-document question answering
and comprises 1,600 test samples across four cat-
egories, including Spotlight Locating, Compari-
son, Clustering, and Chain of Reasoning. These
tasks assess distinct capabilities in handling long-
context tasks. coBench facilitates multilingual eval-
uation, assessing models on English (En.QA) and
Chinese (Zh.QA) question-answering tasks that re-
quire long-range dependency and reasoning beyond
short-passage retrieval.

Evaluation Metrics. For evaluation, Loong em-
ploys GPT-4-Turbo as a judge, scoring model re-
sponses based on accuracy, hallucinations, and
completeness on a scale of 0 to 100. Meanwhile,
it introduces the Perfect Rate, measuring the pro-
portion of responses achieving a perfect score. In
ooBench, model performance is measured by the
F1 score (Zhang et al., 2024b).

Base Models. We adopt GPT-40-mini (Achiam
et al., 2023) and LLaMA-3.1-8B-Instruct (Dubey
et al.,, 2024) as our base models. Specifically,
GPT-40-mini serves as the agent of the proposed
Property-based Agentic Inference (PAI), while
LLaMA-3.1-8B is used as the base model for Long-
PAI, which is fine-tuned on the LongFinanceQA.
Implementation Details. To enable training on
long sequences (> 250K), we employ several op-
timization techniques, including flash-attention-
2 (Dao, 2023) and ring-attention (Liu et al., 2024c).
Furthermore, we adopt a zigzag sharding ap-
proach (Zhu, 2024) within ring attention for more

effective load distribution across multiple GPUs.
This training setup allows us to fine-tune the large
language models fully. Using 8 A100 GPUs, the
long-context training is completed in three days
for fine-tuning. In addition, in training the long-
context LLMs, we adopt the rotary base scaling
approach (Liu et al., 2024d) and scale up the base
value (i.e., rotary base of 1,247,820) to adapt RoPE
to a longer context. For optimization, we use a
constant learning rate of le-5 for the entire training
procedure. Following the common practice (Fu
et al., 2024), we set the batch size to 16M tokens
as mentioned in (Dubey et al., 2024). During infer-
ence, we set the temperature as zero to eliminate
the randomness. We also increase the maximum
output tokens to 1,024 since the CoT reasoning
requires more output tokens.

4.2 Main Results

In this section, we first assess the quality of our
long-context synthetic data (LongFinanceQA) by
evaluating the performance of the proposed PAI
on the Loong benchmark. Next, we compare the
enhanced long-context language model (LongPAI)
with its base LLaMA-3.1 model and other state-of-
the-art LLMs on the Finance subset of Loong.

Data Quality Assessment. Reasoning-augmented
answers in LongFinanceQA are automatically gen-
erated by the PAI framework. To assess the quality
of these synthetic answers, we evaluate the anno-
tator, PAI, on the Long benchmark, using GPT-
4o0-mini as the agent within the PAIL, referred to
as GPT-4o0-mini w/ PAI Table 1 shows that the
GPT-40-mini-based PAI framework significantly
enhances the base model’s performance, demon-
strating the effectiveness of the PAI. In particular,
compared to the standard GPT-40-mini model, the
overall average score improves by 20.3%, with
substantial gains in key tasks such as spotlight lo-
cating (+20.2%), comparison (+15.7%), clustering
(+29.2%), and chain of reasoning (+10.2%). Al-
though the basic GPT-40-mini is not the strongest
model, GPT-40-mini w/ PAI outperforms the
state-of-the-art closed-source model, Geneni-1.5-
pro (Reid et al., 2024), by over 15%. Moreover, the
superior performance in the Spotlight Locating task
(i.e., single-source QA task) highlights the quality
of intermediate reasoning results generated by the
PAI, as predictions in this task serve as essential
reasoning steps for the other three multi-source QA
tasks. Consequently, the strong performance on
the Loong demonstrates the capability of PAl as a
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Table 1: Data quality assessment for the long-context synthetic dataset (LongFinance(QQA) by measuring the
performance of PAI on the Loong benchmark. AS denotes Average Scores (0-100), and PR represents the Perfect
Rate (0-1). Green highlights the remarkable improvements over the base model (GPT-40-mini).

Model Context Spotlight Locating Comparison Clustering Chain of Reasoning Overall
Length AS PR AS PR AS PR AS PR AS PR
Open-Source Long-Context Large Language Models
LLaMA-3.1-8B-Instruct 128K 62.42 0.52 39.13 021 2596 0.01 44.20 0.22 38.79 0.18
DeepSeek-R1-Qwen-32B 128K 51.68 0.41 49.25 034 4153 0.16 45.00 0.30 4545 027
Qwen2-72B-Instruct 128K 54.17 0.36 4238 020 36.71 0.04 47.76 0.18 43.29 0.15
Qwen2.5-72B-Instruct 128K 65.08 0.55 5190 030 46.07 0.08 64.43 0.40 54.83 0.28
Qwen2.5-14B-Instruct-1M ~ 1000K  67.50 0.58 55.12 035 39.05 0.04 57.81 0.31 51.30 0.25
Closed-Source Long-Context Large Language Models
Kimi-Chat 200K 60.98 0.50 3474 0.13 2876 0.04 38.52 0.15 37.49 0.16
Claude3.5-Sonnet 200K 58.45 0.49 5421 035 4577 0.07 4392 0.25 48.85 0.23
GPT-40 128K 73.95 0.62 50.50 0.28 4429 0.09 57.95 0.28 53.47 0.26
Gemini-1.5-pro 1000K  75.02 0.56 4994 027 44.10 0.09 64.97 0.37 55.37 027
GPT-40-mini (Base) 128K 59.46 0.49 5190 0.27 3455 0.04 64.28 0.39 49.25 0.24
GPT-40-mini w/ PAI (ours) 128K 79.74 0.67 67.60 0.46 62.80 0.27 75.46 0.57 69.58 0.44

reliable annotator, ensuring high-quality synthetic
data in long-context scenarios.

Human Evaluation on LongFinanceQA. To fur-
ther quantify the data quality, we manually an-
notated 200 randomly selected LongFinanceQA
questions, including both single-source and multi-
source questions. Then, 10 volunteers score each
response on a 1-to-5 scale (1 = completely incor-
rect, 5 = completely correct). Furthermore, volun-
teers rate the correctness of intermediate reasoning
steps on a 1-to-5 scale for each multi-source ques-
tion. The averaged scores above 4.0 can be inter-
preted as largely correct. Table 2 shows that both
final answers and their supporting reasoning trajec-
tories are consistently reliable. It provides concrete
evidence that the performance improvements pri-
marily arise from high-quality synthesized data,
rather than from patterns in noisy samples.

Method Comparisons on Existing Benchmarks.
To evaluate the effectiveness of supervised CoT rea-
soning on long-context modeling, we measure the
performance of the enhanced LongPAI model on
two well-known long-context understanding bench-
marks, including Loong and coBench. First, we
evaluate the LongPAI on an in-domain benchmark,
namely the Finance subset of Loong. Table 3
presents that supervised CoT reasoning enables
LongPAI to outperform its base model, LLaMA-
3.1-8B-Instruct, by 28.0% in overall results. Fur-
thermore, LongPAI exhibits a 30% improvement
on subsets with longer content (i.e., 200K-250K).
Also, LongPAlI achieves a competitive performance
against existing state-of-the-art language models.
Remarkably, LongPAI is comparable to its teacher
model, GPT-40-mini w/ PAI (73.94% vs. 75.56%).

Table 2: Human evaluation on LongFinanceQA dataset.

Subset Score

Single-source QA 4454+ 0.21
Multi-source QA 424 +0.23
Intermediate Reasoning Trajectories  4.30 + 0.22
Overall 429 £0.19

In some settings, LongPAI even surpasses its
teacher model. This finding highlights the signifi-
cance of long-context modeling. Meanwhile, this
finding strongly challenges the recent claim that the
long-context problem can be adequately addressed
by short language models (Qian et al., 2024; Chen
et al., 2024b). In other words, certain long-context
problems require long-context modeling, as short
language models struggle to analyze and reason
effectively over reduced or retrieved information.
At the same time, we evaluate the LongPAI on
ooBench. The results in Table 4 show that the
LongPAI outperforms its base model even on the
out-of-domain benchmark.

4.3 Discussion

Ablation Study on Supervised CoT Reasoning.
To further analyze the impact of supervised CoT
reasoning, we fine-tune the base LLaMA-3.1 model
on LongFinanceQA while excluding CoT reason-
ing steps from the augmented answers, resulting
in a new model, LongPAIS. Unlike the original
LongPAI, LongPAIS directly predicts the final an-
swer, skipping intermediate reasoning steps. Ta-
ble 5 shows that LongPAI significantly outperforms
LongPAI}¥ over different input lengths. This re-
sult strongly supports the hypothesis mentioned
in Section 1, which argues that directly guiding
models to generate brief answers without inter-
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Table 3: Performance on Financial subset of Loong benchmark. AS represents Avg Scores (0~100) and PR denotes
Perfect Rate (0~1). Green highlights improvements over the base model. Full results are shown in Appendix A.

Model Context Spotlight Locating Comparison Clustering Chain of Reasoning Overall
Length  AS PR AS PR AS PR AS PR AS PR
A11 Set (10K-250K)
Qwen2-72B-Instruct 128K 59.80 0.47 61.12 043 3432 0.06 74.68 0.50 53.20 0.32
Qwen2.5-72B-Instruct 128K 71.07 0.63 59.14 041 3823 0.08 81.09 0.60 57.36  0.36
Qwen-2.5-14B-Instruct-1M 1000K  78.83 0.72 65.27 050 36.24 0.07 79.10 0.64 59.78 041
GPT-40 128K 88.23 0.84 62.90 048 4551 0.17 69.40 0.43 63.05 0.44
GPT-40-mini (Base) 128K 70.90 0.59 59.37 038 36.33 0.06 79.58 0.58 56.50 0.34
GPT-40-mini w/ PAI (ours) 128K 91.07 0.83 7440 058 61.55 0.32 89.63 0.78 75.56  0.57
LLaMA-3.1-8B-Instruct (Base) 128K 67.84 0.56 4712 030 24.62 0.02 63.63 0.34 4588 0.26
LongPAI (ours) 262K 89.79 0.84 71.69 0.60 59.71 0.32 90.28 0.83 73.94 0.58
Set3 (100K-200K)
Qwen2-72B-Instruct 128K 47.00 0.33 48.07 027 2579 0.00 69.37 0.34 4298 0.20
Qwen2.5-72B-Instruct 128K 60.47 0.48 49.00 0.28 30.61 0.01 76.54 0.46 48.99 0.26
Qwen-2.5-14B-Instruct-1M 1000K  74.33 0.68 54.64 035 30.72 0.01 73.71 0.51 53.47 033
GPT-40 128K 87.25 0.83 46.00 0.31 36.68 0.08 64.57 0.40 54.79 0.36
GPT-40-mini (Base) 128K 63.05 0.53 5348 024 29.80 0.01 7237 0.46 50.03 0.26
GPT-40-mini w/ PAI (ours) 128K 94.08 0.83 74.13 0.63 5578 0.20 87.71 0.77 7421 0.55
LLaMA-3.1-8B-Instruct (Base) 128K 63.38 0.47 36.04 0.19 20.28 0.00 62.49 0.26 4045 0.20
LongPAI (ours) 262K 94.17 0.90 63.76 049 51.83 0.24 88.66 0.77 70.00 0.54
Set4 (200K-250K)
Qwen2-72B-Instruct 128K 41.85 0.19 39.75 0.15 29.17 0.03 41.67 0.07 37.23 0.11
Qwen2.5-72B-Instruct 128K 57.48 0.44 49.50 0.30 27.33 0.00 55.00 0.13 4551 022
Qwen-2.5-14B-Instruct-1M 1000K  59.44 041 37.00 0.20 27.33 0.00 31.67 0.00 39.57 0.16
GPT-40 128K 69.26 0.56 50.50 0.35 30.70 0.00 50.67 0.07 49.58 0.25
GPT-40-mini (Base) 128K 48.37 0.26 50.00 030 28.70 0.00 48.33 0.07 4230 0.15
GPT-40-mini w/ PAI (ours) 128K 82.78 0.70 63.50 035 48.00 0.17 76.00 0.53 66.14 0.42
LLaMA-3.1-8B-Instruct (Base) 128K 40.74 0.30 35.85 020 19.77 0.00 28.73 0.00 30.88 0.13
LongPAI (ours) 262K 71.48 0.59 56.50 045 46.83 0.17 76.00 0.67 60.92 043

Table 4: Comparison on En.QA and Zh.QA of coBench.
* indicates results borrowed from (Zhang et al., 2024b).

Comparison of Various Inference Frameworks.
We compare PAI with four relevant inference frame-

En.QA Zh.QA

works: PAI™, Self-Route (Li et al., 2024), Self-

Ask (Press et al., 2023), and RAG (Lewis et al.,
2020). PAI™ is a variant of PAI that generates sub-
questions directly, rather than first extracting prop-

YaRN-Mistra™ 9.55 16.98
Kimi-Chat* 16.52 18.62
Claude 2* 11.97 10.53
GPT-4* 22.22 23.06
LLaMA-3.1-8B-Instruct (Base) 27.11 29.77
LongPAI (ours) 32.65 32.88

erties and then generating sub-questions. Table 6
presents that PAI™ generally outperforms the base

mediate reasoning steps for long-context model-
ing will lead to suboptimal training (finding 1).
Moreover, Table 5 presents several interesting find-
ings. First, while LongPAI} performs comparably
to LongPAI on short content (10K-50K tokens),
its performance declines significantly on longer
content, which means CoT reasoning is necessary
for long-context modeling (finding 2). Further-
more, LongPAI¥ performs well in single-source
questions (Spotlight Locating) but struggles with
multi-source questions (Comparison, Clustering,
and Chain of Reasoning) as input length increases,
demonstrating that CoT reasoning benefits complex
long-context problem-solving (finding 3). In sum,
all these findings reaffirm the importance of the
reasoning capability for long-context modeling.

GPT-40-mini, except on Set1l. However, there is
a gap between PAI™ and PAI, highlighting the su-
periority of the Property Extraction Agent. RAG
follows a two-step process: it first retrieves the
top K chunks relevant to a given query, and then
uses the retrieved chunks to generate an answer.
Following Loong (Wang et al., 2024), we adopt
the BGE (Chen et al., 2024a) as the embedding
choice and set K to 50, selecting from 5, 10, 30,
and 50. Table 6 shows that RAG struggles with
long-context problems, a conclusion also reached
by previous work (Wang et al., 2024). Furthermore,
we compare the proposed PAI framework with both
predefined reasoning RAG (Self-Route) and agen-
tic reasoning RAG (Self-Ask). The results demon-
strate that PAI consistently outperforms the other
two agentic RAG methods, especially on longer
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Table 5: Ablation study on Supervised CoT Reason-
ing. Symbol § represents LongPAI without supervised
CoT reasoning during fine-tuning. Average Scores (0-
100) are evaluated by GPT-4-Turbo. Green highlights
the remarkable improvements over the base LLaMA-
3.1-8B, while Red indicates a decline. Abbreviations:
S.L. (Spotlight Locating), Comp. (Comparison), Clust.
(Clustering), and Chain. (Chain of Reasoning).

Method S.L. Comp. Clust. Chain. Overall
Set1 (10K-50K)
LLaMA-3.1-8B  89.13 7233 3177 740 60.50
LongPAIS 9339 68.67 79.38 83.80 79.82
LongPAI 97.30 90.17 72.88 = 94.00 85.42
Set2 (50-100K)
LLaMA-3.1-8B  80.58 51.11 2739 75.12 51.13
LongPAIS 82.12 4040 11.24 50.25 38.11
LongPAI 91.25 7627 66.02 96.12 78.19
Set3 (100K-200K)
LLaMA-3.1-8B  63.38 36.04 20.28 62.49 40.45
LongPAIS 59.58 3043 547 3743 29.46
LongPAI 94.17 63.76 51.83  88.66 70.00
Set4 (200K-250K)
LLaMA-3.1-8B  40.74 3585 19.77 28.73 30.88
LongPAI$ 4337 2200 560 1720 22.14
LongPAI 7148 56.50 46.83  76.00 60.92

contexts (Set3 and Set4), highlighting a significant
superiority of the PAI framework under the sce-
nario of long-context understanding.

Efficiency Analysis on PAI and LongPAI The
PAI framework relies on multi-step inference,
whereas LongPAI achieves results with a single
inference step. We adopt the number of input
tokens processed on the Loong benchmark (i.e.,
1,600 samples) as a metric to compare the effi-
ciency between PAI and LongPAI. In this compar-
ison, PAI processes 3.53B tokens in total, deter-
mined by the GPT-4o tokenizer, whereas LongPAI
requires only 112M tokens, less than 3% of PAI’s
total. Despite PAI delivering the highest overall
performance, LongPAI stands out as the far more
efficient approach, demonstrating a dramatic reduc-
tion in computational cost.

5 Conclusion

In this work, we introduce LongFinanceQA, a
novel long-context synthetic dataset featuring
reasoning-augmented answers for practical long-
context questions. To generate these enriched
answers, we develop the Property-based Agen-
tic Inference (PAI) framework, which simulates
human-like reasoning through property extraction,
retrieval, and summarization. Empirical analysis
demonstrates the effectiveness of PAI and ensures
the high quality of the LongFinanceQA dataset.

Table 6: Comparison of inference frameworks on the
Loong Benchmark. Performance is evaluated by GPT-
4-Turbo across four sets with different context sizes:
Set1 (10-50K), Set2 (50-100K), Set3 (100-200K),
and Set4 (200-250K). Green indicates an improve-

ment over base GPT-40-mini. Red denotes a decline.

Method Setl Set2 Set3 Set4d Overall

GPT-40-mini 65.05 50.63 4541 31.61 49.25
w/ PAI 78.69 69.62 68.95 58.12 69.58
w/ PAT~ 60.52 57.69 54.89 37.99 54.56
w/ Self-Ask 6244 5237 4691 3453 50.17
w/ Self-Route ~ 68.79 5524 49.16 34.44 53.13
w/ RAG 64.67 41.21 31.80 22.08 40.35

Beyond PAI, we explicitly guide a lightweight lan-
guage model in learning CoT reasoning via fine-
tuning on LongFinanceQA. A series of empirical
results underscores the importance of reasoning-
augmented long-context modeling.

Limitations

In this study, we investigate the effectiveness
of supervised CoT reasoning using reasoning-
augmented long-context synthetic data (LongFi-
nanceQA). While effective, our approach has cer-
tain limitations. First, although the reasoning-
enhanced LongPAI model demonstrates significant
improvement in the financial domain, its ability
to generalize to broader long-context scenarios re-
mains uncertain since overfitting is an inherent is-
sue that stems from supervised fine-tuning (Li et al.,
2025). To address this, our future work will explore
the impact of diverse data sources and different
data scales. Also, we might explore potential tech-
niques to solve this issue, such as regularization (Li
et al., 2025) and reinforcement learning (Schulman
et al., 2017; Shao et al., 2024; Rafailov et al., 2023)
Second, while the PAI framework achieves strong
performance on the Loong benchmark, it still re-
lies on domain-specific human-crafted prompts to
guide agents in maintaining structured reasoning.
For example, prompts may explicitly direct the
model to focus on concepts such as “profit, rev-
enue, or cash flow” when processing financial data,
or “reference” and “citation” when handling scien-
tific texts. Therefore, we plan to explore inference
methods that enable autonomous reasoning with
long-context inputs, minimizing reliance on exten-
sive human-crafted prompts.

Despite the current limitations of PAI and Long-
PAL, their ability to achieve significant performance
gains through minimal domain-specific guidance
highlights their strong practical potential for spe-
cialized applications.
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A Appendix
A.1 Trend of Long-Context LLMs

In this section, we present the context window
sizes of closed-source and open-source LLMs in
Figure 7. It indicates the gap between closed-
source and open-source LLMs becomes smaller.
In particular, the LLMs listed in Figure 7 in-
clude T5 (Raffel et al., 2020), GPT-3 (Brown
et al., 2020), Codex (Chen et al., 2021), TO (Sanh
et al., 2022), Anthropic (Priyanshu et al., 2024),
InstructGPT (Ouyang et al., 2022), CodeGen (Ni-
jkamp et al., 2023b), PaLM (Chowdhery et al.,
2023), U-PalLM (Tay et al., 2023), Flan-T5 (Chung
et al., 2024), GPT-3.5 Turbo, LLaMA (Tou-
vron et al., 2023), GPT-4 (Achiam et al., 2023),
Claude 1.3, CodeGen2 (Nijkamp et al., 2023a),
PalLM2 (Anil et al., 2023), Claude 2, LLaMA-
2 (Touvron et al., 2023), Qwen (Bai et al., 2023),
Kimi-Chat-200K, Yi-34B (Young et al., 2024), Fal-
con 180B (Almazrouei et al., 2023), Gemini Ul-
tra (Team et al., 2023), Mixtral (Jiang et al., 2024),
Qwenl.5 (Qwen Team, 2024), Gemini 1.5 Pro,
Claude 3.0 (Anthropic Team, 2024), Kimi-Chat-
2M, GPT-4 Turbo (Achiam et al., 2023), LLaMA-
3 (Dubey et al., 2024), GPT-40 (Hurst et al., 2024),
Qwen2 (Yang et al., 2024a), GPT-40-mini (Hurst
et al.,, 2024), Mistral NeMo (Mistral Al team,
2024b), LLaMA-3.1 (Dubey et al., 2024), Mis-
tral Large 2 (Mistral Al team, 2024a), o1, Qwen-
2.5 (Yang et al., 2024b), Gemini 2.0 (Pichai et al.,
2024), DeepSeek-V3 (Liu et al., 2024a), DeepSeek-
R1 (Guo et al., 2025), Qwen-2.5-1M (Yang et al.,
2024b), and 03-mini.

A.2  Prompts of Property-based Agentic
Inference (PAI)

In this section, we present the prompts for the three
agents in the PAI framework: the property extrac-
tion agent, the property-based retrieval agent, and
the summarization agent.

Property Extraction Agent. To extract proper-
ties, we employ the function-calling API of GPT-
4o0-mini to selectively retrieve the relevant metric
and its corresponding subject from a given query.
Figure 4 illustrates the property extraction process
using function calling. In addition, we incorporate
domain-specific examples within the function call
to enhance accuracy across different domains. For
instance, in the finance domain, we use “profit”,
“revenue”, and “debt” as metric examples, while
the “financial document title” serves as a subject

Function Calling: Property Extraction

{
"type": "function",
"function": {
"name": "Query",
"strict": true,
"parameters": {
"properties": {
"metric": {
"description":
"Specifies the metric for each of the
given queries. The metric refers to a
measurable factor being analyzed.
Examples include {metric_example}. Use
precise and unambiguous terms that
clearly represent the desired data
point.",
"title": "Metric",
"type": "string"

’
"subject": {
"description":

"Indicates the subject towards the metric,
such as {subject_example}. Ensure the
subject is clearly defined for context.",

"title": "Subject",
"type": "string"

I

"required": ["metric", "subject"],
"title": "Query Parameters",
"type": "object",
"additionalProperties": false

Function Calling: Property-based Retrieval

"type": "function",
"function": {
"name": "Query",

"strict": true,
"parameters": {
"properties": {
"keep_context": {
"description":
"Does the provided context contain
information needed to answer the query?
Answer 'true' or 'false'",
"title": "Keep Context",
"type": "boolean"
’
H
"required": ["keep_context"],
"title": "Query",
"type": "object",
"additionalProperties": false
}
}

L}

Figure 4: Function calling details of property extraction
agent (fop) and property-based retrieval (bottom).

example. In the legal domain, “verdict” represents
the metric, and “legal judgment” serves as the sub-
ject. Similarly, in the academic domain, “reference”
and “citation” are used as metric examples, with
“paper title” as the subject.

Property-based Retrieval Agent. After obtain-
ing the metric and its corresponding subject, we
generate a sub-question in the format: “What was
the <metric> of the <subject>?". Then, the long-
context input document is divided into a list of
1024-token chunks. Each chunk is evaluated to de-
termine its relevance to the sub-questions, as shown
in Figure 4 (bottom). After that, each sub-question
is assigned relevant chunks. Next, we pack these
relevant chunks and generate a sub-answer to the
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Figure 6: The pipeline of long-context synthetic ques-
tion generation for the LongFinanaceQA dataset.

corresponding sub-question. Thus, this agent func-
tions similarly to RAG (Lewis et al., 2020).
Summarization Agent. Given the original query,
the summarization agent summarizes a conclu-
sion based on the sub-answers generated by the
property-based retrieval agent.

A.3 LongFinanceQA Dataset Statistics

Figure 5 presents a histogram of input token lengths
in the LongFinanceQA dataset, which generally
range from 50K to 250K tokens. Most input doc-
uments contain approximately 200K tokens. At
the same time, we provide the proportion of single-
source and multi-source QA pairs in the proposed
LongFinanceQA dataset, where single-source QA
pairs make up 45.6%, while multi-source QA pairs
account for 54.4%.

A.4 Synthetic Question Generation

Figure 6 illustrates the procedure of synthetic Ques-
tion generation. First, We create a financial met-
ric pool with key metrics like profit, revenue, and
cash flow (represented as the grey box). Then, we
randomly select metrics and metadata of financial
reports (e.g., company name and year) to generate

long-context questions requiring single- or multi-
source evidence (represented as the blue box). In
addition, the types of multi-source questions are
inspired by Loong (Wang et al., 2024) and include
comparison, clustering, trend analysis, etc.

A.5 More Empirical Results

Case Study on Practical Long-Context Prob-
lems. As shown in Figure 8, we present two rep-
resentative long-context QA examples. Both ques-
tions are particularly challenging, as they require
models to consider multiple pieces of evidence
from the input text. Specifically, the case study
includes the user query (white box), ground truth
(yellow box), predictions from the base LLaMA-
3.1-8B-Instruct model (Dubey et al., 2024) (white
box), and predictions from our LongPAI model
(green box). In addition, incorrect predictions are
highlighted in red, while correct ones are marked
in green. The results demonstrate the superiority of
the proposed LongPAI model, which benefits from
supervised CoT reasoning. Furthermore, Figure 8
illustrates that LongPAI offers significantly greater
interpretability than its base model.

A.6 Full Performances

Table 7 presents the full results of the Table 3 in the
main manuscript. Also, we involve more popular
LLMs (Yang et al., 2024b; Guo et al., 2025) into
the Table 7.
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User:
Which company has the highest 'Administrative Expenses'?

User:
What is the trend observed in the 'Accounts Payable' figures for
AMERICAN BATTERY MATERIALS, INC. from 2019 to 2023?

Ground Truth:
Ault Alliance, Inc.

Ground Truth:

The trend observed in the 'Accounts Payable' figures for
AMERICAN BATTERY MATERIALS, INC. from 2019 to
2023 is as follows: it increased from $278.188 in 2019 to
$314.533 in 2020, then slightly decreased to $303.248 in 2021,
rose sharply to $438.667 in 2022, and sharply decreased to
$164,948 in 2023.

LLaMA-3.1-8B-Instruct (Base):
Cross Timbers Royalty Trust

o

LLaMA-3.1-8B-Instruct (Base):

The trend observed in the 'Accounts Payable' figures for
AMERICAN BATTERY MATERIALS, INC. from 2019 to
2023 is a decrease. The accounts payable decreased from
$438,667 in 2019 to $164,948 in 2023.

o

This question focuses on the key properties as follows:

* {'metric': 'Administrative Expenses', 'subject’: 'CROSS TIMBERS
ROYALTY TRUST’s 2024 annual report’}

* {'metric": 'Administrative Expenses', 'subject’: 'AULT ALLIANCE,
INC.’s 2024 annual report’}

* {'metric': 'Administrative Expenses', 'subject’: 'CLEARONE, INC.’s
2024 annual report’}

The analysis of the above properties is as follows:

* In CROSS TIMBERS ROYALTY TRUST’s 2024 annual report, the
Administrative Expenses is $361,500.

« In AULT ALLIANCE, INC.’s 2024 annual report, the Administrative
Expenses is $13,380,000.

« In CLEARONE, INC.’s 2024 annual report, the Administrative
Expenses is $1,023,000.

The reasoning steps have been completed.

</reasoning>

Conclusion: AULT ALLIANCE, INC.

LongPAI (ours): LongPAI (ours):
This question demands further reasoning: This question demands further reasoning:
<reasoning> <reasoning>

\ a;

N

» This question focuses on the key properties as follows:

¢ {'metric': 'Accounts Payable', 'subject: '"AMERICAN BATTERY
MATERIALS, INC.’s 2020 annual report’}

e {'metric': 'Accounts Payable', 'subject': '"AMERICAN BATTERY
MATERIALS, INC.’s 2022 annual report’}

¢ {'metric": 'Accounts Payable', 'subject’: 'AMERICAN BATTERY
MATERIALS, INC.’s 2021 annual report’}

¢ {'metric": 'Accounts Payable', 'subject: '"AMERICAN BATTERY
MATERIALS, INC.’s 2023 annual report’ }

¢ {'metric': 'Accounts Payable', 'subject’: '"AMERICAN BATTERY
MATERIALS, INC.’s 2019 annual report’}

The analysis of the above properties is as follows:

« In AMERICAN BATTERY MATERIALS, INC.’s 2020 annual report,
the Accounts Payable is $314,533.

* In AMERICAN BATTERY MATERIALS, INC.’s 2022 annual report,
the Accounts Payable is $438,667.

¢ In AMERICAN BATTERY MATERIALS, INC.’s 2021 annual report,
the Accounts Payable is $303,248.

« In AMERICAN BATTERY MATERIALS, INC.’s 2023 annual report,
the Accounts Payable is $164,948.

* In AMERICAN BATTERY MATERIALS, INC.’s 2019 annual report,
the Accounts Payable is $278,188.

The reasoning steps have been completed.

</reasoning>

Conclusion: The trend shows an initial increase from 2019 to

2020, a decrease in 2021, a significant increase in 2022, and a

substantial decrease in 2023. o

Figure 8: Case study on two representative long-context QA problems.
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Table 7: Full results of Table 3. AS represents Avg Scores (0~100) and PR denotes Perfect Rate (0~1). Green
indicates improvements compared to the base model; Red denotes a decrease compared to the base model.

Context Spotlight Locating Comparison Clustering Chain of Reasoning Overall

Model
Length AS PR AS PR AS PR AS PR AS PR
A11 Set (10K-250K)
DeepSeek-R1-Qwen-32B 128K 53.66 0.46 52.19 039 3976 0.17 65.15 0.51 49.92  0.34
Qwen2-72B-Instruct 128K 59.80 0.47 61.12 043 3432 0.06 74.68 0.50 53.20 0.32
Qwen?2.5-72B-Instruct 128K 71.07 0.63 59.14 041 3823 0.08 81.09 0.60 5736 0.36
LLaMA-3-8B-Instruct-262K 262K 58.60 0.41 33.12  0.16 20.04 0.01 35.10 0.09 3441 0.15
GLM4-9B-Chat 1000K 72.69 0.60 4931 032 2341 0.02 60.77 0.28 46.71 0.27
Qwen-2.5-14B-Instruct-1M 1000K 78.83 0.72 65.27 050 3624 0.07 79.10 0.64 59.78 0.41
GPT-40 128K 88.23 0.84 62.90 048 4551 0.17 69.40 0.43 63.05 0.44
GPT-40-mini (Base) 128K 70.90 0.59 59.37 0.38 3633 0.06 79.58 0.58 56.50 0.34
GPT-40-mini w/ PAI (ours) 128K 91.07 0.83 7440 0.58 61.55 0.32 89.63 0.78 75.56  0.57
LLaMA-3.1-8B-Instruct (Base) 128K 67.84 0.56 4712 030 2462 0.02 63.63 0.34 45.88 0.26
LongPAI (ours) 262K 89.79 0.84 71.69 0.60 59.71 0.32 90.28 0.83 73.94 0.58
Set1 (10K-50K)
DeepSeek-R1-Qwen-32B 128K 41.73 0.33 39.56 023 25.67 0.06 55.14 0.37 37.35 0.21
Qwen2-72B-Instruct 128K 88.04 0.83 89.33 0.83 43.00 0.17 93.50 0.80 7146 0.57
Qwen?2.5-72B-Instruct 128K 88.70 0.87 84.67 080 4392 0.10 88.00 0.80 70.07 0.54
LLaMA-3-8B-Instruct-262K 262K 75.82 0.64 40.83 0.23 20.68 0.03 68.00 0.40 43.14 0.25
GLM4-9B-Chat 1000K 88.26 0.83 73.17  0.57 2465 0.00 87.30 0.50 59.07 0.40
Qwen-2.5-14B-Instruct-1M 1000K 96.09 0.96 88.67 0.80 49.00 0.20 100.00 1.00 76.02  0.62
GPT-40 128K 100.00 1.00 88.50 0.80 5525 0.28 98.50 0.90 79.13  0.65
GPT-40-mini (Base) 128K 97.39 0.96 81.83 0.67 46.50 0.15 100.00 1.00 73.35 0.56
GPT-40-mini w/ PAI (ours) 128K 95.87 0.91 91.50 0.83 7838 0.60 96.80 0.70 87.89 0.75
LLaMA-3.1-8B-Instruct (Base) 128K 89.13 0.87 7233  0.60 31.77 0.05 74.00 0.60 60.50 045
LongPAI (ours) 262K 97.30 0.91 90.17 0.80 72.88 047 94.00 0.90 8542 0.71
Set2 (50K-100K)
DeepSeek-R1-Qwen-32B 128K 41.73 0.33 3956 023 2567 0.06 55.14 0.37 3735 0.21
Qwen2-72B-Instruct 128K 74.88 0.65 68.60 0.51 40.70 0.09 87.00 0.72 62.38 041
Qwen2.5-72B-Instruct 128K 86.00 0.82 61.64 041 4694 0.16 93.12 0.85 65.36  0.46
LLaMA-3-8B-Instruct-262K 262K 72.44 0.54 44.03 026 24.11 0.02 3725 0.12 40.40  0.20
GLM4-9B-Chat 1000K 82.12 0.68 52.73 036 26.04 0.04 76.83 0.42 51.66 0.31
Qwen-2.5-14B-Instruct-1M 1000K 88.75 0.85 74.07 0.61 39.06 0.09 96.38 0.90 67.24 0.51
GPT-40 128K 95.75 0.95 72.87 0.57 5494 027 73.38 0.47 70.10 0.51
GPT-40-mini (Base) 128K 82.65 0.70 58.77 041 40.89 0.08 92.50 0.78 61.61 0.40
GPT-40-mini w/ PAI (ours) 128K 89.38 0.85 70.73 051 6437 036 94.62 0.90 75.34  0.57
LLaMA-3.1-8B-Instruct (Base) 128K 80.58 0.70 51.11 033 2739 0.02 7512 0.47 51.13  0.30
LongPAI (ours) 262K 91.25 0.88 7627 0.67 66.02 037 96.12 0.93 78.19  0.63
Set3 (100K-200K)
DeepSeek-R1-Qwen-32B 128K 41.73 0.33 39.56 023 25.67 0.06 55.14 0.37 37.35 0.21
Qwen2-72B-Instruct 128K 47.00 0.33 48.07 0.27 2579 0.00 69.37 0.34 4298 0.20
Qwen2.5-72B-Instruct 128K 60.47 0.48 49.00 0.28 30.61 0.01 76.54 0.46 48.99 0.26
LLaMA-3-8B-Instruct-262K 262K 54.14 0.40 2293 0.05 1543 0.00 29.00 0.00 28.58 0.11
GLM4-9B-Chat 1000K 74.75 0.65 41.63 024 2199 0.01 49.86 0.17 4358 0.25
Qwen-2.5-14B-Instruct-1M 1000K 74.33 0.68 54.64 0.35 30.72 0.01 73.71 0.51 53.47 033
GPT-40 128K 87.25 0.83 46.00 0.31 36.68 0.08 64.57 0.40 5479 0.36
GPT-40-mini (Base) 128K 63.05 0.53 5348 024 2980 0.01 7237 0.46 50.03 0.26
GPT-40-mini w/ PAI (ours) 128K 94.08 0.83 7413 0.63 5578 0.20 87.71 0.77 7421 0.55
LLaMA-3.1-8B-Instruct (Base) 128K 63.38 0.47 36.04 0.19 20.28 0.00 62.49 0.26 40.45 0.20
LongPAI (ours) 262K 94.17 0.90 63.76 049 51.83 0.24 88.66 0.77 70.00 0.54
Set4 (200K-250K)
DeepSeek-R1-Qwen-32B 128K 18.33 0.11 10.25 0.05 11.27 0.00 26.00 0.07 15.52  0.05
Qwen2-72B-Instruct 128K 41.85 0.19 39.75 0.15 29.17 0.03 41.67 0.07 37.23  0.11
Qwen?2.5-72B-Instruct 128K 57.48 0.44 49.50 0.30 27.33 0.00 55.00 0.13 4551 0.22
LLaMA-3-8B-Instruct-262K 262K 34.19 0.07 20.00 0.05 2031 0.00 20.71 0.00 24.61 0.03
GLM4-9B-Chat 1000K 40.85 0.19 2950 0.05 18.13 0.00 25.73 0.00 28.51  0.07
Qwen-2.5-14B-Instruct-1M 1000K 59.44 0.41 37.00 020 2733 0.00 31.67 0.00 39.57 0.16
GPT-40 128K 69.26 0.56 50.50 0.35 30.70 0.00 50.67 0.07 49.58 0.25
GPT-40-mini (Base) 128K 48.37 0.26 50.00 0.30 28.70 0.00 48.33 0.07 4230 0.15
GPT-40-mini w/ PAI (ours) 128K 82.78 0.70 63.50 0.35 48.00 0.17 76.00 0.53 66.14 042
LLaMA-3.1-8B-Instruct (Base) 128K 40.74 0.30 35.85 020 19.77 0.00 28.73 0.00 30.88 0.13
LongPAI (ours) 262K 71.48 0.59 56.50 045 4683 0.17 76.00 0.67 60.92 043
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