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Abstract

Traditional unsupervised clustering methods,
which often rely on contrastive training of em-
bedders, suffer from a lack of label knowl-
edge, resulting in suboptimal performance.
Furthermore, the presence of potential false
negatives can destabilize the training process.
Hence, we propose to improve clustering with
Positive Pairs generated from LLM-driven
Labels (PPLL). In the proposed framework,
LLM is initially employed to cluster the data
and generate corresponding mini-cluster labels.
Subsequently, positive pairs are constructed
based on these labels, and an embedder is
trained using BYOL to obviate the need for
negative pairs. Following training, the acquired
label knowledge is integrated into K-means
clustering. This framework enables the integra-
tion of label information throughout the train-
ing and inference processes, while mitigating
the reliance on negative pairs. Additionally,
it generates interpretable labels for improved
understanding of clustering results. Empiri-
cal evaluations on a range of datasets demon-
strate that our proposed framework consistently
surpasses state-of-the-art baselines, achieving
superior performance, robustness, and compu-
tational efficiency for diverse text clustering
applications.

1 Introduction

Unsupervised text clustering has numerous appli-
cations across various domains, such as anomaly
detection (Chandola et al., 2009), topic modeling
(Meng et al., 2022), and community detection (Su
et al., 2024). The typical workflow begins by ob-
taining text embeddings using pre-trained embed-
der models (Su et al., 2023; Liu, 2019). These em-
beddings are then subjected to conventional cluster-
ing algorithms, such as K-means or agglomerative
clustering (Day and Edelsbrunner, 1984), to per-
form the clustering task.
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Pr
G: cluster texts according to the intent
X:

|id | texts|

| 1| lower the speaker volume |

| 2| slow down the Speaker volume|
|3|shut down the soundl

|4|silence Speakers|

|5] please reduce the Speaker volume|

| mini-cluster | mini-clusterlabel |
| | |
|c1(1,2,5) |l;(Decrease volume)|
|cy(3,4) | I, (Mute speaker) |

Figure 1: The superior clustering and labeling ability
exhibited by LLM.

Recent advancements in large language models
(LLMs) (Achiam et al., 2023; Brown et al., 2020;
Dubey et al., 2024) have spurred the development
of new clustering methods that leverage LLMs to
improve performance. A promising direction is
using LLMs to provide the analysis insights from
the texts (Zhang et al., 2023; De Raedt et al., 2023)
to finetune embedder models to enhance cluster-
ing performance. However, this approach neglects
the importance of labels during training and infer-
ence and the clustering outputs lack interpretability,
requiring users to spend considerable time under-
standing the results. Moreover, these methods typi-
cally rely on contrastive learning (Gao et al., 2021)
for fine-tuning the embedder, which introduces a
dependency on negative samples, resulting in un-
stable performance (Grill et al., 2020). Another
class of methods directly employs LLMs for clus-
tering (Wang et al., 2023; Pham et al., 2024), where
LLMs generate and refine labels through iterative
self-reflection (Asai et al., 2023) and assign labels
to individual texts, while this approach can gener-
ate more interpretable labels, it incurs significant
cost.
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To address the challenges mentioned above
and harness the inherent clustering capabilities of
LLMs, as shown in Figure 1, we introduce PPLL.
This framework leverages LLMs for data cluster-
ing and label generation, which in turn guide a
lightweight embedder to efficiently identify text
clusters, as depicted in Figure 2.

Specifically, PPLL consists of three stages. In
the first stage, we acquire LLM-generated labels
and construct positive pairs. In particular, due to
the input length limitations of LLMs, we adopt
an entropy-based data batching strategy to divide
the data into batches for input. Subsequently, we
leverage the LLM to cluster each batch and gen-
erate mini-cluster labels. Positive pairs are then
constructed based on these labels, enabling us to
perform clustering from a macro-level label per-
spective and incorporate label knowledge into the
embedder training process. The second stage is
BYOL training and inference. An embedder model
is trained using the BYOL method (Grill et al.,
2020; Zhang et al., 2021c) with the positive pairs
which obviates the need for negative pairs during
fine-tuning. Subsequently, both mini-cluster labels
and texts are subjected to K-means clustering using
this trained model. The inclusion of mini-cluster
labels is intended to provide anchor points for the
K-means algorithm, thereby enhancing clustering
quality. The third stage is category label genera-
tion. The mini-cluster labels are input into a large
language model to produce human-readable and
informative labels for the resulting clusters. Exper-
imental results demonstrate that PPLL significantly
outperforms baseline methods in terms of cluster-
ing quality. Ablation studies further corroborate
the effectiveness of our data batching strategy, the
robustness of our training method, and the benefit
of using labels.

Our contributions are as follows:

* We propose PPLL, a novel framework that
leverages LLMs to generate label-based pos-
itive pairs to guide embedder clustering, and
produce category labels for each cluster.

* Unlike traditional clustering methods that rely
on contrastive learning to train embedders, we
explore the use of BYOL to achieve training
without negative pairs, mitigating the issue of
false negatives.

» Experimental results demonstrate that our ap-
proach significantly improves clustering per-
formance, with an average cost of ~$0.28 per

run on our datasets using GPT-3.5, while also
generating human-interpretable labels.

2 Related Work

Sentence Representation. The ability to effec-
tively represent sentences through embeddings is a
key aspect of NLP (Mikolov et al., 2013). With the
tremendous success of Pre-trained Language Mod-
els (PLMs), recent approaches have focused on
generating sentence embeddings by leveraging the
embedding of the [CLS] token or applying mean
pooling on the final layer of BERT (Reimers and
Gurevych, 2019).

Recently, several models (Neelakantan et al.,
2022; Wang et al., 2022a; Chuang et al., 2022;
Zhuo et al., 2023; Liu et al., 2023) have adopted
a contrastive learning framework without the need
for labeled data to learn sentence representations.
This approach pulls semantically similar sentences
closer together while pushing dissimilar ones apart.
Cheng et al. (2023) leverages LL.Ms to get pairwise
scores for sentence relationships to provide bet-
ter supervision signals for supervised contrastive
learning of sentence embeddings. Among these,
embedding models like Instructor (Su et al., 2023)
have demonstrated superior performance on pop-
ular benchmarks (Muennighoff et al., 2023). This
paper aims to enhance Instructor by LLM:s.

Due to the issue of false negatives in contrastive
learning, BYOL (Grill et al., 2020; Zhang et al.,
2021c) and SCD (Klein and Nabi, 2022) use a
two-branch Siamese network to train the embedder
without negative pairs. To mitigate the issue of
unreliable negative pairs generated by LLMs, we
adopt BYOL (Zhang et al., 2021c¢) as our training
method.

Clustering with LLM. Clustering has been ex-
tensively studied in both text (Li et al., 2020; Zhong
etal.,2021) and image domains (Chang et al., 2017;
Yang et al., 2022). Recent advancements in LLMs
have spurred the development of numerous cluster-
ing methods that leverage LL.Ms. These methods
can be broadly categorized into three groups.

The first group (An et al., 2023; Liang et al.,
2024b; Yang et al., 2024; Feng et al., 2024) uti-
lizes LLMs to provide sentence relationships. For
instance, in unsupervised clustering, ClusterLLM
(Zhang et al., 2023) prompts LLMs with a triplet
task to infer sentence relationships, guiding the
clustering process.
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(a) Label-based Positive Pairs Generation
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(b) BYOL Traning and Label-based Kmeans
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Figure 2: The overview of our framework PPLL. PPLL comprises three stages: (1) Label-based Positive Pair
Generation, (2) BYOL Training with Label-based K-means, and (3) Label Generation.

The second group (De Raedt et al., 2023) lever-
ages LLMs to extract implicit information from
text. For instance, SynCID (Liang et al., 2024a)
employs LLMs to generate descriptions for utter-
ances and designs multiple loss functions to align
the representations of descriptions and utterances,
thereby enhancing clustering performance. Simi-
larly, Viswanathan et al. (2023) utilizes LLMs to
extract keywords from text, improving the expres-
siveness of embeddings.

The third group (Wan et al., 2024; Lam et al.,
2024; Huang and He, 2025) directly employs
LLMs for clustering without the need for training.
For instance, Pham et al. (2024) utilizes LLMs to
generate topics for documents, subsequently dedu-
plicating and assigning these topics. Similarly,
Wang et al. (2023) first employs LLMs to generate
labels for sampled inputs, then queries the LLM to
determine the relationship between the labels and
the texts, and finally assigns labels to texts using
an integer linear programming.

3 Method

3.1 Preliminary

The input space for text clustering comprises a
set of texts X (the corpus), a string G (the goal
description, e.g. "according to the intent"), and
an integer K representing the desired number of
clusters.

The output space includes K subsets of X,
each representing a cluster, denoted as C}, where
k € [K]. Optionally, the output may also include
K strings Ly, where Ly, is a label or description of
cluster Cy, providing valuable insights and facili-

tating interpretation of the clustering results.

3.2 Framework Overview

Figure 2 illustrates the three-stage PPLL frame-
work. In Stage 1 (Section 3.3), we input data
batches to an LLM to generate labels for each mini-
cluster, and then collect positive pairs based on
these mini-cluster labels. In Stage 2 (Section 3.4),
we employ a BYOL approach for training the em-
bedder without negative pairs, incorporating mini-
cluster labels into the clustering process. Finally,
in Stage 3 (Section 3.5), interpretable labels are
generated for the final clusters.

3.3 Label-based Positive-Pairs Generation

This stage aims to leverage LLM to cluster texts
and generate labels, forming positive pairs for sub-
sequent training. The entire process is detailed in
Algorithm 1.

3.3.1 Entropy-based data batching

If we obtain all texts within each cluster, we can
generate positive pairs by pairing every two texts
within the same cluster. However, the K-means
clustering results obtained using embeddings are
susceptible to inaccuracies, so we subsequently
employ an LLM to refine the clustering results by
re-clustering the texts within each K-means clus-
ter. Given the limited input length of LLMs, we
propose a data batching strategy to group texts into
appropriately sized mini-batches for input.

The data batching algorithm contains two steps.
Step 1 (see Algorithm 1 line 1~2): we perform
K-means clustering on the texts and calculate the
entropy for each text. Step 2 (see Algorithm 1 line
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3~9): within each cluster, texts are sorted by their
entropies. Subsequently, the top and bottom ~y texts
are grouped into a mini-batch X, resulting in a
batch size of 2. This process is repeated until
all texts in the cluster are processed. This strategy
ensures that both easily- and difficult-to-classify
samples are included in each mini-batch, aiding the
LLM in accurate clustering and label generation.
In particular, in step 1, after K-means cluster-
ing, we use the Student’s t-distribution to compute
the probability of assigning the sample x; to each
cluster k (Xie et al., 2016; Zhang et al., 2023):

_atl

(14 2 = il fo)
Dik = — (D

S (14 2 — el /)

where a represents the degrees of freedom in the
Student’s t-distribution, z; is the embedding of -th
text, uy is the mean vector of all texts in the k-th
cluster as the center of the cluster. After obtain-
ing the predictive probabilities, we use the entropy
(Lewis, 1995) to measure the uncertainty for each
sample x;:

K closest

ei=— Y plog (piy) )
k=1

Pik
eter that is less than or equal to the total number of
clusters K. Here, a higher e; can indicate a higher
likelihood of the model incorrectly assigning x; to

the wrong cluster.

, .
where P = s Kelosest 1s @ hyperparam_

3.3.2 LLM-based Positive-Pairs Generation

Now that we have a batch of input texts X, for
LLM to cluster, we prompt the LLM to cluster and
label these texts using a prompt Pr (see Appendix
Table 13). To accommodate user-specified cluster-
ing perspectives, a goal (5 is incorporated into Pr.
The LLM generates cluster assignments and labels
for the texts as follows:

d) = PT(Ga Xb) (3)

where ¢ = {(cp;, lb,j)};w:bl, cp,; denotes the j-th
mini-cluster within Xj, [, ; represents the corre-
sponding mini-cluster label (see Figure 1 and Al-
gorithm 1 line 10~14). Each text is thus assigned a
mini-cluster label, which is extracted and refined
through clustering by LLM. To mitigate the con-
straint of limited LLM input length and bridge the

Algorithm 1: Label-based Positive-Pairs
Generation
Input: Texts X = {z;}Y ,, embeddings
Z = {2z = f(x;)}Y,, the half of
batch size v, prompt Pr, the cluster
goal description G
Output: Positive Pairs P

1 K clusters<— Clustering(~2);

2 Compute entropy E with Eq 1, Eq 2;

3 sort the texts in each cluster by entropy E

4 Batches <[]

s for c in K sorted clusters do

while length(c) > 2%y do
[0 : v] + ¢[—7 :] to Batches
¢4 cly:—]

Append c to Batches

10 mini-clusters C' < {}

1 for Xy in Batches do

12 ¢ = Pr(G, Xp)

13 for (cpj,1p;) in ¢ do

14 | Append the texts in ¢, ; to C[ly, ;]

15 Positive pairs P <[]

16 for mini-cluster in C do

e e 9 &

17 for (i, j) in combinations(mini-cluster,
2)do
18 | Append [i, j]to P

gap between batches, we treat texts with the same
mini-cluster label as belonging to the same mini-
cluster, regardless of the batch in which they were
clustered. So, all possible unique pairs of texts
within each mini-cluster are formed as positive
training examples (see Algorithm 1 line 15~18).

3.4 BYOL Training and Label-based Kmeans

3.4.1 BYOL for finetuning embedder

We observed that LLM-based clustering often suf-
fers from false negatives, where texts within the
same class are erroneously assigned to different
clusters. To address this limitation, we adopted
BYOL training (Grill et al., 2020; Zhang et al.,
2021c), which eliminates the need for explicit neg-
ative examples and is more robust to noisy labels.
Here is the BYOL training process (see Figure
3): Two texts x1 and xo from a positive pair are
encoded by the online network fy and the target net-
work f¢, respectively. Both networks are initialized
from the same embedder, while ¢ is maintained as
an exponential moving average (EMA) of 6 during
training. Py denotes a predictor, a multi-layer per-

12217



Lg‘g <

% Stop-grad

Positive Pair —

Figure 3: The framework of BYOL.

ceptron applied exclusively to the online network.
A stop-gradient operation is applied to the target
network. The loss function, Lg ¢:

Z1 hg
< [
[zl [| Pzl

where 21 = pg (fo (21)),he = fe(x2),and || - ||
denotes the [2 — norm and <, > denotes the dot
product.

The calculation of loss involves parameters 6, &,
however, and during training, we only update the
parameter 6, as illustrated by the stop-gradient op-
eration in Figure 3. The function f¢ is decoupled
from the optimization graph of Ly ¢ and will be up-
dated with a weighted moving average of fy. The
updating dynamics becomes:

Lo ¢(z1,h2) = — > @4

0 < 0;—1 + VoLlyyg,
& < 0&—1+ (1= 9)0,.

Here 6 is the momentum. At the inference stage,
we obtain the representation of a sentence with the
online encoder fj.

3.4.2 Label-Based Kmeans

After fine-tuning the model using BYOL with posi-
tive pairs, we extract embeddings from the trained
embedder and apply K-means clustering. To en-
hance the quality of clustering, we propose a label-
based K-means approach that incorporates both the
original texts and the LLM-generated mini-cluster
labels. By jointly clustering these two representa-
tions, we expect the cluster centers to better capture
the underlying semantic structure of the data. The
final clustering results are obtained by discarding
the mini-cluster labels and retaining only the clus-
ters of the original texts.

4)

3.5 Label Generation

After Label-Based K-means clustering, we obtain
the set labely, = {l}, ; }jv’“ by aggregating the mini-
cluster labels of texts for each class, where N

represents the number of mini-cluster labels in class
k. We then filter out mini-cluster labels with a
frequency below a threshold of «, retaining only
the top most frequent labels label s;f, denoted as:

labels, = {lk,;j if count(ly, ;) > o|j = 1,2,...N}}

(6)
We then prompt LLMs to generate an interpretable
cluster label using a prompt Pz (See Appendix Ta-
ble 14) with the filtered mini-cluster labels labels;C
within cluster k. The LLM then generates a concise
and informative label L;, for cluster k:

Ly = Pg(labels,,) (7

4 Experiments

4.1 Datasets

To evaluate PPLL, we conduct experiments on
a diverse set of datasets, including CLINC(),
MTOPI), Massive(I) (FitzGerald et al., 2022),
GoEmo (Demszky et al., 2020), CLINC-Domain,
MTOP-Domain, and Massive-Scenario. Each
dataset is provided in two sizes, differing in the
number of data points while maintaining the same
number of clusters. The detailed statistics are re-
ported in Appendix A.1.

4.2 Experiment Details

Hyper-Parameters and Experimental Settings.
For entropy-based sampling, we set K josest = 25,
v = 10. Training is conducted with a single
NVIDIA GeForce RTX 4090 (24GB). Besides, our
clustering approach utilizes Instructor embeddings
(Su et al., 2023), and for our experiments, we em-
ploy the ChatGPT (gpt-3.5-turbo-0301), Llama3
(Meta-Llama-3-8B-Instruct) as our LLMs.

To reduce cost, we run PPLL once for each
dataset. We then run K-means on datasets for 5
seeds with ground truth K. For real-world applica-
tions where the ground truth K is unknown, please
refer to Appendix C. More experimental details are
provided in the Appendix A.2.

Evaluation We employ two evaluation metrics.
Firstly, we utilize Accuracy (ACC), calculated after
applying the Hungarian algorithm (Kuhn, 1955) to
optimally map predicted clusters to ground truth
labels. Secondly, we employ Normalized Mutual
Information (NMI), which measures the mutual in-
formation between the predicted and true cluster as-
signments, normalized by their individual entropies.
ACC is considered our primary evaluation metric,
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Method CLINC() Massive(I) MTOP(I) CLINC(D) Massive(D) MTOP(D) GoEmo Avg
ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI
small-scale
instructor 79.29 92.60 54.08 73.42 3335 70.63 52.50 56.87 61.81 67.31 90.56 87.30 25.19 21.54 56.68 67.10
sccl 80.85 9294 54.10 7390 3428 7352 5422 51.08 6134 068.69 89.08 84.77 3433 30.54 5831 6792
self-supervise 80.82 93.88 55.07 72.88 34.06 7250 58.58 60.84 5397 71.53 92.12 8849 24.11 22.05 56.96 68.89
clusterLLM 82.77 93.88 59.89 76.96 3584 7352 5239 5498 61.06 68.62 93.53 89.36 2749 2478 59.00 68.87
clusterLLM-Iter | 83.80 94.00 60.69 77.64 35.04 73.83 51.82 54.81 6085 68.67 92.13 89.23 26.75 23.89 5873 68.87
PPLL-llama3 84.14 94.37 60.99 76.15 4431 7522 5796 60.70 57.92 65.13 9241 88.82 3536 31.17 61.87 70.22
PPLL-gpt3.5 84.13 94.53 61.21 7572 40.10 75.14 59.04 61.36 62.37 68.39 91.74 83.67 39.82 35.00 62.63 71.26
large-scale
instructor 79.52  92.65 5472 7229 3553 70.78 51.74 5528 56.11 61.86 85.01 83.96 24.02 20.15 5524 6528
self-supervise 81.87 93.55 58.30 73.73 3527 71.88 5093 53.01 58.14 06449 89.54 86.69 2434 21.17 5691 66.36
clusterLLM 8229 9391 57.70 74.24 3680 73.16 50.12 5346 58.14 6550 84.08 84.57 2523 22.19 5634 66.72
PPLL-llama3 84.35 9420 56.82 73.65 39.52 74.00 54.92 60.72 59.64 66.19 89.51 88.26 34.38 29.92 59.88 69.56
PPLL-gpt3.5 86.22 94.81 59.86 75.18 42.50 75.09 57.20 61.44 60.21 6550 89.94 88.87 3585 30.13 61.68 70.15

Table 1: Results (in %) on multiple datasets. Average over all datasets are shown

in the last two columns.

Highlights(Underlines) indicate top (second) scores per column.

with higher values indicating superior clustering
performance.

4.3 Compared Methods

We compare PPLL with several baseline ap-
proaches: Instructor, which directly applies K-
means to embeddings extracted from the instructor-
large model; ClusterLLM, which prompts LLM
(gpt3.5) with a triplet task and then utilizes the la-
beled data to train the embedder; ClusterLLM-Iter,
which runs the ClusterLLM twice; self-supervised
clusterLLM, a variant of ClusterLLM that lever-
ages an embedder for pseudo-label assignment; and
SCCL (Zhang et al., 2021a), a deep text clustering
algorithm equipped with Instructor.

4.4 Main Results

We show main results on multiple datasets in Ta-
ble 1 with several variants of PPLL: PPLL-gpt3.5
adopts gpt3.5 and PPLL-1lama3 adopts llama3 as
LLM (see more results in Appendix D). We make
the following observation: (1) PPLL-gpt3.5 con-
sistently improves upon Instructor. For example,
PPLL-gpt3.5 improves accuracy by 14.63% and
NMI by 13.46% on GoEmo(small-scale), and im-
proves accuracy by 11.83% and NMI by 9.98%
on GoEmo(large-scale). In contrast, clusterLL.M
(Zhang et al., 2023), which also leverages GPT-
3.5, does not exhibit a significant improvement
over Instructor on Clinc(D) (small-scale), Mas-
sive(D) (small-scale), and Mtop(D) (large-scale)
datasets. (2) Our experimental results demonstrate
that the proposed method on gpt3.5 consistently
surpasses all baseline methods. Specifically, it out-
performs all baselines on a majority of small-scale
datasets and on all large-scale datasets. Further-
more, PPLL achieves the best overall performance

across all datasets, as evidenced by the highest
average scores. (3) PPLL on open-sourced LLM
Llama3 also demonstrates promising results. This
indicates that PPLL does not purely rely on the
powerful text understanding capabilities of close-
sourced LLM GPT3.5, highlighting its effective-
ness across different LLMs.

4.5 Ablation Study

Data Batching Strategy. To assess the impact
of entropy-based sampling, we conduct an ablation
study as summarized in Table 2. In the w/o entropy
configuration, we eliminate the entropy-based data
batching component and solely rely on K-means
clustering, i.e., we randomly select batches from
within each cluster to form the batches for prompt-
ing. In the w/o entropy&kmeans configuration, we
further remove the intra-cluster batching step, re-
sulting in random sampling from the entire dataset.

The ablation study presented in Table 2 reveals
a substantial performance degradation when w/o
entropy or when w/o entropy&kmeans, particu-
larly for the primary metric ACC. Furthermore,
the pair accuracy in Table 2 demonstrates that our
proposed method of combining easy and hard sam-
ples, along with the incorporation of prior knowl-
edge (i.e., pre-clustering with K-means), effectively
improves the accuracy of LLM-generated labels.
Despite achieving a lower pair-acc, the w/o en-
tropy&kmeans method demonstrates comparable
or even superior overall performance compared to
clusterLLLM baselines in Table 1, highlighting the
robustness of PPLL. However, on the MTOP(I) and
Massive(D) datasets, we observe that the w/o en-
tropy&kmeans method outperforms PPLL-gpt3.5
method. This can be attributed to the fact that
our method restricts LLM inputs to instances that

12219



Method ‘ CLINC() Massive(I) MTOP() CLINC(D)

‘ ACC NMI Pairr-Acc ACC NMI PairrAcc ACC NMI Pairr-Acc ACC NMI Pair-Acc
PPLL-gpt3.5 84.13 94.53 92.06 61.21 7572 77.26 40.10 75.14 83.33 59.04 61.36 80.75
- w/o entropy 83.87 94.62 90.24 60.20 76.16 76.95 40.50 74.61 84.06 5724 60.92 75.24
- w/o entropy&kmeans | 80.19 93.37 10.71 58.10 75.77 18.67 43.44 7526 46.32 53.35 58.12 45.76
Method Massive(D) MTOP(D) GoEmo Avg

ACC NMI Pair-Acc ACC NMI PairrAcc ACC NMI Pair-Acc ACC NMI Pair-Acc

PPLL-gpt3.5 62.37 68.39 79.92 91.74 88.67 94.27 39.82 35.00 59.86 6245 71.17 81.06
- w/o entropy 58.41 67.87 79.36 89.80 87.69 94.76 37.51 3438 48.15 61.08 70.90 78.39
- w/o entropy&kmeans | 65.00 70.44 49.09 89.67 87.52 64.97 25.00 22.17 9.79 59.25 68.95 35.04

Table 2: Ablation results on data batching strategy on small scale datasets. Pair-Acc refers to the accuracy of positive
pairs, indicating the proportion of positive pairs that actually belong to the same ground class.

Method CLINC() Massive(I) MTOP(I) CLINC(D) Massive(D) MTOP(D) GoEmo Avg
ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI
PPLL-self-y=1 80.33 9340 5884 7498 3850 74.60 57.70 59.92 57.79 6693 88.19 87.86 37.09 33.92 59.78 70.23
PPLL-llama3-y=1 | 81.09 93.75 62.54 76.17 4889 76.29 5554 5881 62.00 6593 8895 86.43 3432 3029 6190 69.67
PPLL-llama3-y=2 | 83.88 94.37 60.75 76.09 4630 76.79 55.04 5935 59.14 66.10 86.60 86.92 40.59 3428 61.76 70.56
PPLL-llama3-y=5 | 84.21 94.52 6129 76.59 4594 7577 60.14 61.15 61.64 67.12 86.73 8695 37.67 32.10 62.52 70.60
PPLL-llama3-y=10 | 84.14 9437 60.99 76.15 4431 7522 5796 60.70 5792 65.13 9241 8882 3536 31.17 61.87 7022

Table 3: Ablation on Input size to LLM on small scale datasets.

Gold Label Generated Label better performance with y=5 than with v=10 (ex-
make call Phone call cept for MTOP(D)), indicating that the model’s
greeting Greetings performance may deteriorate when handling ex-

cessively large amounts of text. This observation
underscores the significance of data batching.

Thirdly, a comparison between our proposed
method and PPLL-self-y=1 (a self-supervised base-
line where LLLM are removed with v=1) reveals a
substantial improvement in terms of ACC and NMI
across all datasets. This finding highlights the sig-
nificant contribution of LLM-derived knowledge
to our model’s performance.

Fourth, when PPLL-llama3-y=1, the small
batch size causes LLM to assign all input pairs

how old are you
who do you work for

Age-related queries
Workplace Inquiries

Interest and leisure activities
Credit card expiration date

what are your hobbies
expiration date

Table 4: Examples of generated labels on CLINC(I)
(small scale).

are considered to be within the same cluster by
the embedding model. In contrast, the w/o en-

tropy&kmeans method, lacking this prior knowl-
edge, is more likely to group together instances that
should belong to the same class but are incorrectly
classified as separate classes due to the embedder’s
limitations.

Impact of Input size to LLM. This section
presents an ablation study on the input size to the
LLM, as shown in Table 3. Specifically, we employ
Llama3 as the LLM for prediction and vary the
input size by adjusting the parameter . There are
several observations from the results.

Firstly, PPLL demonstrates consistent perfor-
mance across various settings of -y, highlighting
its robustness to different input sizes.

Secondly, the results show that Llama3 achieves

to a single mini-cluster. Nevertheless, by cluster-
ing texts based on mini-cluster labels obtaining
more positive pairs, PPLL avoids degenerating to
PPLL-self-y=1. Comparisons between PPLL-self-
v=1 and PPLL-llama3-v=1 demonstrate that in-
corporating LLLM knowledge generally enhances
performance by introducing valuable label knowl-
edge. However, in some datasets, PPLL-llama3-
~v=1 underperforms PPLL-self-y=1. This may be
attributed to the limited input size when =1, re-
sulting in insufficient samples for LLM to compare
and consequently lower positive pair accuracy. See
Appendix G for more analysis on 7.

Label-Based kmeans. Figure 4 presents an ab-
lation study designed to assess the impact of label-
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Mtop(l)

CLINC(D)

GoEmo

0.415 4 ours

0.4051 0.58 4 /'\

0.385 —8— w/o label-based kmeans
ours.

0.62 1 —s— w/o label-based kmeans

—8— wjo label-based kmeans
ours

1 2 3 4 5 6 7 8 1 2 3
checkpoint

(a) the accuracy of Mtop(I).

checkpoint

(b) the accuracy of Clinc(D).

5 6 7 8 1 2 3 4 5 6 7 8
checkpoint

(c) the accuracy of GoEmo.

Figure 4: Ablation result of Label-Based Kmeans on small scale datasets.

based K-means on clustering performance. We
compare the accuracy of different checkpoints on
three datasets when using GPT-3.5 as the LLM,
with and without the inclusion of mini-cluster label
information. Figure 4 and Table 9 in Appendix
demonstrate that incorporating label information
into K-means can significantly improve clustering
accuracy. However, the performance can degrade
in cases where the mini-cluster labels are of low
quality. Nevertheless, our proposed evaluation met-
ric in Appendix B allows us to select the most ef-
fective configuration, considering both label-based
and label-free K-means.

4.6 Generated New Labels

To study the quality of labels produced by PPLL
for the resulting clusters, we conduct a compara-
tive analysis between the gold standard labels and
PPLL generated labels (section 3.5) on the CLINC
dataset. Table 4 compares label generation across
different categories. For clusters with specific in-
tents (e.g., make call, greeting), PPLL can accu-
rately generate their corresponding intent labels.
For general user questions, PPLL effectively con-
denses queries into high-level intent labels. For
example, Who do you work for is transformed into
Workplace Inquiries. Meanwhile, the generated la-
bels effectively integrate additional cluster details,
leading to more precise and informative intent la-
bels. For example, the gold label expiration date is
refined to Credit card expiration date. Our findings
indicate that PPLL, which leverages the power of
LLMs, is capable of uncovering latent semantic
meanings within text, enabling the generation of
high-quality, interpretable labels.

4.7 Visualization

We visualize the embeddings of Instructor and
PPLL on the GoEmo with the t-SNE technique

(b) PPLL.

(a) Instructor.

Figure 5: Scatter plots for t-SNE of embeddings on
GoEmo (small-scale)

in Figure 5. The figure shows the embeddings
generated by Instructor are unable to effectively
differentiate between different clusters. However,
PPLL enhances the cohesiveness of embeddings
within the same cluster while simultaneously sepa-
rating different clusters. This indicates that PPLL
enables the model to extract goal attributes from
each text, clustering content of the same cluster
within the scope of labels generated by the LLM.
See Appendix F for more visualizations.

5 Conclusion

We introduce PPLL that leverages the clustering
and label generation capabilities of LLMs to guide
embedders in unsupervised clustering for various
tasks. By prompting LLM to generate mini-cluster
labels, we enable the construction of positive pairs
based on these labels. These mini-cluster labels are
then integrated into K-means to refine cluster cen-
ters in order to further incorporate label knowledge.
PPLL also generates semantically rich and inter-
pretable labels for each cluster. Furthermore, we
train the embedder using the BYOL method, which
obviates the need for negative pairs, enhancing its
robustness. Extensive experiments demonstrate
that PPLL not only enhances clustering quality but
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also generates appropriate labels.

Limitations

Despite the promising results obtained by our
method, it is important to acknowledge several lim-
itations. First, as discussed in Section 4.5, our
method’s reliance on LLM-generated mini-cluster
labels for K-means introduces a potential draw-
back: suboptimal LLM-generated labels can de-
grade the overall performance. However, as de-
tailed in Appendix B, we propose a strategy to
determine whether to incorporate label-based K-
means, mitigating the negative impact of poten-
tially poor LLM-generated labels. Second, PPLL
is primarily designed for text data, limiting its ap-
plicability to multimodal scenarios. Third, PPLL
incurs some computational overhead due to its re-
liance on LL.Ms for dataset labeling and training.
However, the analysis in the Appendix H demon-
strates that the overall cost remains relatively low
and within acceptable limits. Last, PPLL relies
on feedback from the LLM, which may introduce
potential risks of data leakage and other security
concerns.
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A Experimental Details

A.1 Dataset Details

The CLINC dataset, originally for out-of-scope
detection, was adapted by focusing on in-domain
utterances to evaluate intent clustering. A domain
discovery dataset, CLINC(D), was also created us-
ing domains as labels. Similarly, Massive(I)/(D)
and MTOP(I)/(D) from MTEB were adapted for
clustering by removing low-instance intents and
keeping only English data. The train and test splits
of all datasets were used as large- and small-scale
datasets, respectively. The GoEmotions dataset, for
fine-grained emotion detection, was also used for
evaluation.

Table 5 reports the detailed statistics for the
CLINC(I), MTOP(I), Massive(I), GoEmo, CLINC-
Domain, MTOP-Domain, and Massive-Scenario
datasets. These datasets cover intent classification,
emotional clustering, and domain-specific scenar-
ios.

Task Name #Clusters #data(small) #data(large)
CLINC() 150 4,500 15,000
Intent MTOP(I) 102 4,386 15,638
Massive(I) 59 2,974 11,510
Emotion GoEmo 27 5,940 23,485
CLINC(D) 10 4,500 15,000
Domain ~ MTOP(D) 11 4,386 15,667
Massive(D) 18 2,974 11,514

Table 5: Dataset Statistics.

A.2 Implementation Details

To assess the performance under different data
scales, we conduct experiments on both large and
small datasets. For large datasets, to reduce com-
putational cost, we employ a pre-clustering step
using K-means to partition the data into () clusters.
Subsequently, we select the data point closest to
the centroid from each cluster to form a smaller
dataset for subsequent analysis. For instance, in
the GoEmo dataset, we initially cluster 23,485 data
points into 23485/4~5871 clusters and then pro-
ceed with our proposed method using the resulting
5,871 data points. During the final clustering out-
put phase, the class labels of the () cluster centers
are propagated to their corresponding neighboring
nodes.

We fine-tune the embedder on the dataset for
a single epoch, adopting hyperparameters largely
consistent with those used in Zhang et al. (2021c¢).
The K jpsest hyperparameter was set to a fixed

value of 25 for different datasets, which is an em-
pirical parameter derived from our experimental
results.

We evaluate the model’s performance in terms of
Overall Silhouette Score and pair-score (Appendix
B) to determine the optimal learning rate (selected
from le-4, 5e-5) and the need for label-based K-
means. This evaluation is conducted without re-
lying on ground truth labels. Moreover, to miti-
gate overfitting and reduce the impact of potential
noise in the LLM-generated labels, we evaluate the
model every quarter of an epoch in terms of Overall
Silhouette Score and pair-score. This results in a
total of 16 potential configurations for each dataset,
from which the optimal one in terms of Overall
Silhouette Score and pair-score is automatically
selected as output.

B Opverall Silhouette Score and Pair-Score

To automatically select the relatively better config-
uration in the absence of ground truth labels, we
propose a novel evaluation method. This method in-
volves two primary metrics. The first one is Overall
Silhouette Score (ss), which reflects the cohesive-
ness of the clusters. The second evaluation met-
ric is pair-score, which is designed to assess the
model’s accuracy. To calculate the pair-score, we
first obtain embeddings using a pre-trained embed-
der. Subsequently, we perform K-means cluster-
ing on these embeddings to form extremely small
clusters, each containing an average of only two
texts. We hypothesize that these mini-clusters are
the same true class, and thus, the pairs within these
clusters are considered true positive pairs. For each
clustering result of the configuration to be evalu-
ated, we assess whether these positive pairs are as-
signed to the same cluster to obtain the pair-score:

S I(C[Pig) = C[Pia))
N

pair — score = ()
where C|[P; o] denotes the predicted cluster assign-
ment of P;o. P; o and P; ; form the i-th pair. ]I{,}
is an indicator function.
Our overall evaluation process is as follows:
Step 1, we calculate the ss and pair-score for
each configuration, and then compute the score as

score = pair-score*(1 + ss) )

Step 2, for results obtained with different learning
rates, we first select the top two based on the score.
Then, we compare the pair-score of these top two
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scale ‘ small large

Method CLINC(D) Massive(D) CLINC() Massive(D)
etho ACC NMI ACC NMI ACC NMI ACC NMI

Overall Silhouette Score&Pair-Score | 59.04 61.37 61.14 67.79 86.22 94.82 60.21 65.50

Overall Silhouette Score 5821 60.13 61.02 67.74 8445 9453 57.69 64.97

Table 6: The actual clustering performance of configurations selected by different evaluation methods without

ground truth.

results (since the cohesion, reflected by ss, may
vary due to different learning rates, it is unfair to
consider ss in this comparison). So we select the
result with the highest pair-score. As shown in
Table 6, employing Overall Silhouette Score and
Pair-Score for evaluation is more effective in iden-
tifying superior configurations among the 16 candi-
dates compared to using Overall Silhouette Score
alone, thus enabling more accurate unsupervised
evaluation of checkpoint performance.

C Real-world Applications

The proposed method is predicated on the assump-
tion of a known number of clusters, a condition
that is not reflective of most real-world applica-
tions where the true number of clusters is often
undetermined. To solve this issue, we utilize the
filtering strategy (Zhang et al., 2021b) to estimate
K.

Initially, we estimate an upper bound on the num-
ber of clusters, denoted as K. Subsequently, we
utilize the pre-trained Instructor model to extract
embeddings from the dataset. These embeddings
are then clustered using the K-means algorithm.
We subsequently filter the resulting clusters, re-
taining only those that are densely populated and
exhibit well-defined boundaries. Smaller and less
distinct clusters are discarded. Formally, the filter
process is defined as follows:

/

K
N
K= ZM&'\ > F) (10)
i—1

where |S;| is the i-th grouped cluster size, N is
the size of the dataset, I(-) is the indicator func-
tion, which returns 1 if the condition within the
parentheses is satisfied and O otherwise.

Having obtained an initial estimate of Ky, we
proceed with data batching and prompt the LLM
to generate mini-cluster labels. Subsequently, we
reapply the filtering process using the mini-cluster

labels to refine the estimated number of clusters,
resulting in Kjj,. We can further refine our estima-
tion by applying the filtering process to the mini-
cluster labels using the trained embedder, resulting
in an additional estimate denoted as K.. As shown
in Table 7, our model provides the most accurate
estimate of the number of clusters, with minimal
error, outperforming the ClusterLLM model which
relies on GPT-3.5 for estimation. This empirically
validates the significance of incorporating label
knowledge and the effectiveness of training the em-
bedder using positive pairs, enabling the embedder
to better capture the underlying data distribution
and facilitate accurate clustering.

Moreover, we conducted experiments using the
estimated K to explore the influence of the number
of clusters. Results in Table 8 show that our model
achieves competitive performance, even without
prior knowledge of the true number of clusters,
highlighting the robustness of our proposed method.

D More result of PPLL

Table 10 presents the experimental results of
PPLL using Mistral-7B-Instruct-v0.2 and gpt4o.
As demonstrated, PPLL achieves superior perfor-
mance compared to other methods. Moreover, a
comparison with gpt-3.5 reveals a positive correla-
tion between the capability of the LLM used and
the effectiveness of PPLL-based clustering. Impor-
tantly, PPLL still exhibits remarkable performance
even when utilizing a less capable open-source 7B
LLM.

E The variance of PPLL’s results

Table 11 reveals that PPLL exhibits a similar level
of stability to ClusterLLM-Iter, as evidenced by the
comparable variance in their K-means clustering
results over five random seeds (values are scaled
by 100 in the table), while achieving higher ACC
and NMI.
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Method CLINC(I) MTOP() MTOP(D)
K(Pred) Error K(Pred) Error K(Pred) Error
clusterLLM 142 5.33 92 9.80 18 63.64
Instructor- K 169 12.67 118 15.69 14 27.27
ours- Ky, 161 7.33 105 2.94 13 14.29
ours- K 157 4.67 104 1.96 11 0.0

Table 7: The results of predicting K with an unknown number of clusters. We set K " as three times of the ground
truth number of clusters during clustering and run K-means on datasets for 5 seeds to get more accurate K.

CLINC)

Cluster Num K | ACC NMI

MTOP(I)
ACC NMI

MTOP(D)
ACC NMI

K=GT#clusters
K=K,

84.13 9453 40.10 75.14 91.774 88.67
83.80 9440 4033 74.82 90.88 88.45

Table 8: Experimental results of different cluster number K. "K=GT#clusters" means K is the ground truth number

of clusters.

F More Results of Feature Visualization

We also visualize the learned embeddings of In-
structor and our method on the Mtop(I) (small-
scale) and Mtop(D) (small-scale) dataset with the
t-SNE technique in Figure 6. We can still see that
our method significantly improves the Instructor’s
ability to form compact and distinct clusters.

G More analysis on

In the table 12, we present the accuracy of the pos-
itive pairs generated by PPLL in Stage 1. Here,
~=1 corresponds to processing two texts per batch
by LLM, thus limiting the comparison to pairwise
interactions, akin to the approach in ClusterLLM
(Zhang et al., 2023). Conversely, y=5 corresponds
to processing ten texts per batch. This comprehen-
sive global comparison enables the LLM to develop
a more nuanced understanding of even challenging
samples, leading to improved clustering accuracy
and, consequently, a higher-quality training dataset
for the embedder. Table 12 shows that increasing
the number of texts processed per batch enhances
the accuracy of the positive pairs generated by the
LLM. It is precisely this extensive comparison that
allows PPLL to effectively enhance clustering per-
formance, thus demonstrating the efficacy of our
proposed method.

H Discussion on Computational Costs

Utilizing GPT-3.5 as the LLM in Stage 1 for Equa-
tion 3 with v=10 incurs an average cost of $0.0012

per batch, resulting in an average cost of $0.25422
for a small-scale dataset (average length of 4,237
in our experiments). Subsequently, training the em-
bedder for one epoch using BYOL takes 4 minutes
with a single NVIDIA GeForce RTX 4090 (24GB),
followed by an average cost of $0.03 for Stage 3 us-
ing GPT-3.5. Thus, PPLL demonstrates a relatively
low computational cost for small-scale datasets.
For large-scale datasets, the approach detailed in
the Appendix A.2 can be used to reduce them to a
manageable size for annotation and training, thus
maintaining a similar computational cost to small-
scale datasets. Overall, PPLL demonstrates rela-
tively low computational overhead, achieving both
enhanced clustering quality and the generation of
appropriate labels at a negligible cost.

I More Related Work

LLM as generator Recent works (Hoyle et al.,
2023; Parikh et al., 2023) have leveraged the gener-
ative capabilities of large language models (LLMs)
for a wide range of applications. Some studies, in-
cluding Zhong et al. (2022) and Zhong et al. (2023),
have employed LLMs to generate datasets. For
instance, Zhang et al. (2024b) designed a special-
ized dataset using LLMs to improve embedders’
understanding of two crucial real-world semantic
concepts: negation and implicature. Some studies
(Zhang et al., 2024a; Wang et al., 2022b), leverage
LLMs for text augmentation. For instance, Peng
et al. (2024) employs LLMs to extract attributes
from text using LLMs, and modify these attributes
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Method Mtop(I) CLINC(D) GoEmo

w/o label-based kmeans  33.35 52.50 25.19
label-based kmeans 33.57 57.82 27.41

Table 9: Comparison of methods with and without label-based K-means clustering when the embedder is not

finetuned by BYOL (Accuracy).

Method

CLINC(I) Massive(I) MTOP(I) CLINC(D) Massive(D) MTOP(D) GoEmo
ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI

Avg

PPLL-Mistral | 84.22 9430 60.03 76.00 41.46 7485 5840 58.66 58.02 6821 9271 8829 3545 31.71 61.47 70.29
PPLL-gpt4do | 8649 95.09 6270 77.62 4386 76.69 6054 6021 6233 69.79 9421 9040 39.67 3560 6426 7220

Table 10: Results (in %) on multiple small scale datasets. Average over all datasets are shown in the last two

columns.

to generate diverse synthetic sentences, thereby
enriching the training data. Similarly, Sahu et al.
(2023) utilizes LLMs to generate challenging sam-
ples to assist embedders in identifying class bound-
aries. Additionally, LLMs have been employed for
data annotation, as demonstrated in Huang et al.
(2023), which highlights the powerful capabilities
of ChatGPT in this task. Some studies, such as
Stammbach et al. (2023), have employed LLMs
for evaluation tasks. For instance, they designed
tasks to assess the quality of generated topics and
found that LLMs can provide evaluations that align
well with human judgments, outperforming exist-
ing automated metrics. This paper concentrates
on utilizing LLMs for data clustering and label
generation.

J Prompt Templates

See Table 13, 14 for the prompt templates that we
used in our framework.

39 TR

(a) Mtop(I)-Instructor. (b) Mtop(I)-ours. (c) Mtop(D)-Instructor. (d) Mtop(D)-ours.

Figure 6: Scatter plots for t-SNE of embeddings on small scale datasets.
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Method CLINCI)  Massive)  MTOP(I)  CLINC(D) Massive(D)  MTOP(D) GoEmo

ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI
clusterLLM-Iter | 041 021 096 021 097 079 191 1.15 433 159 381 121 1.76 068
PPLL-llama3 | 0.79 0.13 144 023 1.17 031 284 105 125 076 273 1.10 231 040
PPLL-gpt3.5 048 0.10 203 051 143 061 251 160 125 076 3.17 1.0 1.09 052

Table 11: The variance of results, derived from five independent runs with different random seeds on the small-scale
dataset.

Method CLINC(I) Massive(l MTOP(I) CLINC(D) Massive(D) MTOP(D) GoEmo Avg
llama3y =1  71.41 62.75 81.26 44.02 65.16 62.58 17.16  57.76
llama3-y =5  87.85 73.93 86.33 66.97 78.94 94.31 2672 7358

Table 12: Pair accuracy (Pair-acc) obtained in Stage 1 of PPLL under different settings of +.

Prompt template Pr for generating mini-clusters and mini-cluster labels.

Instruction

##Context

- *Goal* Your goal is to cluster the input utterances into meaningful categories **{according}**.

- *Data* The input data will be a markdown table with utterances including the following columns:
- #¥id** utterance index.

- **utterance** utterance.

##Requirements

### Format

- Output clusters as a **markdown table**with each row as a category with the following columns:
- **jd**: all the utterance ids associated with this category

- **description**: the {goal} of the category that should be less than **4** words

Here is an example of your output:

”’markdown

lidldescription|

lutterance idslthe {goal} of the categoryl

29

###Quality

- #¥No** **overlap** or **inclusion** among the categories.

- **Do not include vague categories** such as "Other","General","Unclear","Miscellaneous" or "Undefined" in the cluster table.

- Provide your answers between the tags: <cluster table>your generated cluster table</cluster table>, <explanation>explanation of
your reasoning process within {n_exp} words</explanation>.

- If the data points convey the **same** {goal}, you should output just one category.

- **Description** can **accurately** and **consistently** classify the Data **without ambiguity**. A data point must have and only
belong to one category.

# Data
{data_table}

# Output

Table 13: A prompt template for clustering a batch of texts and generating mini-cluster labels, where the Chain-
of-Thought (COT) method is used to improve the accuracy of the results. In practice, users need to modify the
components highlighted in Bold (e.g., changing "according" to "according to the intent" and "goal" to "intent") to
suit their specific dataset.
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Prompt template Pg for generating labels.

Instruction

##Context

- *Goal* Your goal is to summarize the input data into a meaningful LABEL **{according}**.

- *Data* The input data will be a markdown table containing category descriptions and the corresponding number of
utterances for each category, with the following columns:

- **category description** A description of the category, generated by clustering related utterances.
- **number** The number of utterances that belong to this category.

##Requirements
- Provide your answers between the tags: <summary>your generated summary LABEL with less than 8 words</summary>,
<explanation>explanation of your reasoning process within {n_exp} words</explanation>.

# Data
{data_table}

# Output

Table 14: A prompt template for generating a new summary label for mini-cluster labels, where the Chain-of-
Thought (COT) method is used to improve the accuracy of the results. In practice, users need to modify the
components highlighted in Bold (e.g., changing "according" to "according to the intent" and "goal" to "intent") to
suit their specific dataset.
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