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Abstract

Video large language models (Vid-LLMs),
which excel in diverse video-language tasks,
can be effectively constructed by adapt-
ing image-pretrained vision-language models
(VLMs). However, this adaptation remains
challenging, as it requires processing dense
and temporally extended visual inputs that
exceed the capacity of image-based models.
This paper identifies the perception bottleneck
and token overload as key challenges in ex-
tending image-based VLMs to the video do-
main. To address these issues, we propose D-
CoDe, a training-free adaptation framework
that incorporates dynamic compression and
question decomposition. Specifically, dynamic
compression alleviates the perception bottle-
neck through adaptive selection of representa-
tive frames and content-aware aggregation of
spatial tokens, thereby reducing redundancy
while preserving informative content. In par-
allel, question decomposition mitigates token
overload by reformulating the original query
into sub-questions, guiding the model to focus
on distinct aspects of the video and enabling
more comprehensive understanding. Exper-
iments demonstrate that D-CoDe effectively
improves video understanding across various
benchmarks. Furthermore, strong performance
on the challenging long-video benchmark high-
lights the potential of D-CoDe in handling com-
plex video-language tasks. Code is available at
https://github.com/hukcc/D-CoDe.

1 Introduction

Video large language models (Vid-LLMs) inte-
grate video inputs with textual instructions and
demonstrate strong performance across a wide
range of video-language tasks. However, construct-
ing Vid-LLMs directly from pre-trained large lan-
guage models is constrained by the scarcity of
high-quality video-text data (Zhao et al., 2024).
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Figure 1: Adapting image-pretrained VLMs to video
faces two major challenges: the perception bottleneck,
in which salient information is unevenly distributed
across spatial and temporal dimensions, limiting the
effectiveness of static compression in preserving key vi-
sual cues; and token overload, where video inputs yield
substantially more visual tokens than images, exceeding
the model’s capacity for comprehensive understanding.

A more data-efficient alternative is to adapt image-
pretrained vision-language models (VLMs), lever-
aging the structural similarity between images and
videos.

Approaches for adapting image-pretrained
VLMs to video can be broadly divided into training-
required and training-free methods. Training-
required methods typically fine-tune the visual en-
coder or cross-modal connector (Li et al., 2023c,
2024), align visual features between images and
videos (Lin et al., 2024), incorporate additional
modalities to broaden task coverage (Zhang et al.,
2023; Cheng et al., 2024), or apply techniques
like Direct Preference Optimization (DPO) (Zhang
et al., 2024) and slow-fast architectures (Huang
et al., 2024) to enhance temporal modeling and
factual consistency. Despite their effectiveness,
these methods often incur high computational cost.
In contrast, training-free methods leverage image-
pretrained VLMs without additional tuning, yet
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still achieve competitive performance. Representa-
tive examples include IG-VLM (Kim et al., 2024),
which constructs a grid-view image from sam-
pled frames; FreeVA (Wu, 2024a), which performs
frame-level temporal aggregation; SF-LLaVA (Xu
et al., 2024), which employs a slow-fast archi-
tecture; and TS-LLaVA (Qu et al., 2024), which
adopts a thumbnail-and-sampling strategy to gener-
ate compact and informative visual prompts.

However, despite their efficiency, training-free
methods face two key challenges that limit scala-
bility: perception bottleneck and token overload,
as shown in Figure 1. Perception bottleneck arises
from static compression strategies such as uniform
frame sampling and spatial average pooling, which
treat all content equally and discard salient infor-
mation unevenly distributed across temporal and
spatial dimensions, thereby limiting the model’s
ability to capture fine-grained visual cues. Token
overload, in turn, occurs when compressed video
inputs still contain substantially more visual tokens
than static images, exceeding the processing capac-
ity of image-pretrained VLMs and hindering the
modeling of long-range dependencies and complex
spatio-temporal structures essential for comprehen-
sive understanding.

To overcome these challenges, we propose D-
CoDe, a training-free framework that extends
image-pretrained VLMs to video understanding
by integrating dynamic compression and question
decomposition. Specifically, dynamic compression
augments temporal uniform sampling by selecting
supplementary frames from segments exhibiting
greater semantic variation, then filters out uninfor-
mative spatial tokens and merges semantically sim-
ilar ones, thereby reducing redundancy while pre-
serving informative visual cues. In parallel, ques-
tion decomposition enhances the model’s capacity
to interpret dense visual inputs by reformulating
complex queries into focused sub-questions, guid-
ing attention to distinct aspects of the video and
enabling comprehensive understanding.

Experiments show that D-CoDe consistently im-
proves performance across a range of video under-
standing benchmarks, including multiple-choice
VideoQA (NExT-QA, EgoSchema, IntentQA) and
open-ended VideoQA (MSVD-QA, MSRVTT-QA,
TGIF-QA, ANet-QA), which cover diverse video
types from first- and third-person perspectives and
span durations from short clips to long-form con-
tent. Notably, D-CoDe is the first training-free
method to surpass training-required models on

EgoSchema, a challenging benchmark involving
long-form egocentric videos and schema-driven
questions.

Our contributions are summarized as follows:
• We analyze the key challenges in adapting

image-pretrained VLMs to video understand-
ing, focusing on the perception bottleneck and
token overload.

• We introduce D-CoDe, a training-free frame-
work that addresses the perception bottleneck
via content-aware dynamic compression and
mitigates token overload through question de-
composition.

• Extensive experiments across various bench-
marks validate the effectiveness of D-CoDe.
In particular, strong performance on the long-
video task highlights its potential for complex
video-language understanding.

2 Related Work

2.1 Training-based Video-LLMs

Training-based Video-LLMs learn video under-
standing through fine-tuning image-pretrained
VLMs on large-scale video datasets. Video-
ChatGPT (Maaz et al., 2024) extends LLaVA (Liu
et al., 2023) with temporal and spatial pool-
ing. VidF4 (Liang et al., 2024) enhances BLIP-
2 with frame scoring for adaptive sampling.
LongVU (Shen et al., 2024) applies query-guided
frame selection and token merging across frames
to compress videos. VideoChat (Li et al., 2023c)
employs Q-Former for token compression, and
VideoChat2 (Li et al., 2024) improves alignment
and instruction tuning. Video-LLaVA (Lin et al.,
2024) introduces a shared projector to unify image
and video encoders. Video-LLaMA (Zhang et al.,
2023; Cheng et al., 2024) integrates video, audio,
and language for multimodal tasks. LLaVA-NeXT-
Video (Zhang et al., 2024) fine-tunes LLaVA-
NeXT (Liu et al., 2024) with DPO (Rafailov et al.,
2023) to improve performance. LITA (Huang et al.,
2024) adopts a slow-fast architecture (Feichten-
hofer et al., 2019; Xiao et al., 2020) for spatio-
temporal modeling. While effective, these methods
are computationally expensive.

2.2 Training-free Video-LLMs

Training-free Video-LLMs, in contrast, extend
image-pretrained VLMs to video without addi-
tional fine-tuning. IG-VLM (Kim et al., 2024)
constructs a grid-view image from video frames
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and feeds it into a frozen LLM with prompt-based
adaptation. FreeVA (Wu, 2024a) explores tem-
poral aggregation but relies on few frames. SF-
LLaVA (Xu et al., 2024) applies a slow-fast de-
sign inspired by action recognition (Feichtenhofer
et al., 2019; Xiao et al., 2020; Huang et al., 2024).
TS-LLaVA (Qu et al., 2024) uses a thumbnail-and-
sampling strategy to create compact visual prompts
with supplementary tokens. While promising, few
training-free approaches directly address the per-
ception bottleneck caused by fixed compression
strategies and the token overload resulting from the
limited visual token capacity of image-pretrained
VLMs, leaving a gap that this work aims to fill.

3 Method

3.1 Challenges in Image-to-Video Adaptation
Given that video inputs yield substantially more
visual tokens than static images, effective token
compression and comprehensive understanding of
the resulting representations are crucial for adapt-
ing image-pretrained VLMs to video. However,
the perception bottleneck hinders efficient compres-
sion with minimal information loss, while token
overload limits comprehensive interpretation of the
compressed tokens, as their number still exceeds
the capacity of image-pretrained VLMs.

3.1.1 Perception Bottleneck
The perception bottleneck arises from static com-
pression strategies such as uniform frame sampling
and spatial average pooling, which, despite their
efficiency, lack semantic adaptivity and tend to dis-
card informative cues that are unevenly distributed
across temporal and spatial dimensions. This limits
the model’s ability to capture fine-grained visual de-
tails. Figure 2a illustrates this issue by comparing
the performance of the 7B LLaVA-NeXT model on
the EgoSchema benchmark using 5 input frames
under different compression strategies. Compared
to the uncompressed baseline, static methods lead
to notable performance degradation. In contrast,
our dynamic compression alleviates this drop and
even surpasses the baseline by reducing redundancy
while preserving informative visual cues.

3.1.2 Token Overload
Token overload arises when video inputs, even af-
ter compression, contain substantially more visual
tokens than static images, exceeding the process-
ing capacity of image-pretrained VLMs. As a re-
sult, performance no longer improves with increas-
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(b) Accuracy of the baseline and its question decomposi-
tion variant on EgoSchema using 10 input frames, under
varying visual token counts determined by different top-k
activation retention ratios. The X-axis indicates the num-
ber of input tokens, and the Y-axis indicates accuracy.

Figure 2: (a) Static compression treats all content uni-
formly, discarding informative cues that are dynami-
cally distributed across temporal and spatial dimensions,
thereby limiting fine-grained perception. In contrast,
dynamic compression better preserves key visual cues
across both dimensions. (b) As the number of input
tokens increases, the accuracy of the baseline saturates,
indicating limited utility of excessive tokens. In con-
trast, question decomposition consistently expands the
accuracy gap, demonstrating its ability to more effec-
tively leverage large token inputs.

ing token count, as the model cannot effectively
interpret the excess information. Figure 2b illus-
trates this effect by comparing the performance of
the vanilla 7B LLaVA-NeXT and its question de-
composition variant on EgoSchema using 10 input
frames, under varying numbers of visual tokens
determined by different top-k activation retention
ratios. The vanilla model exhibits initial improve-
ments followed by a performance plateau as the
token count increases, indicating a typical token
overload effect. In contrast, question decomposi-
tion consistently outperforms the baseline, with a
widening accuracy gap that demonstrates superior
scalability to larger token volumes.

3.2 D-CoDe: Dynamic Compression and
Question Decomposition Adapting

Our observations suggest that the perception bot-
tleneck and token overload hinder effective com-
pression and interpretation of visual inputs, thus
limiting the adaptation of image-pretrained VLMs
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Figure 3: The D-CoDe pipeline consists of two components: dynamic compression and question decomposition.
Dynamic compression augments temporal uniform sampling by selecting supplementary frames to retain informative
segments, then discards uninformative spatial tokens and merges semantically similar ones to reduce redundancy
while preserving essential visual information. Question decomposition reformulates complex queries into sub-
questions, guiding the model to attend to diverse aspects of the video and enabling comprehensive understanding.

to video understanding. To tackle these challenges,
we introduce D-CoDe, a training-free framework
that scales image-pretrained VLMs to video by
integrating dynamic compression and question de-
composition, as shown in Figure 3. The dynamic
compression module augments uniform sampling
with supplementary frames to retain informative
segments, then filters out uninformative spatial to-
kens and merges semantically similar ones to bal-
ance semantic fidelity and token efficiency. The
question decomposition module reformulates com-
plex queries into focused sub-questions, guiding
the model’s attention to distinct aspects of the video
and enabling comprehensive understanding.

3.2.1 Formulation of Video-LLM Inference
Let V = {It}Tt=1 denote a video consisting of
T frames. For each frame It, visual features are
extracted using a pretrained image encoder (e.g.,
CLIP (Radford et al., 2021)), yielding:

Ft = VisualEnc(It). (1)

The resulting sequence of visual features is de-
noted as F1:T = {F1,F2, . . . ,FT }. This visual
representation, together with the query Q, is then
provided to the LLM to generate the final answer:

Afinal = LLM(F1:T , Q). (2)

3.2.2 Dynamic Compression
As discussed in Section 3.1.1, the perception bot-
tleneck stems from static compression strategies
that fail to retain salient information unevenly dis-
tributed across temporal and spatial dimensions.
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Figure 4: To mitigate the temporal perception bottle-
neck, that is, to avoid missing informative video content,
supplementary frames are selected based on their se-
mantic dissimilarity to uniformly sampled ones, where
similarity is measured using global features extracted
by the CLIP visual encoder.

To address this, we introduce dynamic compres-
sion, which integrates semantic-aware frame selec-
tion with adaptive spatial token pruning and merg-
ing, thereby enhancing fine-grained detail retention
while reducing redundancy.

As illustrated in Figure 4, to adapt temporal gran-
ularity based on content complexity, a two-stage
strategy is employed to select N representative
frames from a video V of T frames. In the first
stage, ⌊α·N⌋1frames are uniformly sampled across
the sequence, where α ∈ (0, 1) denotes the uni-
form sampling ratio, forming Vuniform that provides
coarse temporal coverage. To emphasize informa-
tive segments, the remaining (N −⌊α ·N⌋) frames
are iteratively selected from the unchosen candi-
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dates. At each iteration, the frame with the lowest
average semantic similarity to the current selected
set Vselected is identified as the supplementary frame
I∗ and appended to Vselected:

I∗ = argmin
Im∈V\Vselected

1

|Vselected|
∑

In∈Vselected

sm,n. (3)

Here, Vselected is initialized with Vuniform, and the
similarity sm,n between frames Im and In is com-
puted as the cosine similarity between their CLIP-
based global features, gt = CLIPv(It):

st,t′ =
⟨gt,gt′⟩

∥gt∥2 · ∥gt′∥2
, ∀t, t′ ∈ {1, . . . , T}.

(4)
The selection process continues until N frames are
chosen, forming a frame set that balances temporal
coverage and highlights informative segments.

Furthermore, to reduce spatial redundancy while
preserving semantic information, token compres-
sion is applied to each selected frame, which in-
volves pruning uninformative visual tokens based
on their activation magnitudes and merging tokens
according to their cosine similarity, as illustrated in
Figure 5. Specifically, given a set of M visual to-
kens F = {fi}Mi=1 extracted from a selected frame,
the ℓ2 norm of each token is computed as a proxy
for salience, indicating its relative contribution to
the overall visual representation:

ai = ∥fi∥2. (5)

The top-⌊β ·M⌋ tokens exhibiting the highest ac-
tivation magnitudes are retained, where β ∈ (0, 1)
specifies the retention ratio:

Fselected =
{
fj
∣∣ j ∈ TopK

(
{ai}Mi=1, ⌊β ·M⌋

)}
.

(6)
To further eliminate redundancy within Fselected, a
greedy token merging algorithm is applied. Let π
denote a permutation over the indices of Fselected
such that the tokens are sorted in descending order
of activation magnitudes, i.e., aπ(1) ≥ aπ(2) ≥
· · · ≥ aπ(⌊βM⌋). The unmerged tokens are then
traversed iteratively in the order defined by π, with
each token considered as a potential anchor for
redundancy merging. For each anchor token fπ(i),
its cosine similarity with other unmerged tokens is
computed as:

sim(fπ(i), fj) =
⟨fπ(i), fj⟩

∥fπ(i)∥2 · ∥fj∥2
. (7)

1⌊·⌋ denotes the floor function, which rounds a value down
to the nearest integer.
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Mean Merging

Adaptive Pruning Adaptive Merging

Figure 5: To mitigate the spatial perception bottleneck,
spatial tokens are first pruned based on their ℓ2 activa-
tion magnitudes. The remaining informative tokens are
then grouped according to cosine similarity and aggre-
gated via mean pooling, thereby reducing redundancy
while preserving semantic fidelity.

Based on the computed similarities, tokens whose
similarity to the anchor exceeds a predefined thresh-
old τ ∈ (0, 1) are deemed redundant and grouped
with the anchor token fπ(i) to form a redundancy
cluster:

Nπ(i) =

{
j ̸= π(i)

∣∣∣∣∣
sim(fπ(i), fj) ≥ τ,

fj is unmerged

}
. (8)

To consolidate the cluster, a representative token is
obtained by averaging the anchor and its redundant
counterparts:

f
rep
π(i) =

1

1 + |Nπ(i)|
(fπ(i) +

∑

j∈Nπ(i)

fj). (9)

After computing the representative token f
rep
π(i), all

tokens in the cluster Nπ(i) are marked as inactive
and skipped in subsequent iterations. This process
repeats until all tokens are either merged or selected
as anchors, resulting in a compressed token set
Fcompressed = {f rep

π(i)} for each selected frame.
To form the final visual representation, the com-

pressed token sets from all N selected frames are
concatenated as follows:

Ffinal = Concat
(
F
(k)
compressed

)N

k=1
. (10)

The resulting compact sequence is subsequently
fed into the LLM for downstream processing.

3.2.3 Question Decomposition
Although dynamic compression reduces redun-
dancy and preserves essential visual information,
it still produces a number of visual tokens that ex-
ceed the capacity of image-pretrained VLMs. As
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Table 1: Prompt Template for Question Decomposition

Question Decomposition Prompt

I am working on a video understanding task. Your job is to break
down the given question into a series of subquestions that guide
the model toward solving the problem. The subquestions should
focus on temporal and dynamic aspects of the video, rather than just
static information that could be answered from a single frame. I
will provide a question, and you should output the corresponding
subquestions in English.

Question: “{user question here}”

Output the subquestions as a Python list of strings.

a result, the model fails to comprehensively inter-
pret the compressed tokens, a limitation known as
token overload (Section 3.1.2). To address this,
we introduce question decomposition, which re-
formulates the original query into a sequence of
focused sub-questions, directing the model’s atten-
tion to distinct aspects of the video and enabling
progressive understanding.

To implement this strategy, we construct a struc-
tured system prompt (Table 1) to guide the genera-
tion of focused sub-questions. Given this prompt, a
sequence of sub-questions is derived from the input
query Q using a pretrained question decomposition
LLM M with temperature t:

Q1, Q2, . . . , Qn = M(Q, t), (11)

where each Qi targets a distinct aspect of the video,
such as character location, actions, interactions, or
scene transitions.

Subsequently, each sub-question Qi is indepen-
dently processed by the LLM, conditioned on the
shared visual input Ffinal:

Ai = LLM(Ffinal, Qi), i = 1, 2, . . . , n. (12)

Finally, the responses {A1, A2, . . . , An} are con-
catenated to form an auxiliary prompt segment.
This aggregated textual input, together with the
original query Q and the compressed visual token
sequence Ffinal, is then fed into the LLM to gener-
ate the final answer:

Afinal = LLM(Ffinal, Concat(A1, . . . , An), Q).
(13)

4 Experiments

4.1 Benchmarks and Metrics
Multiple Choice VideoQA Benchmarks. The
multiple choice setting tests model’s ability to se-
lect the correct answer from a set of options. We

evaluate on three benchmarks: NExT-QA (Xiao
et al., 2021) for causal and temporal understanding,
EgoSchema (Mangalam et al., 2023) for schema-
level interpretation in egocentric videos, and In-
tentQA (Li et al., 2023a) for intention recognition
from subtle cues. Accuracy is used as the evalua-
tion metric.

Open-Ended VideoQA Benchmarks. The
open-ended setting requires generating natural lan-
guage answers based on video content. We evaluate
on four benchmarks: MSVD-QA (Chen and Dolan,
2011), based on textual descriptions of short clips;
MSRVTT-QA (Xu et al., 2016), featuring diverse
web videos with complex scenes; TGIF-QA (Jang
et al., 2019), focusing on repetition counting and
state transitions in GIFs; and ActivityNet-QA (Yu
et al., 2019) (abbreviated as ANet-QA), compris-
ing long videos with rich activity semantics. Re-
sponse quality is assessed using GPT-based met-
rics: GPT-Accuracy for factual correctness, and
GPT-Score (0–5) for completeness and fluency. All
evaluations use gpt-3.5-turbo-0125 for consis-
tency (Wu, 2024b).

4.2 Implementation Details
D-CoDe is built upon the image-pretrained LLaVA-
NeXT (Liu et al., 2024) with 7B parameters. Fol-
lowing SF-LLaVA (Xu et al., 2024), we adopt ro-
tary position embeddings (RoPE) (Su et al., 2024)
with a scaling factor of 2 to extend the context
length to 8192 tokens. For each input video, we
sample N frames, where N is empirically deter-
mined based on the average video length of the
corresponding dataset. All frames are uniformly
resized to 336× 336 to construct the visual input
sequence. In the dynamic compression module,
we use a uniform frame sampling ratio α = 0.85,
retain salient tokens with a ratio β = 0.625, and
merge semantically similar tokens using a cosine
similarity threshold τ = 0.9. For question de-
composition, we use gpt-3.5-turbo-0125 as the
question decomposition LLM, with a temperature
of t = 0.5 to balance diversity and consistency.
The number of generated sub-questions n is not
constrained. All experiments are conducted on a
single NVIDIA RTX A6000 GPU.

4.3 Comparison on Multiple Choice VideoQA
Table 2 summarizes the multiple choice VideoQA
results. D-CoDe consistently outperforms all prior
methods, including both training-free and training-
required models.
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Table 2: Results on Multiple Choice Benchmarks

Multiple Choice VideoQA (Accuracy)Method NextQA EgoSchema IntentQA

Training-Required Methods

Video-LLaVA 60.5 37.0 N/A
Video-LLaMA2 N/A 51.7 N/A

MovieChat+ 54.8 56.4 N/A
Vista-LLaMA 60.7 N/A N/A

Training-Free Methods

DeepStack-L 61.0 38.4 N/A
M3 63.1 36.8 58.8

IG-VLM 63.1 35.8 60.3
SF-LLaVA 64.2 47.2 60.1
TS-LLaVA 66.5 50.2 61.7

D-CoDe (Ours) 68.3 58.0 64.2

Notably, on EgoSchema, a challenging bench-
mark with long-form egocentric videos and
schema-based questions where training-required
models usually perform better, D-CoDe surpasses
the second-best training-free method TS-LLaVA
by 7.8%. It is also the first training-free model to
outperform all training-required ones, exceeding
the best of them, MovieChat+, by 1.6%. These re-
sults demonstrate the effectiveness of our question
decomposition strategy for understanding complex
video content.

4.4 Comparison on Open-Ended VideoQA

Table 3 presents the open-ended VideoQA results.
Compared to multiple-choice tasks, these bench-
marks involve simpler questions, often asking what,
who, or yes/no, which are less suitable for decom-
position. Therefore, only the dynamic compres-
sion module is applied. Despite this, D-CoDe out-
performs most existing methods, including both
training-free and training-required models.

D-CoDe achieves the highest accuracy on
MSVD-QA (80.0%) and TGIF-QA (79.1%), which
focus on visual recognition and temporal reasoning,
respectively. These results demonstrate its effec-
tiveness in preserving fine-grained visual details.
D-CoDe also performs well on the more challeng-
ing ActivityNet-QA, which consists of long videos
with complex activities, reaching 56.4% accuracy
and a GPT-Score of 3.4.

On MSRVTT-QA, D-CoDe performs slightly
below SF-LLaVA and TS-LLaVA, likely due to
the dataset’s frequent scene transitions that favor
models with slow-fast processing structures.

Table 3: Results on Open-Ended Benchmarks

Open-Ended VideoQA (Accuracy/Score)Method MSVD MSRVTT TGIF ANet

Training-Required Methods

Video-LLaMA 51.6/2.5 29.6/1.8 N/A 12.4/1.1

Video-LLaMA2 70.9/3.8 N/A N/A 50.2/3.3

Video-ChatGPT 64.9/3.3 49.3/2.8 51.4/3.0 35.2/2.7

VideoGPT+ 72.4/3.9 60.6/3.6 74.6/4.1 50.6/3.6

Video-LLaVA 70.7/3.9 59.2/3.5 70.0/4.0 45.3/3.3

MovieChat 75.2/3.8 52.7/2.6 N/A 45.7/3.4

MovieChat+ 76.5/3.9 53.9/2.7 N/A 48.1/3.4

VideoChat 56.3/2.8 45.0/2.5 34.4/2.3 26.5/2.2

VideoChat2 70.0/3.9 54.1/3.3 N/A 49.1/3.3

Vista-LLaMA 65.3/3.6 60.5/3.3 N/A 48.3/3.3

LLaMA-VID 69.7/3.7 57.7/3.2 N/A 47.4/3.3

PLLaVA 76.6/4.1 62.0/3.5 77.5/4.1 56.3/3.5

Training-Free Methods

FreeVA 73.8/4.1 60.0/3.5 N/A 51.2/3.5

DeepStack-L 76.0/4.0 N/A N/A 49.3/3.1

IG-VLM 78.8/4.1 63.7/3.5 73.0/4.0 54.3/3.4

SF-LLaVA 79.1/4.1 65.8/3.6 78.7/4.2 55.5/3.4

TS-LLaVA 79.0/4.1 65.1/3.6 77.7/4.1 56.7/3.4

D-CoDe (Ours) 80.0/4.1 64.2/3.5 79.1/4.1 56.4/3.4

Table 4: Module Ablation on EgoSchema

Module Acc. (↑)

Baseline 44.8
+ dynamic spatial token compression 50.6
+ dynamic temporal frame selection 51.8
+ question decomposition 58.0

4.5 Ablation Study

Module Ablation. We evaluate the contribution
of each component in D-CoDe through ablation
studies on the EgoSchema dataset using 15 in-
put frames. As shown in Table 4, all modules
contribute incremental performance gains. The
baseline adopts the naive training-free extension
of LLaVA-NeXT from (Zhang et al., 2024), which
employs uniform frame sampling and spatial aver-
age pooling, yielding 44.8% accuracy. Introducing
dynamic spatial token compression increases ac-
curacy to 50.6% by removing redundancy while
preserving salient visual cues. Incorporating dy-
namic temporal frame selection further improves
performance to 51.8% by prioritizing semantically
diverse frames. Finally, applying question decom-
position raises accuracy to 58.0%, highlighting its
effectiveness in guiding the model to focus on dis-
tinct semantic aspects of video.

Sampling Strategy Ablation. As shown in Ta-
ble 5, we evaluate frame sampling strategies on
EgoSchema with D-CoDe without question decom-
position. Compared to uniform sampling, question-
aware sampling (Wang et al., 2023, 2024b) yields
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Table 5: Sampling Strategy Ablation on EgoSchema

Key Frame Sampling Strategy Acc. (↑)

Uniform Sampling 50.6
Question-aware Sampling 51.4
Supplementary Frame Selection (Ours) 51.8

Table 6: Compression Range Ablation on EgoSchema

Spatial Mergeable Distance Constraint Acc. (↑)

≤ 4 neighboring tokens 51.4
≤ 5 neighboring tokens 51.4
≤ 6 neighboring tokens 52.0
no constraint (Ours) 51.8

higher accuracy by selecting frames most seman-
tically similar to the question using CLIP, but still
performs worse than our diverse-based supplemen-
tary frame selection. This is because question-
aware sampling overemphasizes query-relevant
segments, limiting broader temporal modeling,
whereas our method preserves more diverse vi-
sual information and thereby enhances video un-
derstanding.

Compression Range Ablation. We evaluate
spatial compression range by introducing a patch
distance constraint and testing on EgoSchema with
D-CoDe without question decomposition. As
shown in Table 6, restricting merges within 5
patches reduces accuracy, while relaxing the con-
straint to 6 patches improves performance. These
results indicate that narrow merge ranges fail to
compress redundant tokens effectively and hinder
comprehension, whereas broader ranges reduce re-
dundancy while preserving spatial structure, lead-
ing to improved video understanding.

Decomposition Prompt Ablation. As shown
in Table 7, we evaluate prompt variants on
EgoSchema. Removing task and background ex-
planation drops accuracy, underscoring the value of
contextual guidance. Excluding “temporal and dy-
namic aspects” lowers performance, confirming the
importance of temporal cues. By contrast, rephras-
ing with different wording yields better accuracy,
suggesting that performance is determined by se-
mantic content and is robust to structural or word-
ing variations.

Decomposed Content Ablation. Table 8
evaluates the impact of decomposed content on
EgoSchema. Compared with no question decom-
position (None), sub-questions reduce accuracy,
whereas sub-answers yield the best performance.
These results indicate that the gain mainly derives

Table 7: Prompt Ablation on EgoSchema

Prompt Variant Acc. (↑)

Default (Ours, as shown in Table 1) 58.0
No task/background explanation 53.2
Removed “temporal and dynamic aspects” 54.8
Rephrased (same meaning, different wording) 58.4

Table 8: Decomposed Content Ablation on EgoSchema

Decomposed Content Acc. (↑)

None (w/o Question Decomposition) 51.8
Sub-Questions 50.4
Sub-Answers (Ours) 58.0

from intermediate answers rather than the struc-
tured thought process, as sub-answers provide more
diverse supporting content for video understanding.

Visualization. Figure 6 and Figure 7 visual-
ize the effect of D-CoDe’s dynamic compression
along the temporal and spatial dimensions, respec-
tively. In the temporal dimension, supplementary
frames (green), selected based on maximal seman-
tic difference from uniformly sampled frames (yel-
low), enhance temporal diversity and reduce the
risk of missing key actions due to fixed-interval
sampling. In the spatial dimension, low-saliency
tokens are discarded, while the remaining ones are
clustered and merged based on semantic similarity,
preserving essential content and significantly reduc-
ing redundancy. Figure 8 presents a comparison of
the baseline model’s attention distribution over the
same visual input when prompted with the original
question and its decomposed sub-questions. The
observed shift in attention peaks suggests that ques-
tion decomposition effectively guides the model to
focus on distinct aspects of the inputs.

5 Conclusion

In this paper, we investigate two key challenges in
adapting image-pretrained VLMs to video under-
standing: the perception bottleneck, which arises
from static compression strategies that uniformly
process visual inputs and discard salient cues un-
evenly distributed across temporal and spatial di-
mensions; and token overload, which occurs when
video inputs yield significantly more tokens than
images, exceeding the model’s capacity for com-
prehensive understanding. To address these chal-
lenges, we propose D-CoDe, a training-free adap-
tation framework that combines dynamic compres-
sion with question decomposition. Dynamic com-
pression alleviates the perception bottleneck by
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Figure 6: Dynamic Compression (Temporal): To com-
plement uniform sampling (yellow), supplementary
frames (green) are selected from the remaining video
frames based on semantic dissimilarity, thereby enhanc-
ing temporal diversity in the visual input.

Figure 7: Dynamic Compression (Spatial): Tokens with
low salience (black) are removed, and the remaining
tokens are semantically clustered (indicated by color)
and merged, minimizing redundancy while preserving
essential visual information.

adaptively selecting representative frames and per-
forming content-aware spatial token pruning and
merging, thereby preserving detail while reducing
redundancy. In parallel, question decomposition
mitigates token overload by reformulating complex
queries into focused sub-questions that guide the
model to attend to distinct aspects of the video, en-
abling comprehensive understanding. Experiments
demonstrate that D-CoDe significantly improves
performance on VideoQA benchmarks and shows
strong potential for complex video-language tasks.

Limitations

The main limitation of D-CoDe lies in its relatively
lower performance on videos with frequent scene
transitions, compared to models employing slow-
fast structures. Although D-CoDe efficiently com-
presses visual input and preserves key information,
it still faces a trade-off between temporal and spa-
tial retention, a limitation less evident in models
such as SF-LLaVA and TS-LLaVA. To address this,
future work could explore integrating a slow-fast
architecture into D-CoDe to better balance tempo-
ral and spatial modeling. Additionally, incorpo-
rating a memory bank, which is commonly used
in Vid-LLMs to enhance temporal awareness and

(a) Baseline w/ Original Question

(b) Baseline w/ Sub-Question 1

(c) Baseline w/ Sub-Question 2

Figure 8: Visualization of the impact of different queries
on the attention distribution of the baseline model over
the same visual input on IntentQA with 5 input frames.
The baseline adopts the naive training-free extension of
LLaVA-NeXT proposed in (Zhang et al., 2024).

maintain long-range context, may further improve
the model’s ability to handle complex video inputs.
Another limitation is the difficulty in understand-
ing durations and timestamps, a common challenge
for Vid-LLMs (Imam et al., 2025). While D-CoDe
handles relative temporal reasoning well, precise
temporal understanding remains difficult for these
training-free frameworks. Addressing this may re-
quire task-specific training or architectural modifi-
cations, as shown in LLaVA-ST (Li et al., 2025).

Ethics Statement

The outputs of D-CoDe may occasionally contain
biased or inappropriate content, potentially due to
underlying biases in the base model LLaVA-NeXT
(Liu et al., 2024). These outputs do not reflect the
authors’ views. As with other generative AI sys-
tems, D-CoDe raises important ethical concerns
related to content reliability and fairness. We en-
courage future work to implement safeguards such
as dataset auditing, bias evaluation, and content
attribution (e.g., watermarking), and to prioritize
responsible deployment practices that balance in-
novation with societal impact.
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Table 9: Ablation of α

α Acc. (↑)

0.80 57.2
0.85 58.0
0.90 57.0
0.95 56.2

Table 10: Ablation of β

β Acc. (↑)

0.575 56.6
0.600 56.4
0.625 58.0
0.650 56.2

Table 11: Ablation of τ

τ Acc. (↑)

0.80 55.0
0.85 55.6
0.90 58.0
0.95 57.0

Table 12: Ablation of t

t Acc. (↑)

0.3 56.0
0.5 58.0
0.7 56.2
0.9 56.4

A More Background

A.1 Image-pretrained VLMs

Image-pretrained vision-language models (VLMs)
combine large language models (LLMs)(Bai et al.,
2023a; Brown et al., 2020; Chiang et al., 2023;
Chowdhery et al., 2023; Gilardi et al., 2023; Tou-
vron et al., 2023) with visual encoders such as
CLIP(Radford et al., 2021), enabling effective
image-text alignment and multimodal understand-
ing. As a pioneer, Flamingo (Alayrac et al., 2022)
introduces interleaved vision-language modeling
for open-ended generation. BLIP-2 (Li et al.,
2023b) employs Q-Former to align frozen vision
and language models. LLaVA and its exten-
sions (Liu et al., 2023, 2024) integrate lightweight
connectors with instruction tuning to bridge modal-
ities efficiently. Qwen-VL (Bai et al., 2023b; Wang
et al., 2024a; Bai et al., 2025) connects a visual
encoder to the Qwen language model via cross-
attention, supporting high-resolution and multi-
lingual reasoning. Most recently, MM1 (McK-
inzie et al., 2024) provides a systematic analysis of
model scaling and data design for efficient VLM
training.

B Hyper-Parameters Ablation

B.1 Effect of α in Dynamic Compression

Table 9 presents the results of an ablation study
on α, which controls the uniform sampling ra-
tio in temporal dynamic compression. The re-
sults show that accuracy on the EgoSchema bench-
mark increases significantly as α decreases from
0.95 to 0.85. This suggests that selecting supple-
mentary key frames to emphasize informative seg-
ments enhances the video understanding ability of
image-pretrained VLMs. However, when α con-

tinues to decrease, the number of uniformly sam-
pled frames becomes insufficient, weakening the
model’s global perception of the video and leading
to performance degradation.

B.2 Effect of β in Dynamic Compression

Table 10 presents the results of an ablation study on
β, which controls the proportion of spatial tokens
retained during pruning. A larger β corresponds
to more aggressive pruning, keeping only highly
activated tokens. As β increases, the accuracy on
the EgoSchema benchmark first rises and then falls,
indicating that retaining too few tokens harms the
model’s understanding of visual content, while re-
taining too many introduces redundant noise.

B.3 Effect of τ in Dynamic Compression

Table 11 presents the results of an ablation study
on τ , the cosine similarity threshold used for token
merging. A smaller τ results in more tokens being
grouped and merged. As τ increases, accuracy on
the EgoSchema benchmark follows a rise-then-fall
trend. This is because merging low-similarity to-
kens can blur critical visual details, while merging
only highly similar tokens leads to token redun-
dancy, both of which hinder model performance.

B.4 Effect of t in Question Decomposition

Table 12 presents the results of an ablation study
on t, which controls the diversity of sub-questions
generated during question decomposition. A larger
t results in more diverse sub-questions. Accuracy
on the EgoSchema benchmark initially improves
as t increases, but eventually declines. This indi-
cates that both insufficient and excessive diversity
can impair the model’s ability to comprehensively
interpret large volumes of visual tokens.

C Additional Module Ablation

Table 13 reports module-wise ablations on addi-
tional benchmarks, including NExT-QA, IntentQA,
MSVD, MSRVTT, TGIF, and ANet. For multi-
choice VideoQA, all modules yield incremental
gains. For open-ended VideoQA, where questions
are generally simpler (Section 4.4), question de-
composition can mislead the model.

Table 14 shows an MSVD case where decompo-
sition, though semantically valid, overcomplicates
a simple spatial query and lowers accuracy. This
indicates that decomposition is most effective for
complex or multi-step reasoning.

11822



Table 13: Module Ablation on Other Benchmarks.

Module
Multi-choice VideoQA (Acc., ↑) Open-ended VideoQA (Acc./Score, ↑)

NExT-QA IntentQA MSVD MSRVTT TGIF ANet

Baseline 65.4 61.3 77.8/4.0 62.8/3.5 76.9/4.0 54.2/3.3

+ Dynamic Spatial Token Compression 66.7 62.2 79.4/4.0 63.6/3.5 78.9/4.1 55.4/3.3

+ Dynamic Temporal Frame Selection 67.0 62.9 80.0/4.1 64.2/3.5 79.1/4.1 56.4/3.4

+ Question Decomposition 68.3 64.2 72.4/3.8 62.2/3.5 75.7/4.0 53.8/3.3

Table 14: Question Decomposition Example on MSVD

Original Question:
"What is a man sitting on?"

Decomposed Sub-Questions:
1. Does the man change location during the video, or does he
remain in one place?
2. At what point does he begin sitting down, and what happens
before that?
3. What object does he touch when sitting down?
4. Does that object stay consistent across the video?
5. Do we observe interactions confirming it’s a seat?
6. Do any video perspectives help reveal more detail?

Table 15: Error Analysis on MSRVTT-QA

Method Full Set Top-100 Scene Change Samples

SF-LLaVA 65.8/3.6 64.0/3.5

D-CoDe (Ours) 64.2/3.5 56.0/3.3

D Error Analysis

As noted in Section 4.4, D-CoDe performs worse
on videos with frequent scene transitions. Table 15
shows results on MSRVTT-QA using the full set
and 100 samples with the most transitions. SF-
LLaVA remains stable (65.8 vs. 64.0), whereas
D-CoDe drops sharply (64.2 vs. 56.0), confirming
its sensitivity to rapid scene changes.

E Efficiency Analysis

Table 16 shows latency and accuracy results on
EgoSchema. Compared with the baseline, dynamic
compression increases inference time slightly,
whereas question decomposition causes a larger
latency increase.

Although D-CoDe introduces additional infer-
ence overhead, the performance–cost trade-off can
be adjusted through simple design choices. Ta-
ble 17 further evaluates lighter variants, showing
that using a lightweight visual encoder (CLIP-ViT-
B/32, 35% parameters) for supplementary frame
selection or restricting the number of sub-questions
reduces inference time substantially while main-
taining competitive accuracy.

Table 16: Efficiency Analysis on EgoSchema

Module Acc. (↑) s/sample (↓)

Baseline 44.8 3.927
+ Dynamic Compression 51.8 6.115
+ Question Decomposition 58.0 37.395

Table 17: Trade-off Analysis on EgoSchema

Module Acc. (↑) s/sample (↓)

D-CoDe 58.0 37.395
w/ smaller CLIP (35% params) 58.2 35.466
w/ Limit sub-question count = 5 56.0 26.273
w/ Limit sub-question count = 7 57.8 33.704

Table 18: Prompt Variant used in Table 7

No task/background explanation:
Your job is to break down the given question into a series of
subquestions that guide the model toward solving the problem.
The subquestions should focus on temporal and dynamic aspects
of the video, rather than just static information.

Question: “{user question here}”

Output the subquestions as a Python list of strings.

Removed “temporal and dynamic aspects”:
I am working on a video understanding task. Your job is to break
down the given question into subquestions that guide the model
toward solving the problem. I will provide a question, and you
should output the corresponding subquestions in English.

Question: “{user question here}”

Output the subquestions as a Python list of strings.

Rephrased:
Your task is to break down the given video understanding question
into a series of subquestions. These subquestions are crucial for
guiding the model and **must prioritize temporal and dynamic
aspects** of the video. Crucially, they should **not rely on static
information** obtainable from a single frame.

Output the subquestions as a **Python list of strings**. Each
subquestion should focus on the **evolution, changes, and inter-
actions over time** within the video.

Question: “{user question here}”

Output:

F Detailed Prompt Variants

Table 18 lists the prompt variants used in the De-
composition Prompt Ablation (Table 7).
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