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Abstract

We introduce a computational framework for
modeling child language production, focusing
on the acquisition of the competence to map
meaning onto linguistic form. Our approach
uses graphs to formalize meaning and Syn-
chronous Hyperedge Replacement Grammar
(SHRG) to formalize the syntax—semantics in-
terface. The setup provides computationally-
sound induction algorithms of statistical gram-
mar knowledge. We induce SHRGs solely
from semantic graphs, and the resulting inter-
pretable grammars are evaluated by their abil-
ity to generate utterances—providing a novel
controlled paradigm to simulate child language
acquisition. A notable finding is that unsu-
pervised statistical learning (analogous to chil-
dren’s implicit learning mechanisms) performs
as well as the corresponding supervised ora-
cle when a proper symbolic grammar is as-
sumed (reflecting knowledge gained via com-
prehension). The full dataset and code are avail-
able at https://github.com/yuan-w-gao/
fla_hrg_induction.

1 Introduction

Children rapidly acquire the ability to produce
context-appropriate utterances from sparse input
(Chomsky, 1980; Berwick et al., 2011). This puz-
zling phenomenon calls for a scientific explanation,
and computational models have drawn growing
attention in this line of research. Existing computa-
tional studies of acquisition have largely prioritized
isolated mechanisms, such as spreading activation
in retrieval (Dell, 1986), sentence planning (Lev-
elt et al., 1999), or production efficiency (Jaeger
etal., 2012), over a more integrated goal: develop a
computational system that can simulate the process
by which children learn to produce. Production in
acquisition still lacks a precise, testable account
of how intended meanings are transformed into
utterances, and how this ability is obtained.

Figure 1: A conceptual bidirectional framework linking
(1) Utterance, (2) SSI (syntax—semantics interface), and
(3) Meaning. In comprehension (top), an utterance is
interpreted into a structured meaning via the SSI; in
production (bottom), a speaker starts from an intended
meaning and constructs a sentence using the same inter-
face. The dashed frame separates prior comprehension
work from our production focus; both rely on the same
interface.

This paper initiates a computational investiga-
tion into the developmental process of child lan-
guage production. We formalize a new research
task: given a structured meaning representation
as input, learn or induce statistical grammatical
knowledge that maps and predicts potential utter-
ances. Our inquiry presupposes a bidirectional
syntax—semantic interface (SSI)'. Figure 1 illus-
trates a simplified view of language comprehension
and production with the three objects, utterances,
the SSI, and meanings. In comprehension, the child
interprets an observed utterance by deriving a struc-
tured meaning representation via hierarchical syn-
tax. In production, this process is reversed: starting
from an intended meaning, the child generates an

'By SSI we mean a structured mapping that connects
a sentence’s hierarchical derivation (syntax) to a composi-
tional meaning representation (semantics). In NLP terms,
the mapping is often operationalized in semantic parsing
(form — meaning) and in surface realization/generation
(meaning—form). For example, in Combinatory Categorial
Grammar, each lexical entry pairs a syntactic category with a
typed semantic term; when categories combine, their mean-
ings compose (typically by function application) to yield a
logical form to encode truth-conditional semantics. The same
syntax—semantics pairing information can be used in reverse
for realization (Steedman, 2001; Zettlemoyer and Collins,
2005; Reiter, 2000). We use SSI as a neutral label for map-
ping between natural language utterances and compositional
semantics through syntax, independent of grammar formalism.

11004

Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 11004-11018
November 4-9, 2025 ©2025 Association for Computational Linguistics


https://github.com/yuan-w-gao/fla_hrg_induction
https://github.com/yuan-w-gao/fla_hrg_induction

Work Dir. Input

MR (3))

Interface (@ )

Abend et al. (2017);
Zettlemoyer and
Collins (2005);
Kwiatkowksi et al.
(2010); Bisk and
Hockenmaier (2012)

0@ -

Beekhuizen et al.
(2014)

O+ -
O+ -
O+@ -

Chang (2008)

Nevens et al. (2022);
Gerasymova and
Spranger (2010)

This work

®-0Wm

Meaning

Utterance + Meaning

Utterance + Meaning
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CCG Logical form

Construction Gram-
mar

Graph-based

Embodied Construc- Schema-based

tion Grammar

Incremental Recruit-
ment Language

Fluid Construction
Grammar

SHRG Graph-based

Table 1: Representative approaches to learning the mapping among the three objects in Figure 1. The Dir.
column uses the indices (1=utterance, 2=SSI, 3=meaning). Interface names the SSI formalism; MR the meaning

representation.

utterance through the same syntax—semantics in-
terface.

This perspective poses a fundamental question
for modeling production, how do we ground an
inherently cognitive and abstract process to a com-
putational task? More specifically, two main chal-
lenges are highlighted: 1) How to represent the
speaker’s mental intended meaning, and 2) How
to learn the interface that maps this representation
to form. To address these challenges, we follow
three working hypotheses. H1: Linguistic Rel-
ativism. We adopt the Sapir-Whorf hypothesis
(Whorf, 1956; Sapir, 1929) and assume that the
speaker’s mental representation can be fully cap-
tured (the strong version) or approximated (the
weak version) by semantics codified by linguistic
signals. H2: Comprehension precedes produc-
tion. We assume that language production does
not start from scratch, but builds upon grammatical
knowledge already acquired through comprehen-
sion. This developmental path is widely accepted
in psycholinguistics (Clark and Hecht, 1983; Born-
stein and Hendricks, 2011; Benedict, 1979; Bauer
et al., 2002; Lowenthal, 2012; Kern, 2007). H3:
Children are statistical learners. Children are
sensitive to frequency patterns in language use and
acquire probabilistic mappings between meaning
and form by tracking patterns in their linguistic
environment (Waxman and Markow, 1995; Saffran
et al., 1996; Erickson and Thiessen, 2015).

On the operational side, we formalize the syn-
tax—semantics interface using Synchronous Hyper-
edge Replacement Grammar (SHRG; Drewes et al.
1997), following its success in SemBanking (Li
et al., 2025), semantic parsing (Chen et al., 2018,
2019; Zhao et al., 2020) and natural language gen-
eration (Ye and Sun, 2020). The meaning repre-
sentation is English Resource Semantics—style se-
mantic graphs (Flickinger et al., 2014). Specially,
we utilise Elementary Dependency Graph (EDS;
Oepen et al., 2002). The concrete computational
task is to induce probabilities of predefined SHRG
rules from solely EDS graphs. Table 1 compares
this task to previous work.

We conduct experiments on the child speech,
rather than child-directed speech, from Child
Language Data Exchange System (CHILDES;
Macwhinney, 2000). English Resource Gram-
mar (ERG; Flickinger, 2000) is applied for
linguistically-precise syntactico-semantic parsing.
We collect a dataset of 966,030 parsed utter-
ances from 79 corpora (77.6% parsing coverage
of 1,244,745 total utterances), spanning from birth
to age 10. Experiments on this dataset demon-
strate that statistical learning approaches effectively
model language production in acquisition. Our
Expectation Maximization (EM; Dempster et al.,
1977) grammar induction achieves parsing accu-
racy (0.952) comparable to an oracle with per-
fect grammatical knowledge (0.948), with simi-
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lar trends in generation quality (0.777 vs 0.688 in
BLEU score).

Remarkably, the strong performance of the unsu-
pervised model shows that, given a basic symbolic
grammar, statistical learning through maximizing
likelihood of meaning representations alone can
approach the performance of a statistically opti-
mal supervised model. This finding remains robust
across different EM variants, levels of grammar
abstraction, and even in an incremental one-pass
learning scenario that more closely mimics natural-
istic acquisition. These results also demonstrate the
usefulness of graph-based meaning representation
and graph grammars in studying child language
acquisition.

2 Related Work

2.1 Grammar Induction

Grammar induction learns structured linguistic
representations from raw data. Early work in
NLP focused on probabilistic context-free gram-
mar (PCFG) induction, using the Expectation-
Maximization (EM) algorithm (Lari and Young,
1990; Carroll and Charniak, 1992; Pereira and Sch-
abes, 1992). Bayesian approaches (Johnson et al.,
2007; Cohn and Blunsom, 2010) introduced non-
parametric priors, improving hierarchical struc-
ture inference. Neuralized grammar induction ap-
proaches learn latent hierarchical structures via end-
to-end optimization (Dyer et al., 2016; Jin et al.,
2018; Kim et al., 2019; Yang et al., 2021). Beyond
PCFGs, distributional learning algorithms, inspired
by formal language theory (Clark, 2010), infer
grammars based on substring statistics and struc-
tural regularities. Minimum Description Length
methods (de Marcken, 1996) frame induction as a
compression problem.

2.2 Modeling of Language Acquisition

Construction grammar and CCG-based models
represent a significant branch of computational
learning of grammars. Table 1 categorizes some
notable prior work based on the learning task
and formalisms. It is worth to point out that
most existing work require the utterance as in-
put (Abend et al., 2017; Zettlemoyer and Collins,
2005; Kwiatkowksi et al., 2010; Bisk and Hocken-
maier, 2012; Beekhuizen et al., 2014; Chang, 2008;
Nevens et al., 2022; Gerasymova and Spranger,
2010; Chen and Mooney, 2008; Dominey and
Boucher, 2005; Doumen et al., 2023; Dunn, 2017),

making them less cognitively plausible for lan-
guage production simulations where the utterance
could not have been known prior to production.

3 Representing Meaning of Child Speech

3.1 Graphs as Meaning Representations

Following H1 and building on established linguistic
theories of the syntax—semantics interface, we treat
meaning representations derived from child speech
as the input to our production model. In our frame-
work, we adopt graph-structured semantic represen-
tations, following a long tradition in computational
semantics that views linguistic meaning as com-
positional, typed, and relational. Graph-based rep-
resentations offer a flexible and expressive format
for encoding predicate—argument structure, scope,
and modification, and have been widely used in
frameworks such as Abstract Meaning Represen-
tation (AMR; Banarescu et al., 2013) and English
Resource Semantics (ERS; Flickinger et al., 2014).

In this work, we use ERS, the semantic analyses
produced by English Resource Grammar (ERG;
Flickinger, 2000), a linguistically precise, broad-
coverage grammar of English. In particular, we
choose the format of Elementary Dependency
Structures (EDS; Oepen et al., 2002), which repre-
sents meanings by labeled graphs. See an example
in Figure 2. Semantic parsing with ERG into EDS
achieved 0.973 overall parsing F1 score on various
benchmark datasets, due to their highly specific
and precise nature (Oepen and Flickinger, 2019;
Oepen et al., 2020).

Figure 2: Example ERG-derived meaning representa-
tion for the utterance He really seems to care. Sin-
gle node hyperedges represent concepts, while normal
edges represent predicate—argument relationships.

While the ERG was developed for well-formed
adult English, we argue that it is a reasonable
choice for modeling of child language. First, ERG
achieves high parsing coverage for a broad range
of child utterances (see §3.2), particularly from the
telegraphic stage onward. Parsing failures in earlier
stages often result from disfluencies, fragmentary
input, or nonstandard forms rather than true struc-
tural mismatch. It is reasonable to exclude such
data from training. Second, ERG offers a princi-
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pled type hierarchy and interpretable derivations
that support abstraction: fine-grained rule and type
distinctions can be systematically projected onto
coarser categories to simulate early-stage gram-
mars. Experiments suggest the model and the rep-
resentation remain robust against different level of
grammar abstractions (see §6.4).

3.2 Dataset Construction

We construct a from CHILDES (Macwhinney,
2000). Our dataset pairs transcribed child utter-
ances with semantic graphs obtained via ERG pars-
ing. The semantic graphs are utilized as the input
for our simulation experiments. In total, 1,244,745
utterances were selected from 18 UK and 61 North
American corpora covering ages between 0 and
10 to capture key language acquisition stages.
966,030 utterances were successfully parsed with
77.6% parsing coverage. Figure 3 shows parsing

Success Rate

00000
mmm # Utterances
-400000
-300000
-200000 3
I -100000
-0
&>

Linguistic Developmental Stages

Utterances

Figure 3: Parsing success rate and total number of
utterances by the 7 language acquisition stages: the
prelinguistic stage (0—12 months), the holophrastic stage
(12—-18 months), the two-word stage (18—24 months),
the telegraphic stage (24—36 months), the later multi-
word stage (36—60 months), and the mature stage (60+
months) (Ingram, 1989; de Villiers and de Villiers, 1979;
Rudman and Titjen, 2018).

success rates across language acquisition stages.
Success is the highest in the prelinguistic stage
(0—12 months), possibly due to the simplicity of
vocalizations and the small amount of data (464
utterances in total). Success rate declines in the
holophrastic and two-word stages, likely due to
non-standard or ungrammatical constructions and
novel word forms. From the telegraphic stage on-
ward, success improves as children’s syntax be-
comes more structured.

ZFull list of corpora used are in Appendix A

4 The Grammar Formalism

To mediate between meaning and syntax, we use
SHRG, a synchronous version of Hyperedge Re-
placement Grammar (HRG; Drewes et al., 1997),
to synchronize semantic and syntactic derivations.
Figure 4 demonstrates the syntactico-semantic
derivation for the running example.

Compositional Semantics via SHRG. In an
SHRG derivation tree, each node corresponds to
a syntactic constituent and is paired with a local
semantic subgraph representing that constituent’s
meaning. The semantic composition proceeds
along the syntactic hierarchy: whenever two child
constituents combine under a parent in the parse
tree, their associated meaning graphs are glued to-
gether by the corresponding grammar rule to form
a larger graph. The smallest semantic units are
word-level graphs provided by lexical rules in an
HRG. In Figure 4, ~4, 6, 77 and vg. These lexi-
cal rules/graphs encode predicate—argument struc-
tures of the paired content words — much like
lexical entries in Combinatory Categorial Gram-
mar (CCG; Steedman, 1996, 2000) carries its own
logical formula. Figure 5 shows a comparison of a
transitive verb ‘like’.

Phrasal rules in SHRG (e.g. combining a noun
phrase and a verb phrase into a sentence) perform
the “glue” operations: they identify the shared
nodes between child semantic graphs (such as
merging the predicate’s slot with the subject’s node,
i.e., 1 in Figure 4) and thereby yield a unified
graph for the parent constituent. These glue opera-
tions are explicitly encoded in the HRG production
rules as the connection of external nodes in the
graphs. In short, each syntactic combination cor-
responds to a semantic combination. This design
ensures that the meaning of the whole utterance
is built compositionally from the meanings of its
parts.

Probabilistic SHRG A probabilistic SHRG
turns the symbolic grammar into a generative
model: every rule in the grammar gets a weight
that reflects how likely it is to be used. The proba-
bility of a full derivation is just the product of the
rule weights along the way, like in a probabilis-
tic context-free grammar (PCFG). This means the
model can learn preferences over how things are
said. Probabilistic SHRG gives us a way to repre-
sent not just what’s possible in the grammar, but
also what’s likely, which is exactly the kind of sen-
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Figure 4: An HRG-based syntactico—semantic derivation for He really seems to care. The semantic graph (top
left) is recursively decomposed into meaning constituents using HRG rules (right), while each subgraph is aligned
to a syntactic category (green/red labels). External nodes (filled black nodes) mark nodes that are ’available’ for
subgraph merging; edge labels and node indices maintain semantic and syntactic alignment.
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Figure 5: Example HRG rule and its corresponding
CCG rule. The external nodes 1, 2, and 3 in the HRG
rule correspond to the syntactic categories S, NP, and
VP,.

sitivity we want if we’re modeling how kids learn
to speak from examples in their environment.

Probabilistic SHRG is compatible with infer-
ence and learning algorithms originally devel-
oped for PCFGs. In particular, the inside—outside
algorithm—used to efficiently compute the ex-
pected counts of grammar rules—extends naturally
to the graph setting, allowing us to calculate the
likelihood of all possible derivations for a meaning
graph under the current grammar. Combined with
Expectation—Maximization (EM), this enables un-
supervised learning: the model updates rule prob-
abilities to better match the observed data, even
without gold derivations. This makes probabilistic
SHRG well-suited for simulating language acquisi-
tion.

Algorithmic Advantages An important advan-
tage of SHRG is that it is a generative-enumerative
grammar formalism (Pullum and Scholz, 2001), en-
abling algorithmically-efficient conversion in both
directions between meanings and surface strings.
In principle, dynamic programming can be applied
to parse a semantic graph into all possible deriva-
tion trees (and hence generate all compatible ut-
terances), or conversely to parse a sentence into

all possible semantic graphs (Chiang et al., 2013;
Ye and Sun, 2020). In particular, low-degree poly-
nomial parsing algorithms are available. There-
fore, SHRG is suitable in computational practice
as a bidirectional interface: the same grammar that
maps an input meaning to a well-formed sentence
can also parse an input sentence to recover its se-
mantic representation.

5 Unsupervised Learning Algorithms

Using the probabilistic SHRG formalism, learning
reduces to estimating rule probabilities from se-
mantic graphs. However, since we cannot observe
the derivation trees themselves, we treat this as
an unsupervised grammar induction problem and
apply EM to maximize data likelihood.

5.1 Expectation-Maximization (EM)

Grammar induction is formulated as unsupervised
learning over grammar parameters ¢. Given ob-
served semantic graphs G = {¢g1, ..., gn }, we max-
imize the likelihood function:

n

p(G;¢) = [ [ plgi 0) (1

=1

where the joint probability of a graph g and its
parse tree ¢ factorizes as:

plg.t;0) = [ o(r) 9 2

yeP

where ¢(7y; t, g) is the count of rule  in parse ¢.
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Computing Expectation The E-step computes
expected rule counts:

Egle(vit, )l =Y c(vit, 9p(tlgi¢) (3

t

where p(tlg, ¢) = p(g.t|$)/p(g|¢). We compute
this efficiently using inside-outside probabilities:

The expected count for rule -y is then:

o o) alsi
E¢[C(%t,g)] - p(g, QS) 56%7:(’7) 6(I8) Slgﬂ) ( l)
4)

where « and § are inside and outside probabilities,
respectively.

Parameter Updates The M-step applies maxi-
mum likelihood estimation:

Eslc(v)]

PO=Am ) = e Rl

(&)

5.2 Viterbi EM

Unlike standard EM, which marginalizes over all
parses, Viterbi EM selects only the most probable
parse t*:

17 = argmax py (91, 1) (©)

5.3 Batch EM

Batch EM improves efficiency by updating param-
eters more frequently. Given a dataset, we partition
it into B of size m = n/B. For each batch G;, we
compute local expected counts.

The parameter update is a weighted combina-
tion:

o) =ad’(+(1-a) () O

where & = m/n controls batch weighting. A fi-
nal normalization step ensures a proper probability
distribution:

exp(¢(7))
2 yepy exp(0* (7))

py=A—r)= (8)

5.4 Online EM

Online EM (Liang and Klein, 2009) updates param-
eters after processing each graph g;. The learning
rate decreases with time:

1
Q= — 9
For each g;, we compute expected counts and apply
an online update:

(V) = ™ (V) + (1 — )¢ (v)  (10)

where ¢"*" () is computed from the current exam-
ple. Normalization is applied after each update:

exp(¢'(7))

= A = e (3 ()

(1)

6 Experimental Results and Analysis

These experiments examine grammar acquisition
across developmental stages using SHRG gram-
mar induction. Spanning birth (O months) to 120
months (10 years), our evaluation compares model
performance against an oracle and a baseline. The
oracle is a supervised approach that estimates rule
probabilities from gold-standard parse trees and
the baseline uniformly samples valid rules at each
derivation node.

We model production at the population level due
to both data sparsity and theoretical motivation.
Most children in CHILDES contribute too few ut-
terances for reliable individual modeling, and child
language development follows consistent trends
that generalize across individuals and languages
(Brown, 1973). Our approach captures these broad
patterns while remaining extensible to individual
learners given sufficient longitudinal data.

6.1 Evaluation

We evaluate our grammar induction using parsing
accuracy and generation quality, offering comple-
mentary perspectives on model performance.

Parsing accuracy measures how well the in-
duced grammar identifies meaning constituents
in semantic graphs. Specifically, it compares the
subgraphs (meaning constituents) found by the in-
duced derivations with those in the gold-standard
parses. The metric is computed as the exact match
rate, and we report the F1 score. Bilingual Evalua-
tion Understudy (BLEU; Papineni et al., 2002) is
computed against original child utterances to eval-
uate how well the induced grammar can produce
utterances from a given meaning.

6.2 Oracle Performance

Before presenting our main experimental results,
we first examine the performance of our oracle—a
fully supervised model that estimates rule probabil-
ities from gold-standard parse trees. One concern
of this work is the dataset derived from CHILDES,
which pairs child utterances with automatically gen-
erated meaning representations with a reliance on
adult grammar. As shown in Table 2, parsing F1
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Parsing F1
Dev. Stage arsing

BLEU

EM Oracle Baseline EM Oracle Baseline

Prelinguistic 0.996  0.996
Holophrastic 0.990 0.990
Two-word 0.987 0.987
Telegraphic 0.981 0.980
Later Multi-word | 0.979 0.972
Mature 0.982 0976

0.506 0.955 0.955 0.952
0.592 0916 00916 0.907
0.574 0.882  0.881 0.824
0.554 0.870  0.868 0.806
0.467 0.818 0.813 0.687
0.372 0.846  0.846 0.714

Table 2: Parsing F1 and BLEU scores

scores for the oracle range from 0.996 for the prelin-
guistic stage to 0.976 for the mature stage, with cor-
respondingly strong BLEU scores for generation.

This strong oracle performance validates two
key aspects of our framework. First, it confirms
that ERG-derived semantic hypergraphs provide an
effective representation of meaning for modeling
child language production. Second, it demonstrates
that SHRG offers a powerful formalism for captur-
ing the syntax—semantics interface in developing
grammars.

6.3 Main Results

Table 2 reports the parsing F1 and BLEU scores
across different developmental stages. The EM
model achieves near-identical parsing F1 scores to
the oracle across all stages. The baseline, which
has access to the same assumed grammatical knowl-
edge but uses uniform rule probabilities (without
statistical learning), performs substantially worse.
This suggests that maximizing the likelihood of all
potential analyses is effective at learning structured
linguistic patterns from child speech, achieving
robust generalization despite the lack of explicit
supervision. It also demonstrates that the learn-
ing component is crucial and the task is not triv-
ially solved by the provided symbolic grammatical
knowledge alone.

An important observation is that the parsing F1
trends align with developmental patterns in lan-
guage acquisition. While performance remains
high throughout, a slight dip occurs during key
transitional stages—holophrastic, two-word, tele-
graphic, and later multi-word stages—before recov-
ering in the mature stage. This pattern is consistent
with the increased variability and complexity in
early multi-word speech, which poses greater chal-
lenges for parsing (Valian, 2024).

BLEU scores follow a similar trend. This sug-
gests that the EM model not only learns grammat-

across language acquisition stages.

ically sound structures but also captures frequent
surface patterns in child speech, leading to more
naturalistic utterance generation.

6.4 Grammar Granularity

The strong performance of the EM algorithm raises
the question of whether the fine-grained grammar
structure makes the task artificially easy. To test
this, we introduce four levels of rule granularity,
progressively reducing syntactic specificity.

Parsing F1 BLEU
Grammar
EM  Or EM  Or
Fine 0.952 0948 | 0.777 0.688

Medium Fine | 0.940 0.942 | 0.734 0.626
Medium Coarse | 0.938 0.934 | 0.725 0.607
Coarse 0.920 0.906 | 0.651 0.598

Table 3: Parsing F1 and BLEU scores across different
grammar granularities. Results are averaged across all
age groups for clarity.

At the most detailed level, rules encode full sub-
categorization and head information (e.g., VP/N@V,
indicating a verb phrase missing a noun, headed by
a verb). We then remove head annotations (VP/N),
followed by subcategorization (V), and finally col-
lapse all categories into three coarse types: VP, NP,
and AP.

Table 3 shows that while parsing accuracy drops
with reduced granularity, the model remains close
to oracle performance across all settings. Gen-
eration performance remains strong, with BLEU
scores at the coarsest level comparable to the ora-
cle with the finest-grained grammar. These results
demonstrate that our model generalizes well even
under minimal syntactic structure, confirming the
robustness of the findings in Table 2.
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6.5 EM Varieties

Stages Models

-2000 Prelinguistic Stage — EM
Holophrastic Stage Viterbi

—— Batch
—— Online

-4000 \ Two-Word Stage

\ Telegraphic Stage
-6000 \ Later Multi Word Stage
Mature

-8000

Final Log Likelihood

-10000

~12000

-14000
Age (years)

(a) Final log likelihood of the training corpus

120 Algorithms
. EM
100 Viterbi
== Batch
=== Online
80

60

40

) l
0 — L — e I — .

num iterations ave time per iteration (s) total training time (s)

(b) Training Time

Figure 6: Training statistics of different EM algorithms.

Figure 6a shows final log-likelihood scores for
different EM variants across age groups. Standard
EM performs best, followed by Batch EM and On-
line EM. This ordering reflects their update strate-
gies: standard EM uses full marginalization, Batch
EM smooths over mini-batches, and Online EM up-
dates incrementally, making it more prone to local
optima. The spike at age 10 is likely due to data
sparsity, as only one monthly datapoint exists in
that group.

Algorithm Parsing F1 BLEU
EM Or. EM Or.
EM 0.952 0948 | 0.777 0.688
Viterbi 0945 0948 | 0.773 0.688
Batch 0952 0948 | 0.776  0.688
Online 0952 0948 | 0.776  0.688

Table 4: Parsing accuracy and BLEU scores of different
EM algorithms. Results are averaged across all age
groups for clarity.

Table 4 compares the performance of different
EM algorithm variants. All variants achieve re-
markably similar performance. The similar perfor-
mance suggests that the choice of update strategy -
whether using full marginalization (standard EM),
batched updates, or online learning - has minimal
impact on the model’s ability to identify correct

grammatical structures.

6.6 One-Pass Online Learning

While previous experiments rely on multiple passes
over the data, human learners acquire language in-
crementally—processing each utterance once with-
out repeated exposure to the same sentences in a
controlled manner. To simulate this, we evaluate
the model in a more realistic single-pass setting
using the online EM algorithm.

In this setup, the model updates its parameters af-
ter each utterance and sees the data only once, mim-
icking naturalistic acquisition. As shown in Fig-
ure 7, performance declines slightly compared to
the oracle, but remains strong overall. This demon-
strates that the model can learn accurate structure
from minimal exposure, highlighting its capacity
to generalize in realistic learning conditions.

0.8- -08
— \ T
e . o

-06

o
Y
/

Parsing F1

Stages
Prelinguistic Stage
Holophrastic Stage
Two-Word Stage Models
Telegraphic Stage —e— Oracle 0.2
Later Multi Word Stage EM
Mature —e— Baseline

0.0- -0.0
6 8

o
FS

-04

o
o

4
Age (year)

Figure 7: Parsing F1 of the Online EM algorithm after
1 iteration

7 Discussion

7.1 What the simulations establish, and what
they do not

Our results from the previous section show that,
given a symbolic interface between meaning and
form, estimating rule weights from meaning rep-
resentations alone yields a probabilistic grammar
that performs well on production tasks within the
same interface. Across developmental stages, EM
reaches parsing F1 essentially identical to the su-
pervised oracle, and achieves strong generation
score; the uniform baseline, exposed to the same
symbolic rules but without statistical learning, lags
well behind. This pattern holds across grammar
granularities, EM variants, and even in a one-pass
setting, indicating that the learning signal in mean-
ing representations is sufficient to tune a grammar
for production under our assumptions. This shows
that if children had access to such an interface from
comprehension, then attempts to produce could, in
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principle, supply enough signal to tune production
preferences.

What we have not shown is a learning mecha-
nism in children. These simulations do not claim
that children implement EM or that production-
driven estimation alone explains language produc-
tion. Thus, the contribution is not a claim about
how children learn, but a computational check of
sufficiency: under explicit and rich representational
commitments, the production side can be tuned
from meaning-only supervision.

7.2 'What computational simulation
contributes to acquisition research

Even though the simulations do not identify the ex-
act learning mechanism in children, they still offer
insights for acquisition research by showing what
follows from specific representational assumptions.
First, they turn a qualitative hypothesis into a quan-
titative test of sufficiency: under a fixed interface,
meaning-only estimation yields a grammar that
support production, showing that annotated deriva-
tions are not required in principle and shifting the
burden of explanation onto what the interface must
provide. Second, because the interface is modular,
the same setup lets of locate the necessary proper-
ties of that interface: when we vary rule granularity
or lexicalization and hold the evaluation constant,
the points at which performance remains stable ver-
sus collapses identify which representational com-
mitments actually do the explanatory work, rather
than being artifacts of training. Third, a single
parameterization serves both parsing and genera-
tion, which yields linked, falsifiable predictions. In
this sense, the simulations are not a model of how
children learn; they are a conservative test of what
would be enough, one that surfaces the assumptions
that matter and turns them into empirical targets
for future data and experiment.

7.3 Toward Bilingualism and Second
Language Acquisition

Bilingualism and second language acquisition
(SLA) are central to acquisition research. They ex-
pand the acquisition theories by requiring accounts
of learning with prior linguistic knowledge and po-
tentially multiple interacting grammars, refining
the inductive bias, and learner plasticity. Because
these phenomena set boundary conditions on learn-
ability and change, a general theory should treat
bilingual and L2 learning as core tests.

Extending our L1-focused setup to bilingual-
ism/L2, however, is non-trivial.  First, high-
precision, broad-coverage grammars and reliable
parsers for non-English languages are scarce, limit-
ing cross-lingual coverage. Second, while our ex-
perimental design is a necessary step toward mod-
eling SLA, it is not directly translatable: additional
factors must be incorporated, including L1 gram-
mar transfer, L1/L2 interference, and interlanguage
grammar. Third, prior work explicitly coupling an
interpretable grammar with production-driven esti-
mation for SLA is limited. We do not address these
topics in this paper.

Even so, the present framework provides
the right primitives and tools for future SLA
work. By pairing an explicit, precise grammar
with production-driven estimation, it yields inter-
pretable, construction-level grammar profiles that
can be compared across languages and tracked over
learner proficiency. This level of interpretability en-
ables falsifiable, theory-grounded analyses of how
individual grammars shift at the syntax—semantics
interface, and it supports principled connections to
education and assessment.

8 Conclusion

In this work, our model demonstrates strong learn-
ing and generation capabilities, achieving parsing
F1 scores comparable to an oracle and producing
high-quality utterances. Second, these results hold
across different grammar types, showing that the
model robustly adapts to variations in syntactic
representation. However, the model remains con-
strained by the structure of the given grammar and
does not independently refine or generalize beyond
its predefined rules. Finally, we show that this
framework enables controlled simulations of lan-
guage acquisition, providing a computational tool
for studying developmental patterns.

9 Limitations

One limitation of this work is the dataset derived
from CHILDES, which pairs child utterances with
automatically generated meaning representations.
While this dataset enables large-scale computa-
tional modeling of language production, its reliance
on an adult parser affects coverage of child-specific
constructions, and data distribution remains un-
even across age groups. Additionally, the focus
on English limits cross-linguistic applicability, and
the absence of prosodic and gestural information
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restricts the multimodal aspects of language ac-
quisition. Addressing these challenges in future
work will further enhance the realism and general-
izability of computational models of child language
learning. Finally, the lack of longitudinal data of
individual children restricted the experiments to
macro-level coarse-grained language production
simulation at the population level. However, our
computational framework remains general and flex-
ible. With sufficient longitudinal data, it could be
adapted to model individual learners with minimal
changes.
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Sekali (Morgenstern et al., 2018), Thomas (Lieven
et al., 2009b), Tommerdahl (Tommerdahl and Kil-
patrick, 2014), and Wells (Wells and Wells, 1981).

61 corpora from the Eng-NA collections were
included. They are Bates (Bates et al.,, 1991),
Bernstein Ratner (Ratner, 1984), Bliss (Bliss,
1988), Bloom (Bloom, 1970), Bohannon (Bohan-
non and Marquis, 1977), Braunwald (Braunwald,
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