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Abstract

We examine how multimodal large language
models (MLLMs) perform logical inference
grounded in visual information. We first con-
struct a dataset of food web/chain images,
along with questions that follow seven struc-
tured templates with progressively more com-
plex reasoning involved. We show that complex
reasoning about entities in the images remains
challenging (even with elaborate prompts) and
that visual information is underutilized.

1 Introduction

Visual Question Answering (VQA) (Antol et al.,
2015; Goyal et al., 2019) is a widely used prob-
ing methodology for assessing Multimodal Large
Language Models (MLLMs). Benchmarks are cre-
ated to uncover weaknesses and improve context
comprehension (Kembhavi et al., 2017), spatial
reasoning (Johnson et al., 2017; Ranasinghe et al.,
2024), and temporal reasoning (Zhang et al., 2024).
These reasoning tasks focus on natural photographs
or abstract synthetic scenes but leave a critical
gap in evaluating MLLMs’ ability to reason about
scientific diagrams, charts, and figures—formats
that inherently encode structured factual knowl-
edge. While some studies have highlighted these
knowledge-rich formatted data (Lu et al., 2022;
Kembhavi et al., 2016; Kahou et al., 2018; Masry
et al., 2022; Hou et al., 2025), they often lack a
rigorous assessment of logical reasoning within
scientific contexts. This omission is significant, as
logical reasoning is key to real-world applications
like science education, environmental monitoring,
and medical diagnostics, where precise, context-
sensitive answers are essential. A prime example is
MLLMs in pedagogical tools for grading or tutor-
ing, which must assess student answers in context
and identify when a response misses requirements
or problem logic. To bridge this gap, we construct
VQA tasks to probe the logical reasoning capa-

Figure 1: Grounded logical questions generation
pipeline. Letters {A}, {B}, {C}, {D} serve as place-
holders for organism names, filled based on relations
extracted from the image.

bilities of MLLMs using scientific graphs, push-
ing beyond surface-level pattern recognition to a
deeper understanding of structured information rep-
resented in a visual manner.

We consider logical reasoning as understand-
ing the logical relations entailed in the question
text and identifying the logical relations exhibited
in the image. Previous work approached logical
reasoning only from the textual aspect by connect-
ing two questions using logical connectives like
“and”, “or”, and “not” and inferring the final an-
swer following the rules defined by the connective
(Gokhale et al., 2020). However, the generated
questions (“Is not the sky blue or is there snow
on the mountains?”) often follow an unnatural
style rarely found in human communication. We in-
stead ground the logical questions in science graphs
which naturally contain logical relations, and main-
tain the natural tone of questions and their practi-
cality. We extract the prey-predator relations con-
tained in food web images and make use of logic
entailment to create the question-answer pairs.

We create two datasets, one using real and one
using synthetic images and relations, to evaluate
logical reasoning ability over food webs. We eval-
uate four recent MLLMs and find they struggle
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with complex or chained relationships, and when
logical reasoning is required that goes beyond re-
gurgitation of pretraining knowledge. We also find
suboptimal use of the visual content and of clarifi-
cation on how to perform the logic tasks.

2 Datasets Creation

We selected food web images as our test bed since
they encode directed relations, reflect scientific
knowledge, and thus naturally render themselves
to logical reasoning. Existing datasets only contain
a handful of food web images without annotations
of specific relations between organisms (Lu et al.,
2022) or the annotations are limited by the pars-
ing strategies and thus not comprehensive enough
to enable creating our questions (Kembhavi et al.,
2016). We propose two datasets to address this gap.

Real images. We start with the food web images
in the aforementioned datasets and complement
them with downloaded images via Google web
search with resolution from 316x159 to 4000x4000,
then manually filtering out the ones that do not por-
tray the relations using arrows.1 We design the
pipeline in Fig. 1 to extract the relations from the
image and then apply predefined logically challeng-
ing templates for the creation of the questions and
answers. We query GPT-4o to generate the cap-
tions describing the relation in the form of provider
and receiver pairs and later manually filter out the
hallucinated relations. We then apply the logical
questions templates, resulting in 9,327 logical ques-
tions for 146 images. We also investigated directly
prompting GPT-4o to generate logical questions
and answers, but the results always included hallu-
cinated information not in the image. Our pipeline,
on the contrary, ensures the validity and logical
soundness of the generated question-answer pairs.

Synthetic images. To reduce the chance of
MLLMs leveraging memorized biological knowl-
edge, we generate synthetic food web images. We
employ Stable Diffusion 3 (Esser et al., 2024) to
produce 10 white-background images for each of
the 92 animal categories in the LVIS dataset (Gupta
et al., 2019). For each web, we randomly sample
N ∈ {5, 6, 7, 8} animals and select one image per

1The process is straightforward: look at the GPT4o gen-
erated relations and the image together, check if there is an
arrow pointing from the prey to the predator for each relation,
and then remove the relation entries that are invalid, i.e. not
present on the image. We removed roughly 40% for images
that have more than 5 relations. Hallucinations increase as the
food web/chain images become more complex.

Type Relation Template
1 A→ B Does A eat B?
2 A ↛ B Does B eat A?
3 A ↛ B Does B contain matter that

was once part of A?
4 A→ B → C Does C contain matter that

was once part of A?
5 A→ B → C Which of these organisms is

food to C and eats A? Se-
lect the correct statement. |
Option 1: B Option 2: D.

6 A→ B ← C If A does not exist, will B
still survive?

7 A → B, C ↛ B,
E ↛ D, G ↛ F

Select the correct statement.
| Option 1: B eats A or B
eats C. Option 2: D eats E
or F eats G.

Table 1: Each capital letter denotes an organism. An
arrow A → B (B eats A) means A is the provider and
B the consumer. A negated arrow ↛ signifies no direct
relationship exists between A and B in the diagram. In
Type 5, D in Option 2 must be present in the image but
not simultaneously related to both A and C.

animal. We then create N−2 (up to 5) chain re-
lations (e.g., A eats B, B eats C) and N−3 (up
to 4) multiple-prey relations (e.g., A eats B and
C), followed by randomly adding remaining edges
with probability 0.2 to simulate sparsity. Graphviz
(Gansner and North, 2000) is used to visualize the
food web. We generate 400 synthetic images of
reslution 1025*1025 and 24,206 associated ques-
tions. The pipeline is fully automated and can be
easily scaled. Due to the randomized structure,
the resulting food webs are unlikely to align with
real-world biology, reducing shortcut opportunities
for pretrained models. We assess 20 examples for
real and synthetic images across each type: 50%
of the questions are inconsistent with real-world
knowledge, compared to only 4% for real images.
We will release the data.2

Questions. We compose the relations from the
real/synthetic images into binary questions using
the logical relations “and”, “or” and “not” while
preserving the natural tone and practicality. For
example, we ask “If the food source does not ex-
ist, will this animal still survive?” which could be
practical to the development of an AI assistant sup-
porting students learning about ecosystems. Tab. 1
presents all types of logical questions we generated.

We start with questions that only concern single
arrows. Type 1 questions are generated by flipping
arrow directions in the image, asking whether the

2https://github.com/elffiona/Probing_Logical_
Reasoning
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Model Image Overall Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 Type 7

LLaVA
Real 63.08% 77.13% 73.15% 55.56% 66.24% 76.36% 45.26% 52.64%
White (Real QA) 61.03% 89.15% 71.16% 54.23% 62.38% 71.49% 43.76% 51.25%
Synthetic 51.60% 88.06% 50.09% 47.57% 47.80% 52.09% 49.83% 50.81%

InternVL
Real 74.23% 95.74% 78.12% 65.89% 76.29% 86.10% 65.63% 71.29%
White (Real QA) 63.67% 94.19% 64.53% 53.14% 60.16% 82.27% 54.83% 65.26%
Synthetic 53.91% 78.21% 51.07% 52.16% 51.07% 59.12% 51.78% 51.55%

Qwen-VL
Real 77.62% 98.26% 84.28% 66.21% 88.55% 91.31% 61.03% 75.03%
White (Real QA) 62.25% 96.90% 70.99% 54.92% 71.73% 85.40% 62.71% 70.04%
Synthetic 59.31% 77.30% 53.95% 63.38% 62.65% 63.47% 52.13% 53.20%

GPT
Real 70.12% 96.12% 79.61% 55.92% 55.96% 83.66% 67.85% 69.00%
White (Real QA) 69.21% 91.09% 79.18% 55.92% 56.89% 85.17% 64.48% 66.78%
Synthetic 51.69% 66.52% 50.19% 55.60% 50.52% 51.45% 50.50% 46.38%

Table 2: Zero-shot accuracy for LLaVA-NeXT (Liu et al., 2024), InternVL2.5 (Chen et al., 2024), Qwen2.5-VL (Bai
et al., 2025) and GPT-4o-mini (OpenAI, 2024) on question-answer pairs from real food web images, completely
white images using the same questions from real images, and synthetic images with their corresponding questions.

prey eats the predator. We flip 50% of arrows
randomly to balance positive and negative pairs.
Type 2 questions follow the same textual format as
Type 1, but the negative question-answer pairs ask
about two organisms that are not linked by arrows
in the diagram. Each Type 2 is also rephrased in a
less direct format to create Type 3 questions.

We increase reasoning difficulty by introducing
three-organism chain relations, forming Type 4
questions to examine logical reasoning ability over
the transitivity of the directed prey-predator rela-
tions. As matter moves from prey to predators, we
ask “Does [final predator] contain matter that was
once part of [first prey]?” The corresponding neg-
ative counterpart asks “Does [first prey] contain
matter that was once part of [final predator]?”

A chained relation composes two separate re-
lations with the relation “and.” Type 5 questions
challenge the model to identify the organism in the
middle of the chain. To keep the question binary,
we ask the model to select between two options.
The correct option is linked to both mentioned or-
ganisms; the wrong option is present in the image
but lacks the required relations. We balance an-
swers for Type 5 by alternatively putting the correct
option in option 1 or 2 in the template.

We then created Type 6 questions which require
identifying that there are other potential food re-
sources in the image to prevent the extinction of
the target organism. This is an “or” relation involv-
ing parallel arrows that point at the same organism
(predator B requires prey A or prey C). The neg-
ative cases for Type 6 involve predators that only
have one prey shown in the image.

Type 7 questions also implement the logical re-
lation “or”. They ask for a selection between two

statements, each of which consists of two relations
connected through “or.” The correct option state-
ment has one correct relation and one incorrect
relation (linked by “or”, thus correct overall). The
wrong option has two incorrect relations. We use
the same balance strategy as for Type 5.

3 Results and Analysis

We evaluated four strong MLLMs (Liu et al., 2024;
OpenAI, 2024; Bai et al., 2025; Chen et al., 2024)
on our datasets using the same prompt and in-
structed them to provide one-word yes/no answers,
or the option number for selection questions. Ac-
curacy is calculated via string matching. Tab. 2
reveals the zero-shot accuracy of all models across
real, white, and synthetic images. Tab. 3 reports
accuracy for Qwen2.5-VL with added reasoning
strategies. Tab. 4 presents the error analysis in
terms of false positive and false negative rates
across question types. As a preview, we highlight
several patterns across models and datasets: (1)
Models demonstrate good performance on sim-
pler question types (Types 1/2/5) of real images
that can be answered by leveraging prior knowl-
edge shortcuts, as verified by the minimal drop
in accuracy when real images are replaced with
white images. However, they consistently struggle
with more complex question types. (2) Accuracy
drops consistently across all models when evalu-
ated on synthetic food webs, suggesting that when
we remove biological priors using synthetic images,
models struggle with composed logical reasoning
VQA task. (3) For Type 1 questions, all models
show a significant drop in performance on synthetic
images compared to real images except LLaVA,
which improves in this setting, suggesting it is in-
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fluenced by shortcut patterns from pretraining. (4)
Including chain-of-thought (CoT) inspired strate-
gies in the prompt does not help with enhancing
the logical reasoning ability.

We highlight the broader contrast between sim-
pler and more complex question types. Across both
real and synthetic images, models perform substan-
tially better on Type 1 questions than on other types,
with margins of roughly 15–30% (Tab. 2). Since
all questions share the same instruction-following
requirement, this factor is controlled for, allowing
us to attribute the observed performance gap pri-
marily to logical complexity. This confirms that
regardless of biological priors, models continue to
struggle with logical reasoning.

3.1 Performance on real images
In Tab. 2 (Real rows) we see that Qwen2.5-
VL achieves the highest accuracy on real im-
ages (77.62%), followed by InternVL2.5 (74.23%),
GPT-4o-mini (70.12%) and LLaVA (63.08%). All
models demonstrated good performance for ques-
tion Type 1, 2, and 5, which directly ask for the
prey-predator relationship between two organisms.
However, models do not perform well on Type 3
and 4 questions. These ask for the relationship from
the perspective of movement of matter; Type 3 fo-
cuses on length-2 relations and Type 4 on length-3
relations. Even though the visual information re-
quired to answer Type 2 and 3 questions correctly
is the same, the indirect format of Type 3 hinders
MLLMs. Models also encounter difficulties in
Type 6 and 7 questions, which require two-step
reasoning to understand the logic in the text and
looking for corresponding information in the im-
age. To illustrate, the logic entailed in the question
“If rabbit does not exist, will lion still survive?” is
an “or” relation that the model needs to identify,
regarding whether lion has the same prey-predator
relation with another organism in the image as the
one it has with rabbit. For Type 7, “or” logic is
more obvious by construction, but the models need
to first identify the four relations in the options and
reason based on image evidence.

3.2 Importance of the image
To better understand model behavior, we design an
ablation by replacing food web images with white
images of the same size, while keeping all ques-
tions and answers unchanged. Thus no visual in-
formation is provided and we evaluate the model’s
performance relying solely on the language model

component. Tab. 2 (White rows) shows the perfor-
mance of models with white images does not drop
significantly (in some rare cases, it even improves).
Thus these MLLMs are largely leveraging the prior
in language model to answer instead of getting in-
formation from the image. This observation leads
to future work in understanding and improving the
visual representations in MLLMs while reducing
bias introduced in the language model.

3.3 Performance on synthetic images, and
impact of pretraining bias

Tab. 2 (Synthetic rows) shows that all four mod-
els experience consistent trends. Qwen2.5-VL
achieves the highest accuracy on synthetic im-
ages (59.31%), followed by InternVL2.5 (53.91%),
LLaVA (51.60%) and GPT-4o-mini (51.54%). We
observe a substantial drop in accuracy with syn-
thetic images, with performance approaching ran-
dom guessing (questions are binary). We find a
significant drop in Type 1 questions for all models
except LLaVA, which performed poorly on real
images but improves in the synthetic setting. We
attribute this to the fact that the other models likely
rely on shortcut patterns from pretraining, as the
wording in Type 1 questions can be commonly seen
during training. In contrast, LLaVA appears less
dependent on such shortcuts and benefits slightly
when this bias is removed. We also observe big
drops on Type 2 across all models; Type 2 shares
the same wording as Type 1 but introduces harder
negatives—relations that are not displayed in the
image. For Type 3, which utilize the same rela-
tions as Type 2 but with a rarer word format, the
drop is smaller, likely because the unusual phrasing
makes it less common in pretraining data, reduc-
ing the impact of shortcut exploitation. In Type
4, the performance drops again. Although Type
3 and 4 share the same phrasing, Type 4 involves
indirect relations where the predator and prey are
separated by multiple intermediate nodes as they
are from more distinct food web levels, leading to
more plausible chains in biology. Thus in real im-
ages, models that rely on pretraining bias perform
better on Type 4 than Type 3. This trend disappears
in the synthetic setting, where such chains are ran-
domized. Overall, our findings show that when we
remove biological priors using synthetic images,
models struggle with composed logical reasoning
VQA task. Note that we verify the drop is not due
to recognition failures by querying Qwen2.5-VL
with balanced recognition questions (“Is animal in
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Model Image Overall Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 Type 7

Qwen-VL

Real 77.62% 98.26% 84.28% 66.21% 88.55% 91.31% 61.03% 75.03%
Real + S 76.21% 98.45% 74.81% 79.60% 83.18% 81.00% 54.83% 75.10%
Synthetic 59.31% 77.30% 53.95% 63.38% 62.65% 63.47% 52.13% 53.20%
Synthetic + S 56.88% 79.49% 52.43% 61.72% 51.30% 57.19% 56.39% 54.55%

Table 3: Zero-shot accuracy for Qwen2.5-VL(Bai et al., 2025) with pure QA-style prompts and prompts that include
strategies for each question. + S denotes the addition of strategies in the prompt.

Synthetic Real

Model Metric Type 1 Type 2 Type 3 Type 4 Type 6 Type 1 Type 2 Type 3 Type 4 Type 6

LLaVA False Pos. 4.47% 3.15% 1.79% 2.07% 47.38% 22.87% 19.97% 38.29% 27.57% 54.38%
False Neg. 7.47% 46.76% 50.64% 50.13% 2.79% 0.00% 6.88% 6.15% 6.19% 0.35%

InternVL False Pos. 14.95% 6.28% 16.23% 16.01% 34.54% 4.07% 7.56% 21.13% 10.40% 18.95%
False Neg. 6.84% 42.65% 31.61% 32.92% 13.75% 0.19% 14.32% 12.98% 13.32% 15.41%

Qwen-VL False Pos. 15.95% 4.90% 29.39% 25.10% 1.67% 1.74% 5.73% 32.56% 9.35% 0.89%
False Neg. 6.75% 41.14% 7.23% 12.25% 46.20% 0.00% 9.98% 1.23% 2.10% 38.09%

GPT False Pos. 8.04% 5.34% 32.62% 33.92% 40.47% 3.88% 10.41% 43.81% 43.46% 13.37%
False Neg. 25.45% 44.47% 11.77% 15.56% 9.03% 0.00% 9.98% 0.27% 0.58% 18.78%

Table 4: False positive and false negative rates for LLaVA-NeXT (Liu et al., 2024), InternVL2.5 (Chen et al., 2024),
Qwen2.5-VL (Bai et al., 2025) and GPT-4o-mini (OpenAI, 2024) across Yes/No questions (Types 1, 2, 3, 4, and 6).

the image?”), achieving above 98% accuracy for
both real and synthetic images.

3.4 Strategies for improvement
As a preliminary effort, we experimented with in-
cluding strategies, presented in Tab. 7 (appendix)
that explains in the prompt the steps to solve for the
logical difficulties specific to each question type.
For example, for the logically complex Type 6 ques-
tions phrased as “If A does not exist, will B still sur-
vive?”, we instruct the model: “Find out if B eats
any other organisms other than A. If there are other
food sources for B, answer yes.” This approach
follows the spirit of CoT prompting, guiding the
model through the reasoning process needed to
reach the correct answer. Tab. 3 shows limited ben-
efit overall, with only a few types improving under
strategy prompts. We hypothesize that the elon-
gated prompt might reduce the importance of the
visual tokens and reduce the bias from biological
priors.

3.5 Error analysis
To further examine the sources of model errors,
we conducted an error analysis in Tab. 4 focusing
on both logical failures and systematic error rates
across question types. For Type 7 questions, which
involve combining two clauses with an “or,” we
observe that Qwen2.5-VL achieves an accuracy of
94.05% on questions whose correct option contains
two correct clauses and only 73.46% on questions

whose correct option contains one correct clause
and one incorrect clause. This difference of 20.59%
suggests that models often ignore the semantics of
disjunction: for the overall statement to be true, it
suffices that only one clause is true. Instead, mod-
els frequently treated both clauses as if they were
required, leading to systematic misclassification.

We also report the distribution of false positive
and false negative rates for Yes/No question types
(Types 1-4 and 6). Results are summarized for
both synthetic and real images in Tab. 4.3 Several
patterns emerge. False negatives dominate for Type
2 in the synthetic setting in contrast to real images,
highlighting reliance on pretraining priors. False
positives are also high for Type 6 across models,
reflecting persistent difficulty in rejecting incorrect
relations.

4 Conclusion

We showed that reasoning about chained and in-
direct relationships in food web/chain diagrams
remains challenging for modern MLLMs. The
problem is especially evident when models can-
not rely on pretraining knowledge. We hope our
work inspires work targeting precise visual process-
ing of structured information in images, and better
image-aligned structured instruction following.

3For Option 1/2 question types (Types 5 and 7), the option
indices are randomly assigned, so error rates are not directly
comparable and are excluded.
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5 Limitations

Our study aims to probe the potential challenges
MLLMs face in logical reasoning VQA tasks
through constructing question-answer pairs from
the chained and indirect relationships in food
web/chain diagrams and evaluating them with
LLaVA-NeXT, InternVL and GPT-4o-mini. First,
we acknowledge that this is not an exhaustive list of
MLLMs, but via the observed similar trends in their
results, we hope to provide a demonstration of uti-
lizing grounded logical questions to highlight the
potential improvement directions for MLLMs. We
also recognize that the dataset scale is limited in our
study. More images can be processed through our
pipeline to extract relations and generate question-
answer pairs, ultimately enhancing the generaliza-
tion of the results. Secondly, we note that there are
still challenges in parsing the real food web/chain
images. The prey-predator relations extraction by
querying GPT4o is not guaranteed to capture all re-
lations existing on the image. Resolving the parsing
difficulties here can also increase our dataset scale
and make the pipeline fully automated without the
need of manual filtering on the GPT4o output. Ad-
ditionally, as shown in Tab. 8 in the Appendix, our
preliminary trial to include strategies in the spirit of
CoT reveals that models exhibit distinct behaviors
across each question type, suggesting that manipu-
lating prompt text may not provide a generalizable
solution for improving performance on the logical
reasoning task we propose. Meanwhile, consider
the white rows in Tab. 2 and our insights on visual
information being underutilized, we hypothesize
that focusing on improving logical components in
the image representations might be a more broadly
applicable direction.
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A Appendix

We show the prompts used to extract prey-predator
relations in A.1; an example to demonstrate the
relation between Type 1/2 and 5 questions in A.2;
sample sizes of our datasets in A.3; question-
specific strategies given to models in A.4; a model
consistency exploration on real images in A.5; full
results with strategy prompt in A.6; human perfor-
mance study in A.7; and qualitative examples in
A.8.

A.1 Relation Extraction Prompts

In our automated logical questions generation
pipeline, we queried GPT4-o to analyze the food
web/chain image and provide a list of provider-
receiver relations of the organisms before manually
filtering out the hallucinated pairs. Tab. 5 demon-
strates the prompt we use for this generation.

User:
You are a sophisticated scientist. Given
a food web image or a food chain im-
age, extract all the provider and receiver
relations listed using arrows between or-
ganisms in the image. Return in JSON
format following ["provider": "Carrot",
"receiver": "Rabbit", "provider": "Grass",
"receiver": "Rabbit", "provider": "Grass",
"receiver": "Grasshopper"].

Table 5: Prompt utilized in question generation pipeline.

A.2 Example of the relation between Type 1/2
and 5 questions

For the Type 5 question "Which of these organ-
isms is food to wolf and eats grass? Select the
correct statement. | Option 1: Rabbit Option 2:
Grasshopper.", we can decompose it into 2 Type 1
questions with rabbit: "Does wolf eat rabbit?" and
"Does rabbit eat grass?" and 2 Type 2 questions
with grasshopper: "Does wolf eat grasshopper?"
and "Does grasshopper eat grass?". This arises
from the following fact. For the correct option rab-
bit, the answer to both of the two sub-questions
is "yes" with existing arrows in the image, which
makes them the positive cases in Type 1. And for
the wrong option grasshopper, the answer will be
determined by whether there is an arrow between
the organisms in the image, which is exactly the
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positive case and negative case in Type 2. In ad-
dition, by the definition of the wrong option, one
of the two questions must have "no" as its answer
which means there is no arrow.

A.3 Sample size for each question type
See Tab. 6.

Type Real Size Synthetic Size
1 516 2968
2 2354 5590
3 2196 5590
4 856 2803
5 863 2803
6 1129 1484
7 1442 2968

Total 9327 24206

Table 6: Sample size for each question type.

A.4 Strategies given to models to answer the
questions

See Tab. 7.

A.5 Model consistency (real images)
After comparing the zero-shot performance across
different logical question types, we switched gears
to analyze the consistency of the MLLMs as the
third aspect of logical reasoning. Type 5 questions
can be viewed as the composition of a subset of
Type 1 questions and Type 2 questions (see ap-
pendix for an example). If the model behaves con-
sistently, answering the two relevant Type 1 and
two Type 2 questions correctly should be enough
evidence for the model to answer the target Type 5
question correctly with logically understanding the
relation “and” and elimination of choices. Addi-
tionally, answering the two Type 2 correctly should
also give the model enough evidence to do elimina-
tion on the choices. We find that MLLMs are fairly
consistent: if all of the decomposed, simpler (Type
1/2) questions are answered correctly, the models
do have a better chance to answer the composed
questions correctly using the process of elimina-
tion. When both of the two Type 2 decomposed
questions have “no” as the correct answer, LLaVA-
NeXT achieves the composed question accuracy of
78.16% and InternVL achieves 87.9% , while if one
of the Type 2 questions has “yes” as the correct an-
swer, LLaVA-NeXT can only achieve 65.87% and
InternVL achieves 74.6%. We hypothesize that this
is because the organism in the Type 2 questions is
completely unrelated with the two organisms men-
tioned in the Type 5 question text, which makes

the question less confounded. Furthermore, we
also noticed that the overall accuracy for the de-
composed questions accuracy for LLaVA-NeXT
and InternVL are 72.72% and 77.22% respectively
due to the difficulty of Type 2 questions as it relies
on the model understanding the absence of arrows.
This is confirmed by looking at the accuracy of
Type 1 and Type 2 decomposed questions sepa-
rately: LLaVA-NeXT can achieve 86.17% for Type
1 but only 59.28% for Type 2.

A.6 Full model performances with strategy
prompt

See Tab. 8.

A.7 Human performance
To validate that our tasks are well-defined and solv-
able by humans, we conducted a small-scale human
study. We randomly selected 5 questions for each
question type, using one synthetic and one real
image, resulting in 70 questions in total. One hu-
man subject answered 68 correctly (97% accuracy).
The two errors (3%) were attributable to annota-
tion issues in the GPT-generated labels, caused by
ambiguous or hard-to-see arrows in the diagrams.
This negligible error rate contrasts with the much
larger performance gaps observed across question
types (15–30%) and between real and synthetic
data (20–30%). These findings confirm that logical
inference based on the images is straightforward
for humans, but remains challenging for current
MLLMs.

A.8 Qualitative examples
See Figures 2, 3, 4, 5.
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Type Strategy
1 For a question of ‘Does A eat B?’, identify A and B in the graph and check if there is an arrow pointing from B to A.
2 For a question of ‘Does A eat B?’, identify A and B in the graph and check if there is an arrow pointing from B to A.
3 For a question of ‘Does A contain matter that was once part of B?’, find out if A eats B.
4 For a question of ‘Does A contain matter that was once part of B?’, answer ‘Yes’ if A consumes matter that comes

from B. For example, ‘A directly eats B’ or ‘A eats C and C eats B’.
5 For a question of ‘Which of these organisms is food to A and eats B?’, first find out all the organisms that A eats,

then check if any of the organisms eats B.
6 For a question of ‘If A does not exist, will B still survive?’, find out if B eats any other organisms other than A. If

there are other food sources for B, answer yes.
7 For an option of ‘A eats B or C eats D’, first split the option into two parts ‘A eats B’ and ‘C eats D’. If one of the

statements is correct, the entire option is correct.

Table 7: Strategies we designed to include in the prompt for each question type.

Model Image Overall Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 Type 7

LLaVA

Real 63.08% 77.13% 73.15% 58.56% 66.24% 76.36% 45.26% 52.64%
Real + S 59.59% 86.70% 66.70% 56.60% 61.33% 62.60% 50.82% 50.17%
Synthetic 51.58% 88.06% 50.09% 47.57% 47.80% 51.96% 49.83% 50.81%
Synthetic + S 51.74% 92.25% 50.02% 47.06% 48.03% 51.87% 50.24% 51.01%

InternVL

Real 74.23% 95.74% 78.12% 65.89% 76.29% 86.10% 65.63% 71.29%
Real + S 67.13% 92.64% 59.26% 73.36% 79.56% 78.45% 50.66% 60.12%
Synthetic 53.88% 78.21% 51.07% 52.16% 51.07% 58.95% 51.78% 51.55%
Synthetic + S 54.40% 80.95% 51.36% 56.39% 49.76% 58.26% 48.85% 50.54%

Qwen-VL

Real 77.62% 98.26% 84.28% 66.21% 88.55% 91.31% 61.03% 75.03%
Real + S 76.21% 98.45% 74.81% 79.60% 83.18% 81.00% 54.83% 75.10%
Synthetic 59.31% 77.30% 53.95% 63.38% 62.65% 63.45% 52.13% 53.20%
Synthetic + S 56.88% 79.49% 52.43% 61.72% 51.30% 57.19% 56.39% 54.55%

GPT

Real 70.12% 96.12% 79.61% 55.92% 55.96% 83.66% 67.85% 69.00%
Real + S 70.37% 93.70% 73.29% 69.22% 67.28% 82.55% 56.13% 64.57%
Synthetic 51.72% 66.52% 50.19% 55.60% 50.52% 51.64% 50.50% 46.38%
Synthetic + S 50.07% 64.29% 50.00% 48.37% 47.20% 50.48% 49.50% 49.53%

Table 8: Zero-shot accuracy for LLaVA-NeXT (Liu et al., 2024), InternVL2.5 (Chen et al., 2024), Qwen2.5-VL
(Bai et al., 2025) and GPT-4o-mini (OpenAI, 2024) with pure QA-style prompts and prompts that include strategies
for each question. + S is indicating the addition of strategies in the prompt.
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Example Real Image of 5 Relations

Type 1
Q: Does Snake eat Hawk? A: No.

LLaVA: No.
InternVL: No.
Qwen-VL: No.
GPT: No.

Type 2
Q: Does Grasshopper eat Grass? A: Yes.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 3
Q: Does Grasshopper contain matter that
was once part of Grass? A: Yes.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 4
Q: Does Frog contain matter that was once
part of from Hawk? A: No.

LLaVA: Yes.
InternVL: No.
Qwen-VL: No.
GPT: Yes.

Type 5
Q: Which of these organisms is food to Frog
and eats Grass? Select the correct statement.
| Option 1: Grasshopper Option 2: Snake.
A: Option 1.

LLaVA: Option 1.
InternVL: Option 1.
Qwen-VL: Option 1.
GPT: Option 1.

Type 6
Q: If Grass does not exist, will Grasshopper
still survive? A: No.

LLaVA: No.
InternVL: No.
Qwen-VL: No.
GPT: No.

Type 7
Q: Select the correct statement. | Option 1:
Grasshopper eats grass or grasshopper eats
hawk. Option 2: Hawk eats snake or hawk
eats fungi. A: Option 2.

LLaVA: Option 1.
InternVL: Option 2.
Qwen-VL: Option 1.
GPT: Option 1.

Figure 2: Examples of a real food chain image with 5 relations in the image and the partial results of the generated
question-answer pairs. Dark green coloring means that the answer given by the model is correct, while red coloring
means that the answer is wrong.
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Example Real Image of 10 Relations

Type 1
Q: Does Caterpillar eat Snake? A: No.

LLaVA: No.
InternVL: No.
Qwen-VL: No.
GPT: No.

Type 2
Q: Does Caterpillar eat Leaves? A: Yes.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 3
Q: Does Caterpillar contain matter that was
once part of Leaves? A: Yes.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 4
Q: Does Snake contain matter that was once
part of Grass? A: Yes.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 5
Q: Which of these organisms is food to
Snake and eats Leaves? Select the cor-
rect statement. | Option 1: Grass Option
2: Caterpillar. A: Option 2.

LLaVA: Option 2.
InternVL: Option 2.
Qwen-VL: Option 2.
GPT: Option 1.

Type 6
Q: If Leaves do not exist, will Caterpillar
still survive? A: Yes.

LLaVA: No.
InternVL: No.
Qwen-VL: No.
GPT: No.

Type 7
Q: Select the correct statement. | Option
1: Caterpillar eats leaves or caterpillar eats
snake. Option 2: Grasshopper eats rabbit or
grasshopper eats blue jay. A: Option 1.

LLaVA: Option 1.
InternVL: Option 1.
Qwen-VL: Option 1.
GPT: Option 1.

Figure 3: Examples of a real food web image with 10 relations in the image and the partial results of the generated
question-answer pairs. Dark green coloring means that the answer given by the model is correct, while red coloring
means that the answer is wrong.
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Example Real Image of more than 10 Relations

Type 1
Q: Does Wild Cat eat Jackal? A: No.

LLaVA: Yes.
InternVL: No.
Qwen-VL: No.
GPT: No.

Type 2
Q: Does Kite eat Owl? A: Yes.

LLaVA: No.
InternVL: No.
Qwen-VL: Yes.
GPT: No.

Type 3
Q: Does Owl contain matter that was once
part of Green Plant? A: No.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 4
Q: Does Wild Cat contain matter that was
once part of Green Plant? A: Yes.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 5
Q: Which of these organisms is food to
Jackal and eats Green Plant? Select the cor-
rect statement. | Option 1: Goat Option 2:
Mouse. A: Option 1.

LLaVA: Option 1.
InternVL: Option 2.
Qwen-VL: Option 1.
GPT: Option 1.

Type 6
Q: If Green Plant does not exist, will Goat
still survive? A: No.

LLaVA: No.
InternVL: No.
Qwen-VL: No.
GPT: Yes.

Type 7
Q: Select the correct statement. | Option 1:
Goat eats Green Plant or Jackal eats Goat.
Option 2: Rabbit eats Wild Cat or Mouse
eats Snake. A: Option 1.

LLaVA: Option 1.
InternVL: Option 1.
Qwen-VL: Option 1.
GPT: Option 1.

Figure 4: Examples of a real food web image with more than 10 relations in the image and the partial results of the
generated question-answer pairs. Dark green coloring means that the answer given by the model is correct, while
red coloring means that the answer is wrong.
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Example Synthetic Image of 5 animals

Type 1
Q: Does starfish eat cat? A: No.

LLaVA: No.
InternVL: No.
Qwen-VL: No.
GPT: No.

Type 2
Q: Does cat eat starfish? A: Yes.

LLaVA: No.
InternVL: Yes.
Qwen-VL: Yes.
GPT: No.

Type 3
Q: Does cat contain matter that was
once part of starfish? A: Yes.

LLaVA: No.
InternVL: Yes.
Qwen-VL: Yes.
GPT: Yes.

Type 4
Q: Does owl contain matter that was
once part of starfish? A: Yes.

LLaVA: No.
InternVL: No.
Qwen-VL: No.
GPT: Yes.

Type 5
Q: Which of these organisms is food
to bat(animal) and eats starfish? Select
the correct statement. | Option 1: cat
Option 2: owl. A: Option 1.

LLaVA: Option 2.
InternVL: Option 2.
Qwen-VL: Option 2.
GPT: Option 2.

Type 6
Q: If owl does not exist, will
bat(animal) still survive? A: Yes.

LLaVA: Yes.
InternVL: Yes.
Qwen-VL: No.
GPT: Yes.

Type 7
Q: Select the correct statement. | Op-
tion 1: owl eats bat(animal) or man-
atee eats starfish. Option 2: cat eats
starfish or cat eats bat(animal). A: Op-
tion 2.

LLaVA: Option 1.
InternVL: Option 1.
Qwen-VL: Option 2.
GPT: Option 1.

Figure 5: Examples of a synthetic food web image with 5 animals in the image and the partial results of the
generated question-answer pairs. Dark green coloring means that the answer given by the model is correct, while
red coloring means that the answer is wrong.
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