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Abstract

Machine Translation errors in high-stakes set-
tings like healthcare pose unique risks that
could lead to clinical harm. The challenges
are even more pronounced for low-resourced
languages where human translators are scarce
and MT tools perform poorly. In this work,
we provide a taxonomy of Machine Transla-
tion errors for the healthcare domain using a
publicly available MT system. Preparing an
evaluation dataset from pre-existing medical
datasets, we conduct our study focusing on
two low-resourced languages: Ambharic and
Tigrinya. Based on our error analysis and
findings from prior work, we test two pre-
translation interventions—namely, paraphras-
ing the source sentence and pivoting with a
related language— for their effectiveness in re-
ducing clinical risk. We find that MT errors for
healthcare most commonly happen when the
source sentence includes medical terminology
and procedure descriptions, synonyms, figura-
tive language, and word order differences. We
find that pre-translation interventions are not
effective in reducing clinical risk if the base
translation model performs poorly. Based on
our findings, we provide recommendations for
improving MT for healthcare.'

1 Introduction

Language barriers exacerbate unequal access to
healthcare (Al Shamsi et al., 2020; Slade and Ser-
gent, 2025). Advances in Natural Language Pro-
cessing (NLP) have the potential to ease these bar-
riers with Machine Translation (MT) systems that
facilitate communication across languages (Turner
et al., 2013). MT systems are used in the medi-
cal sector to: 1) facilitate physician-patient com-
munication when human interpreters are not avail-
able (Vieira et al., 2021; Mehandru et al., 2022),
and (2) increase access to health information, for

"https://github.com/hhnigatu/
ViabilityofMTinHC/

instance, by “translating public health informa-
tional materials.” (Turner et al., 2013).

While MT systems hold great promise to fa-
cilitate communication across languages, com-
mercially available MT tools may not always
be designed with the healthcare domain in
mind (Mehandru et al., 2022; Khoong and Ro-
driguez, 2022; Vieira et al., 2021). Additionally,
there are limited avenues for verifying the out-
puts of the MT systems, especially in a critical
setting like healthcare (Mehandru et al., 2023).
These complications are further exacerbated for
low-resourced languages as they are less likely to
have human interpreters readily available (Mehan-
dru et al., 2022). Moreover, training robust MT
systems, especially for critical sectors like the
medical sector, requires high-quality and quantity
data, which is not available for low-resourced lan-
guages (Nekoto et al., 2020).

Errors in outputs from MT systems may pose a
significant clinical risk (Khoong et al., 2019). MT
tools could also misinform users who use them to
access online health information (Saadany et al.,
2024). For example, a machine translation output
might incorrectly instruct an individual to “move
the person completely,” when the intended instruc-
tion was to “immobilize the person completely.”?
Such an error could have serious health conse-
quences. Moreover, disparate performance of MT
systems across languages could result in unequal
access to care (Brewster et al., 2024). Given the
consequences of errors in MT for healthcare, we
pose the following research questions:

* RQ1.1: What is the error taxonomy for MT
in healthcare for low-resourced languages?

* RQ1.2: How do MT errors differ between
general health information and physician-
patient communication in low-resourced lan-
guages?

2Example taken from our set of experiments.
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¢ RQ2: Without altering the underlying MT
system, to what extent can pre-translation in-
terventions, such as paraphrasing the source
sentence or pivoting through a related lan-
guage, reduce clinical risk?

In this paper, we answer these three research
questions by focusing our investigation on two
low-resourced languages: Tigrinya and Ambharic.
Our contributions can be summarized as follows:

* We contribute a dataset of human-annotated
MT errors for general health information and
physician-patient communication in two low-
resourced languages (Sec. 3.1).

* In collaboration with a physician, we present
a taxonomy of errors in MT for healthcare,
with annotations and review by the physician,
for our two target languages (Sec. 4).

* We provide insights into the benefits and
drawbacks of two pre-translation interven-
tions: paraphrasing the source sentence and
pivoting with a related language (Sec. 5).

* Finally, we provide recommendations for de-
sign and research in improving MT for health-
care for low-resourced languages (Sec. 6).

Overall, we find that errors related to medical
terminology and omission most frequently lead to
high and life-threatening clinical risk. Further, we
find that while pre-translation interventions reduce
some errors, they preserve some errors and intro-
duce new ones. Our research shows that there is
still a long and challenging path for NLP to be
useful in practice in the healthcare domain for low-
resourced languages. We end our paper by high-
lighting the possibilities for building MT systems
that can improve access to healthcare.

2 Related Work

Language barriers in medical settings are well-
documented and present significant challenges for
limited English proficiency (LEP) patients. LEP
individuals are more likely to struggle with ac-
cessing care, experience worse health outcomes,
and are at higher risk of diagnostic and medical
errors, often exposed to preventable harm (Gan-
gopadhyaya, 2021). These barriers disproportion-
ately affect racially minoritized and uninsured pa-
tient populations (Kreienbrinck et al., 2024). Thus,
there is an urgent need to improve communication

with LEP patients to achieve equity in emergency
care (Gutman et al., 2022).

A critical point in physician-patient communi-
cation is the discharge process, where patients are
provided with written instructions containing cru-
cial information about their diagnosis, treatment
plan, and follow-up (Chen et al., 2016). These
instructions are essential for the patient’s under-
standing and post-care management. For low-
resource language-speaking patients, interpreters
are often unavailable.

A lack of diverse multilingual training data
has jeopardized equitable applications of machine
translation in medical settings. While Google
Translate (GT) and ChatGPT have demonstrated
comparable performance on discharge instructions
in high-resource languages such as Spanish and
Portuguese, both systems have performed signif-
icantly worse in terms of adequacy, fluency, and
clinical risk on lower-resource languages, such as
Haitian Creole. (Brewster et al., 2024; Robinson
etal., 2023; Lankford and Way, 2024). These chal-
lenges highlight the need for more sophisticated
models trained on medical text tailored to the spe-
cific needs of low-resource languages.

Acknowledging the importance of the severity
of errors in Machine Translation, Sharou and Spe-
cia (2022) provide a general taxonomy of errors
in Machine Translation and analyze critical errors,
where mistranslations may lead to adverse conse-
quences in contexts such as health, legal, and re-
ligious domains. To the best of our knowledge,
there is no taxonomy of Machine Translation er-
rors in healthcare for low-resourced languages.

3 Method

Here, we first describe how we prepared a dataset
for evaluation in Sec. 3.1 and then detail our hu-
man evaluation scheme in Sec. 3.2.

3.1 Dataset

To answer our research questions, we first pre-
pared an evaluation dataset relying on existing
data in the healthcare domain. In this section, we
describe the source datasets we used, detail our ra-
tionale for selecting an MT model, and describe
our methods for selecting sentences.

3.1.1 Identifying Source Dataset

Our study focuses on two medical settings: gen-
eral health information and patient-physician com-
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munication. As such, we built our evaluation date-
set from two preexisting datasets:

AfriDOC-MT: For the context of general health
information, we used the AfriDOC-MT(Alabi
et al., 2025) dataset, which includes 334 health
documents from the World Health Organization
(WHO) website translated into 5 African lan-
guages, including Amharic.

DischargeME: For the second context of
physician-patient communication, we used sen-
tences from the DischargeME(Xu, 2024) dataset,
which includes 109k discharge summaries derived
from the MIMIC-IV(Johnson et al., 2021) dataset
accessed through PhysioNet(Goldberger et al.,
2000). MIMIC-IV(Johnson et al., 2021) is a
dataset of de-identified Emergency Room data
from a hospital in Boston, USA.

3.1.2 Picking a Translation Model

Our main criterion for selecting an MT tool was
that the MT system must be publicly accessible.
Based on our pilot experiment results and find-
ings from prior work that physicians may use pub-
licly available tools like Google Translate to facili-
tate communication with their patients (Mehandru
et al., 2022; Taira et al., 2021; Al-Jarf, 2024), we
used Google Translate in our experiments>.

3.1.3 Selecting Sentences for Evaluation

Our goal was to understand the errors in MT
for healthcare in two low-resourced languages.
Hence, we were interested in building an evalua-
tion dataset that has a diverse representation of er-
rors. We set two criteria for selecting sentences
from the test splits of the two source datasets:

Pseudo-Fuzzy xScore Matching (Li and Spe-
cia, 2019): Prior work has shown that back-
translation can help physicians detect critical MT
errors (Mehandru et al., 2023). Relying on
this finding, we used back-translation to select
sentences whose back-translation differed signifi-
cantly from the original sentence. We used Google
Translate to translate the sentences into our re-
spective target languages. We then translated
the sentences back into English and used Sen-
tenceBERT (Reimers and Gurevych, 2019) to get

*We conducted experiments with NLLB but found that
the performance was poor. We excluded the results from our
main paper. However, we provide analysis of the pilot results
in Appendix A

sentence embeddings for the original and back-
translated sentences. We then used cosine simi-
larity to check the similarity between the original
sentence and the back-translated sentence. Finally,
we used stratified sampling, randomly selecting
sentences in three pseudo-fuzzy score ranges: [0.0-
0.35), [0.35-0.7), [0.7,1.0].

Medical Term Count: We first conducted a pi-
lot study with about 100 medical sentences trans-
lated from English into the two languages. From
our pilot study, we found that medical terminol-
ogy was most frequently mistranslated. Hence, we
used a medical Named Entity Recognition (NER)
model, namely blaze999/Medical-NER* to ex-
tract medical terms from each sentence. We then
set a threshold (n=7) for the number of medical
terms per sentence by looking at the distribution
of the count of medical terms.

Using the two selection criteria, we prepared
an evaluation dataset with 500 parallel sentences
in each language pair, with 250 sentences for
general health information and 250 sentences
for physician-patient communication per language
pair, for a total of 1000 parallel sentences.’

3.2 Human Evaluation

For our human evaluation, we prepared an an-
notation guideline that four physicians indepen-
dently verified. We adopted the annotation axis
from Mehandru et al. (2023), where each sen-
tence pair is evaluated for adequacy: whether the
translation correctly preserves the meaning in the
source sentence (Turian et al., 2006) and clini-
cal risk: whether the translation had clinically in-
significant, mild, moderate, high, or life threaten-
ing errors (Népoles et al., 2015). Once we trans-
lated the sentences with Google Translate, the first
and third authors, who are native speakers of each
language, labeled the sentences for adequacy and
clinical risk. Then, a physician who is the fourth
author and speaks both languages looked through
the annotations and verified the labels. Any dis-
agreement between the physician and the anno-
tators was resolved in frequent weekly meetings.
We used a reflexive thematic analysis (Braun et al.,
2006) approach to build our taxonomy: we started
with the annotations for physician-patient commu-
nication and inductively identified themes in the

*https://huggingface.co/blaze999/Medical-NER
>The annotated dataset will be released following li-
censees of the source datasets. See Appendix C.
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sentence pairs with errors. We then iteratively re-
fined the themes with the general health informa-
tion annotations, discussing the final set of themes
among all authors.

4 Understanding Errors in MT for
Healthcare

While MT systems are used within the healthcare
sector, translation errors can pose clinical risks to
patients (Sec. 1). Understanding the errors in MT
for healthcare would (1) give insights to how we
can improve MT systems and (2) help us iden-
tify where we should pay special attention to—and
at times, avoid using—MT tools. To this end, we
provide a taxonomy of errors in Machine Transla-
tion for healthcare in low-resourced language pairs
(Sec. 4.1). We then provide an analysis of our eval-
uation dataset using our taxonomy (Sec. 4.2).

4.1 A Taxonomy of MT Errors in Healthcare

As discussed in Sec. 3, we used reflective the-
matic analysis to arrive at our taxonomy of MT
errors. We focused on identifying themes in sen-
tences that were mistranslated. Through our iter-
ative qualitative analysis, we identified six major
categories of errors:

¢ Medical Terminology and Procedure De-
scriptions: Medical terminology is (1) left
untranslated, (2) transliterated, (3) omitted,
or (4) mistranslated in the target language.
For example, “antivenom” is translated to
“anti-nutrients” when translating from En-
glish to Ambharic.

Omission: Words and phrases in the source
sentence are sometimes omitted from the
translation. The omitted words could be
medical terms, negations, or full descriptive
phrases. For instance, a sentence that had the
phrase “strict non-weight bearing” was trans-
lated to “strict weight bearing”, omitting the
negation and thereby resulting in a translation
that is the opposite of the source sentence.

* Synonyms: Words that have synonyms in
the source sentence were translated to their
out-of-context version—for instance, “masses’’
was translated to mean “collection.”

* Word Order and Tense Disagreement:
Some of the translations had tense disagree-
ments or wrong word orders that altered the

meaning of the translation. For instance, a
sentence that said “you required blood cell
transfusion” was translated to “you will re-
quire blood cell transfusion”, not conveying
that the transfusion has already happened.

Figurative Language: Common English
phrases and idioms were translated literally,
making the translated sentence hard to under-
stand or culturally irrelevant. For instance,
a sentence that had the phrase “aim to wean
down this medication” was translated to “aim
to cut off breasts” in Amharic, which poses a
significant clinical risk.

* Measurement Units: In some of the trans-
lations, ‘pound’ and ‘lbs’ were translated to
‘kgs’ without altering the number associated
with the measurement. For instance, a sen-
tence that told a patient to alert their doctor
if their weight goes above ‘5 pounds’ was
translated to ‘5 kilograms,” which is inaccu-
rate and could lead to clinical harm.

The lack of digitally available medical data in
low-resourced languages and the low-resourced
context of healthcare could explain the errors in
Medical terminology and Synonyms. Synonyms
may be more likely seen in MT datasets in their
non-medical contexts—for instance, general MT
data may lack sentences where “mass” refers to
“a lump” but may have examples where it refers
to “a collection.” Word order and tense disagree-
ment could be the result of word-order differences
in the language pairs: Ambharic sentences follow
a SOV or OSV (Gutman and Avanzati, 2013)
and Tigrinya sentences follow a SOV (Appleyard,
2006) word order where as English has SVO (As-
saigeli et al., 2021) word order. While omission
could happen in any MT setting, it poses a sig-
nificant risk when it happens in the context of
healthcare; for instance, by giving the patient a
translated instruction with the opposite meaning of
the source sentence. Our taxonomy also reveals
culture-specific phrases, and differences in stan-
dard measurement units used by different coun-
tries could lead to clinically harmful errors.

4.2 Analysis

In this section, we use our taxonomy to ground our
analysis of our evaluation dataset, giving concrete
examples of how the errors described in our taxon-
omy lead to clinically harmful mistranslations.
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Figure 1: Distribution of Clinical Risk for General Health Information and Physician-Patient Communication.

Target | Terminology | Mistranslation Meaning
Lang.
Gonorrhea ANce Diabetes
Smallpox &ymm Syphilis
Tir Antibiotic Ré1&NT Insecticide
Diarrhea TIPAN Vomiting
Fever YA Coughing
Stool NCEEL97 Chair
Mass G9PA Collection
Amh Seizure nse: Erosion
Blood- Count £9° NHY Blood Pressure
Incision RCEPIPERIY T Ankle
Table 1: Frequently Mistranslated Medical Terms

Across our Full Evaluation dataset.

Figure 1 presents the distribution of the clin-
ical risk level for English-Amharic and English-
Tigrinya in general health information (GHI) and
patient-physician communication (PPC) settings.
We observe that for both languages, over 17%
of the mistranslations could lead to a high clini-
cal risk in patient-physician communication. Ad-
ditionally, as Figure 1 shows, Physician-Patient
communication translations have similar percent-
age of sentences in the two language pairs with
‘Moderate’, and ‘High’ clinical risks. Physician-
Patient communication for English-Ambharic lan-
guage pair had the most ‘Life Threatening’ errors.

The different error types can appear in a

single sentence or happen consistently.  For
instance, a sentence with the phrase “ap-
ply gauze dressing” was translated to ‘“‘wear

gasoline cloth” in Amharic. Here, the medical
term “gauze” was mistranslated to “gasoline” and
the word “dressing” which has a synonym, mean-
ing “to put on cloth” was mistranslated to “cloth.”
We also find that the MT system would consis-

® High m Life Threatening
80

60

40

20

Medical
Terms

‘Word Order Unit

Conversion

Omission Synonym Figurative

Language

Figure 2: Percentage of High and Life-Threatening Er-
rors (y-axis) wrt Error Taxonomy (x-axis) aggregated
across the full evaluation dataset.

tently output the same mistranslation for some
medical terms, regardless of the source dataset.
We present some examples in Table 1; for instance,
in Tigrinya, the term “antibiotics” was consistently
translated to “insecticide.”

Further, we looked at which categories of errors
were most frequently associated with high and life-
threatening clinical risk. As Figure 2 shows, errors
in translating Medical Terms and Procedures ac-
count for the majority of the mistranslations with
life-threatening and high clinical risk. Further,
Omission accounts for more of the life-threatening
errors than high clinical risk. This is due sentences
where the omission is (1) a negation, (2) a medical
term such as name of medication, or (3) a full de-
scriptive phrase that holds necessary information.
In Table 2, we give additional examples of mis-
translations from the most frequent categories.

We observed that sentences from the general
health information data had fewer clinically harm-
ful errors and fewer inadequate errors compared to
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Category Source Sentence Translated Sentence Target  Clinical Description
Lang. Risk
Patient-Physician
Communication
Medical This was handled by &U7Y $FANMID ACAPT? Amh High “placing you on bowel
Terminology and placing you on bowel @8 AYEt NCYT NIIN- regimen” is literally
Procedures regimen and[...] $PIDM ALT...] translated, which does
not make sense in
Ambharic.
You were given IV IV RZEI&NT TPYNN  Tir Life “antibitoics” is trans-
antibiotics which im- Xt ¢hA, £99  xGt- Threat- lated to “insecticide,”
proved your infection, D4R HHEE Hie ening telling the patient they
so we are sending £0DNA: NAH, A NA& received IV insecticide
you home with oral H@NL RE-1&AT 6N and are being sent home
antibiotics THH Thee Fhiad with oral insecticide.
A
Omission For [..]: Please take ANAPY NA& ?920NE Amh Life The name of the medi-
oral amoxicillin 500mg X 500mg N$Y UAt LH Threat-  cation, “amoxicillin” is
twice daily, for 7 days A7 5% £ON8.: ening omitted in the transla-
tion.
Thankfully, your symp-  9Ph2J§ £k Tir High Full  phrase  after
toms are improving so “Thankfully” is omitted
we moved you to acute from the translation.
rehabilitation]...]
Synonyms When you released NOMUY  NAA [...] Amh High “stool” is translated to
ynony from the hospital, [...] NCERBE? @NM I°y9° the small chair you sit
there was no bright red 2999 $£ 9 KAIN- on.
blood in the stool ANUYI°.
General Discharge  AdA® 0DI°Ch, °&AN  Tir High “Discharge” is trans-
Instructions:  You re- R£9°:- £& n{&, (DM- lated to “something that
ceived an abdominal Nt BN RAT...] flows out”, in this case
operation [...] explicitly as “blood that
flows out”.
General Health In-
formation
Medical Overview: Smallpox is MPAL AEF: dTMM  Amh High “orthopoxvirus” is mis-
Terminology an acute contagious dis-  YACGF&NN AN translated to “orthodox”
ease caused by the vari- MbTAN ANA  NUPI0* which can be misunder-
ola virus, a member of NACYA ALLA ?9LNAY stood for the Orthodox
the orthopoxvirus fam- AM&d, TAAd NAF religion.
ily. 1@
Three bacterial STIs NAAT NNATCEE RFE  Tir Life “antibiotic” is translated
[...] are usually curable ChNl H&M<& MIFo7+ Threat-  to “insecticide”
with existing, effec- [...] ODANHATA AL NH- ening
tive single-dose or R¥Yh: ORAFE HHI AL
multiple-dose regimens &H @& NHwh &H NC-
of antibiotics. 93t RE-1GNT L&D M«
Omission Maternal syphilis, ATF¥ €M% URPL  Amh High “adverse” is omitted
) when untreated, treated NATENOAT T HOET from the translation,
late or not treated with  NTBLAAY NAFNOD [...] making the sentence
penicillin, results in 992100t X SPOAL seem like untreated
adverse birth outcomes ~ @THHT[...] SANTAA = syphilis could lead to
(ABOs) [...] births.
Synonvims [...] show trends of high  [...] N&T% ¢ quinolone Amh High “resistance” is trans-
ynony rates of quinolone resis-  TNANGIT  KHIFIZL- lated to “[the medi-
tancel...] PEY AN [...] cation] being able to
defend”
Deficiencies in vitamin  mRET NIFT AF9LY7  Tir High “iron” is translated liter-

and mineral status,
particularly of folate,
iron, vitamin A, and
zing,|[...].

990L5TY NEAL £99
BAT: ARY: TLHOLY Ky
HYYY: "1 GDAR QAP
[...]

ally to “steel”

Table 2: Examples of High and Life Threatening Clinical Risk Mistranslations in General Health Information and
Physician-Patient Communication. Note that all sentences for the Physician-Patient Communication have been
manually paraphrased to adhere to the source dataset license.
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the patient-physician communication data: 46.6%
of the patient-physician translations were inade-
quate, compared to 38.5% of the general health
information translations that were inadequate, ag-
gregated across both languages. Of the inade-
quate sentences in English-Amharic translation,
there was a single sentence with life-threatening
clinical risk for general health information, as
compared to 7.75% life-threatening errors in the
patient-physician translations. As Figure 1 shows,
the patient-physician dataset had more errors that
could cause high and life-threatening clinical risk
in both languages. For Ambharic, general health
information translations had more clinically ‘in-
significant’ errors. Since we only had the refer-
ences available for the General Health Informa-
tion dataset for Amharic, we calculated the BLEU
score for the Google Translate output to comple-
ment our qualitative analysis. We find that the
translation had a BLEU score of 47.82%. How-
ever, since we do not have the references for
Tigrinya and for the physician-patient communica-
tion dataset in both languages, we could not do fur-
ther analysis comparing metric score performance
and qualitative analysis.

S Intervening on Errors in MT for
Healthcare

Using MT tools for healthcare in low-resourced
language settings poses two challenges: (1) health-
care is a critical setting where errors in translation
could lead to clinical harm and (2) MT tools gen-
erally perform poorly for low-resourced languages
making the errors more likely to happen (Sec. 1).
However, improving MT systems for low-resource
languages is challenging mainly due to the lack of
parallel data; a problem further complicated in the
context of healthcare. Hence, we experimented
with two pre-translation interventions to under-
stand to what extent they can reduce clinically
harmful errors without altering the underlying MT
system. Below, we detail the pre-translation inter-
ventions and discuss our results.

5.1 Paraphrasing the Source Sentence

Based on our analysis in Sec. 4, we observed that
ambiguity in the source sentence (for instance, due
to word order or synonyms) or use of figurative
language resulted in clinically harmful errors.
Hypothesis 1: Paraphrasing the source sen-
tence will help reduce errors by removing ambi-

guity and simplifying the input to the MT system.

Prior work has experimented with post-editing
translations with Large Language Models (Ki
and Carpuat, 2024). However, we are working
with low-resourced languages that are not well
supported by the state-of-the-art language mod-
els (Ojo et al., 2025); hence, we paraphrased the
source sentence instead. We used LLaMa-4 Mav-
erick Instruct model (Meta) for paraphrasing. We
designed our prompts by following the criteria
from the medical translation guidelines (Txabar-
riaga, 2008; Edwards and Goodman, 2006; DPH,
2024). See Appendix B for more details.

Results Paraphrasing with an LLM reduced am-
biguity in some sentences but also introduced new
types of errors. The model would sometimes re-
place single medical terms with more elaborate
details: for instance, ‘adhesion’, which was in
the baseline translated to “99MN%ESPF?” mean-
ing “adhesives”, was paraphrased to “tissue bands”
and correctly transliterated in the final output.
Paraphrasing also helped with unit conversion er-
rors: while in the baseline translation “5 pounds”
was translated to “5 kilograms”, the paraphras-
ing converted the measurement units and resulted
in “2.27 kgs.” However, we noticed the model
would sometimes add new information or details
that were not present in the original sentence, lead-
ing to increased clinical risk. For instance, a sen-
tence with the word “stump” was translated to “re-
maining part of your hand” even though the origi-
nal sentence did not mention which limb the word
“stump” was referring to.

5.2 Pivoting with a Related Language

Pivoting has been used in prior work to help im-
prove machine translation performance (Kim et al.,
2019). Pivoting is especially helpful when the data
between the source language and the target lan-
guage is small and when there is significant lin-
guistic variation between the source and target lan-
guages (Paul et al., 2013).

Hypothesis 2: Pivoting through a related,
higher-resourced language would reduce errors
due to ambiguity.

In our pilot analysis (Appendix A), we found
that only 6% of the MT output for Arabic, an Afro-
Semitic language related to our two target lan-
guages, was inadequate, with two moderate clini-
cal risks and one insignificant clinical risk. Hence,
we selected Arabic as our pivot language. We use
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naive pivoting (Kim et al., 2019) where we trans-
late from English to Arabic, then from Arabic to
the target language. We used Google Translate for
all pivoting experiments.

Results Pivoting improved translation for some
ambiguous sentences that had synonyms; for in-
stance, the sentence “[your disease]...has been
progressing over the week” was mistranslated to
mean “[your disease] has been improving over the
week” in the baseline. However, after pivoting,
the sentence was correctly translated as the Ara-
bic sentence resolved the ambiguity caused by the
word “progressing.” However, pivoting does not
solve all problems: when the error is due to medi-
cal term mistranslations, pivoting does not resolve
the errors as the MT model does not have the med-
ical terminology in the target language. Further,
we find that some of the translations were exactly
the same as the direct English-[target language]
translation. Pivoting also increased the number of
words that are wrongly transliterated, which could
be due to the model trying to transliterate from an
already transliterated term.

In summary, pre-translation interventions re-
duce some errors, preserve some errors, and
introduce new ones. In Figure 6 and Figure
7, we show the distribution of clinical risk
for the baseline and the two interventions for
patient-physician communication for Amharic and
Tigrinya, respectively. Both interventions increase
the number of translations without error, with para-
phrasing resulting in a larger increase. Further, we
see that life-threatening errors are reduced with
both interventions, although there are still life-
threatening errors in some of the translations post-
intervention. Additionally, in physician-patient
communication, high clinical risk shows a 3.6 per-
centage point reduction for Amharic with para-
phrasing and a 6.8 percentage point decrease with
pivoting for Tigrinya. But while the interven-
tions reduce some clinically harmful errors, as we
described above, they introduce new errors (e.g.
added details when paraphrasing with LLLMs) or
preserve old ones (e.g. errors due to the lack of
medical terms in the target language).

6 Discussion

In this study, we investigated the viability of
a general-purpose MT tool that is used in the
healthcare setting for translating general health

information and physician-patient communication
data from English to two low-resourced languages.
We tested two pre-translation interventions: para-
phrasing the source sentence and pivoting with a
related language, and found that, without altering
the underlying MT model, pre-translation inter-
ventions are not efficacious in reducing clinically
harmful errors (Sec. 5). Based on our findings, we
provide the following concrete recommendations:

Low-data model improvements: Improving
the underlying MT systems for the healthcare do-
main may pose a significant challenge due to the
lack of digitally available parallel data in low-
resourced languages (Sec. 2). However, future
work can explore low-data interventions targeted
towards the MT model: for instance, one potential
avenue could be collecting translations for medi-
cal terminology and using the resulting dictionary
as a data augmentation step.

Identify context of use within a domain:
Within the healthcare domain, there is a difference
between general health information and physician-
patient communication in terms of the clinical risk
and adequacy of MT outputs (Sec. 4). As such,
MT tools that perform well for general health in-
formation may not necessarily have a similar level
of performance for all clinical settings. Hence, it
is imperative to distinguish between the specific
contexts in which our MT system performs well.

Incorporating cultural-sensitivity in data col-
lection: A shift in cultural context affects the ef-
fectiveness of MT outputs. Sentences with figu-
rative language and measurement units were mis-
translated in the target languages, resulting in clin-
ically risky errors (Sec. 4). Further, some trans-
lations did not make sense in the target language
cultural context (Sec 4). Data collection schemes
for MT for health should therefore pay special at-
tention to cultural context.

Accounting for intervention over-confidence:
While pivoting and paraphrasing reduced ambigu-
ities, they did not eradicate all errors. This could
potentially be dangerous when the MT output un-
ambiguously gives the wrong translation. Both in-
terventions were not effective when the MT model
did not have vocabulary for medical terms in the
target language—for instance, regardless of the in-
tervention “antibiotics” was translated to “insec-
ticide” in Tigrinya. In such cases, the output of
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the MT system could unambiguously tell a patient
to “take insecticide” which could lead to a life-
threatening clinical harm.

Exploring other prompting strategies: While
we tried paraphrasing as a possible intervention,
we limited our experiment to one prompt, which
incorporated medical translation guidelines. Fu-
ture work could explore different prompting strate-
gies, for instance, by incorporating additional con-
text for the LLM or specifying unit conversion
rules. Such approaches may draw on literature
on interactive translation (Lyu et al., 2024; Santy
et al., 2019; Knowles and Koehn, 2016). Future
work could also explore incorporating our error
taxonomy into prompts. However, we caution that
using LLMs poses the risks discussed in Sec. 5,
requiring careful consideration, especially for low-
resourced languages where mitigation of mistrans-
lations may not be easily accessible.

7 Conclusion

MT tools hold a promise to break the language bar-
riers and are used in critical settings like health-
care to facilitate communication. However, our
study shows there is still a long road ahead to make
general-purpose MT tools useful in practice, par-
ticularly in critical settings like healthcare. Based
on our findings, we provide a set of recommen-
dations to improve MT for health in low-resource
language contexts.

Limitations

Our study has several limitations. First, it focuses
on only two low-resourced languages-Ambharic
and Tigrinya-which limits the generalizability of
our findings to other linguistic communities. How-
ever, while we only study two language pairs,
the languages are generally understudied within
NLP research. As such, we provide insights that
are informed by a medical professional for two
understudied languages. Our evaluation scheme
and dataset preparation can also be adopted to
other low-resourced languages and communities.
We only had the human resources to conduct
a thorough analysis for the two low-resourced
languages. Further, we conducted pilot studies
with three additional languages that demonstrated
the clinical harm was pronounced for the two
low-resourced languages (Appendix A). Second,
our evaluation is conducted at the sentence level,

which does not account for discourse-level co-
herence or cumulative errors across longer clini-
cal narratives. Yet, our results still demonstrate
where MT models lead to clinically harmful er-
rors. Third, our analysis for physician-patient
communication relies on data from a single health-
care institution in the United States, specifically
the MIMIC-IV-based DischargeME dataset. This
dataset may not capture the variability in language
use, medical practices, or patient communication
styles present in other regions or healthcare sys-
tems, particularly those where the target languages
are spoken. However, medical datasets are scarce,
and these were the only datasets we had access
to; future work could explore using other datasets
from other contexts. Fourth, we use Google Trans-
late as our MT model for our experiments, which
limits the interventions we can test, as the under-
lying model is not available. However, as we have
discussed in our Sec. 3, Google Translate is used
in practice in the healthcare domain and our pi-
lot results showed that the open-source model had
worse performance. Future work could explore
comparing performance across models.

Ethics Statement

In resource-limited medical settings, the evalua-
tion and use of MT and LLMs require careful
scrutiny beyond simple error rates. Our work
demonstrates that even seemingly minor medical
translation errors can have significant repercus-
sions, particularly for vulnerable patient popula-
tions. A seemingly minor translation error or a
misinterpreted query by a language model can in-
advertently lead to misdiagnoses or treatment de-
lays.
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A Pilot Study

We conducted a pilot study with 3 additional target
languages: Bengali, Hindi, and Arabic. For our pi-
lot study, we randomly selected 50 sentences from
the DischargeME dataset (Xu, 2024). We selected
sentences from the Phase I test set; we used the
Phase II test set for our main experiments. Using
the annotation scheme described in Sec. 3, 2 na-
tive speakers of each language independently la-
beled the data, and disagreements were resolved
in joint meetings through discussions between the
annotators. We selected the languages for our pi-
lot by relying on the language taxonomy provided
by Joshi et al. (2020). We selected one language
from each class from Class 1- Class 6 in the Joshi
et al. (2020) paper, where languages are classified
by the amount of data they have available.

® Arabic ® Hindi = Bengali ® Amharic ® Tigrinya

100

75

50

25

Insignificant Mild Life Threatening

Moderate High

Figure 3: Comparison of Clinical Risk in Translation
Errors across Pilot Study Languages.

Comparison of Errors Across Languages: We
translated the 50 sentences into the 5 target lan-
guages using Google Translate. As Figure 3
shows, there is a linear relation between the
amount of data available for a language and the
amount of insignificant errors in the translation.
Arabic, which is the highest resourced from all
five target languages, had 96% of translations
with insignificant errors, followed by Hindi with
80% of translations having clinically insignifi-
cant errors. Further, the three lower-resourced
languages—Bengali, Ambharic, and Tigrinya-all
had some translations with life-threatening errors
in translation.

Comparison of MT models: As discussed in
Sec. 3, our criterion for selecting MT model
was that the model had to be publicly available.
In our pilot, we experimented with NLLB(NLLB
et al., 2022), namely the NLLB-600M model.
We selected Arabic and Ambharic from our tar-
get languages and translated the sentences using
the NLLB-600M model. As Figure 4, we find
that NLLB output greatly increased high and life-
threatening errors for both languages. Qualita-
tively, we find that the NLLB model would leave
medical terminology untranslated for Amharic and
omit details such as medication dosage in Arabic.
We give qualitative examples in Table 3. Based on
these observations and evidence from prior work
that Google Translate has been used in clinical set-
tings (Sec. 1), we selected Google Translate as our
translation model for our experiments.

B Paraphrasing Prompt Design

To design out prompt for the paraphrasing exper-
iment described in Sec 5, we relied on existing
guidelines for translation in the medical setting
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Figure 4: Comparison of MT models—Google Translate and NLLB—for Clinical Risk in Translation

Source Sentence \ Translation

Error Description

MEDICATIONS:
cillin every 7 hours

1) Take Amoxi-
[0k

MEYLFT: 1) Amoxicillin N? 7 Ak

The name of the medication was left un-
translated. the phrase “around the clock”
was mistranslated to “every hour.”

Ifitis draining, apply a
secured with paper tape

dressing

&N NANT NOLPT T o0
99nLe ATINC £FAA =

“gauze” is mistranslated to “gasoline”

3) Please START Advil 8

3) \MTAPY START Advil 8

all words except “please” are left un-
translated.

Table 3: Examples of pilot translations with NLLB for the Amharic DischargeME dataset. Sentences have been
paraphrased manually for display to keep with the dataset guidelines.

from Txabarriaga (2008), Edwards and Goodman
(2006) and DPH (2024). In discussing format-
ting for source documents, the guidelines in DPH
(2024) and Txabarriaga (2008) state that source
text should be culturally neutral and that source
text should not include figurative language. Fur-
ther, DPH (2024) and Edwards and Goodman
(2006) state that source text should be written in
active voice. Incorporating this with our findings
from Sec. 4, we designed our prompt as shown in
Figure 5. We prompted the model using the Hug-
gingFace API (Wolf et al., 2020) at a temperature
of 0.5, with 2048 maximum tokens and nucleus
sampling with p=0.7.

C Data Access and Release

As discussed in Sec. 3.1, we prepared our evalu-
ation dataset from the AfriDOC-MT(Alabi et al.,
2025) and the DischrageME dataset(Xu, 2024).
AfriDOC-MT (Alabi et al., 2025) is a publicly
available dataset that includes translations from
the WHO website. Hence, we will release the 500
sentences from AfriDOC-MT publicly, with a Cre-
ative Commons license CC BY-NC-SA 3.0 identi-

™,
," USER: | am frying to translate an English medical sentence. Paraphrase the English A
| sentence with the following guidelines in mind:
a. should be devoid of figurative language.
b. should be culture-neutral.
. avoid ambiguous words and synonyms that may lead to mistranslations.
d. use an aclive voice.

Please respond with the paraphrased sentence only.

Original: Immaobilize the person completely and transport the persen to a
health facility as soon as possible

Paraphrased: Keep the person still and take them to a hospital quickly.

Figure 5: Example prompt and model completion (in
text color blue) for paraphrasing.

cal to the original dataset®.

On the other hand, the DischargeME (Xu, 2024)
dataset contains de-identified data about patients
from an emergency room in a hospital in the
US (Johnson et al., 2021). It is accessible through
PhysioNet (Goldberger et al., 2000) under re-
stricted data agreements. Hence, we will release
our annotations for the 500 sentences taken from
the DischrageME (Xu, 2024) data through Phys-
ioNet (Goldberger et al., 2000) following the same

®Link to source dataset license information:

https://github.com/masakhane-io/afridoc-mt
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Source Sentence

Translation

| Error Description

Maternal syphilis, when untreated,
treated late or not treated with peni-
cillin, results in

(ABOs) estimated in 50-80%
of cases, depending on the stage of

AIER AdAN AYTRIE  RYEAAD:
0L NOHNPT ML NFLNAY RY-
£+AT N92LT RYI&AADE NAYLT(:
LEM AN RYLIPHTY @D+ 50
AN 80 SUA

Translation included words that have no
meaning in the language (in red font) and
mistranslation of the term “adverse birth
outcomes” which was translated to “a
contract’s absolute problems,” unrelated

syphilis. (ABOs) &0 &A= to the medical context (in font).
This makes the preparation of correct | £U ThRAAT ®7$- | “antivenoms” was translated to “poi-
an ongoing problem. NP TPHIEY $ME FC LA PA: sonous medicines”

also transmit Borreliosis (Lyme
disease), which is a bacterial infec-

K78PT NABCSAR N SLPY07
NEAS LN (ALIP NAT) 8P LARTA:

“Ticks” was translated to “(publication)
edition”; the last word indicated with red

tion.

font has no meaning in the language.

Table 4: Examples of pilot translations with GPT-40 for the Amharic AfriDOC-MT dataset.

data restrictions as the original dataset.

Steps taken to present restricted data: While
it was important to provide examples in this pa-
per, the DischrageME (Xu, 2024) dataset is re-
stricted under data agreements. Hence, we manu-
ally paraphrased all examples we give in this paper
for data taken from the DischrageME (Xu, 2024)
dataset. We replaced names of medications with
other medication names and changed dosage and
measurement values: for instance, in Table 2, we
replaced the original medication in the first exam-
ple for Omission with “amoxicillin”.

D Additional Results

In this section, we provide additional results for
our main experiments.

Clinical Risk Distribution As discussed in Sec.
5, paraphrasing the source sentence and using a re-
lated language for pivoting did not effectively re-
duce clinically harmful errors overall. In Figure
6, we present the distribution of clinical risk for
Ambharic in the baseline setting and in the two pre-
translation interventions. We observe that Pivoting
shifted translations to no error for Amharic in the
General Health Information setting. Both pivot-
ing and paraphrasing reduced the life-threatening
error for the General Health Information setting
to 0. However, in the Physician-Patient Commu-
nication setting, both interventions still have life-
threatening errors. For Tigrinya, we again see that
pivoting shifted translations to no error for Gen-
eral Health Information in Figure 7. However,
both settings still have life-threatening errors in
the Physician-Patient Communication setting.

Translation with LLM In our pilot runs, we
translated a few sentences using GPT-4o to see if

we can use it as a viable MT model for our ex-
periments. However, we found that the transla-
tion quality was poor for our target languages. In
Table 4, we give a few examples describing the
observed errors. We find that the translations in-
cluded words that do not exist in the language and
when there were mistranslations of medical terms,
the mistranslations usually were not in the medical
context.
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Figure 6: Clinical Risk Distribution For English-Ambharic in General Health Information (a) and Physician-Patient
Communication (b) across baseline, pivoting and paraphrased settings.
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Figure 7: Clinical Risk Distribution For English-Tigrinya in General Health Information (a) and Physician-Patient
Communication (b) across baseline, pivoting and paraphrased settings.
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