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Abstract

This work addresses a fundamental barrier in
recommender systems: the inability to gener-
alize across domains without extensive retrain-
ing. Traditional ID-based approaches fail en-
tirely in cold-start and cross-domain scenarios
where new users or items lack sufficient inter-
action history. Inspired by foundation mod-
els’ cross-domain success, we develop a foun-
dation model for sequential recommendation
that achieves genuine zero-shot generalization
capabilities. Our approach fundamentally de-
parts from existing ID-based methods by de-
riving item representations exclusively from
textual features. This enables immediate em-
bedding of any new item without model re-
training. We introduce unified item tokeniza-
tion with Finite Scalar Quantization that trans-
forms heterogeneous textual descriptions into
standardized discrete tokens. This eliminates
domain barriers that plague existing systems.
Additionally, the framework features hybrid
bidirectional-causal attention that captures both
intra-item token coherence and inter-item se-
quential dependencies. An efficient catalog-
aware beam search decoder enables real-time
token-to-item mapping. Unlike conventional
approaches confined to their training domains,
RecGPT naturally bridges diverse recommen-
dation contexts through its domain-invariant
tokenization mechanism. Comprehensive eval-
uations across six datasets and industrial scenar-
ios demonstrate consistent performance advan-
tages. Our model is open-source and available
at: https://github.com/HKUDS/RecGPT.

1 Introduction

Recommender systems (RSs) have emerged as in-
dispensable tools for navigating the overwhelm-
ing sea of digital content, offering personalized
guidance across diverse platforms including e-
commerce marketplaces (Wang et al., 2020), multi-
media streaming services (Jiang et al., 2024a), and

*Chao Huang is the corresponding author.

social networking sites (Jamali and Ester, 2010).
By intelligently filtering vast information land-
scapes, these systems not only enhance user satis-
faction but also drive engagement and retention for
platform operators. Within this ecosystem, sequen-
tial recommendation approaches have gained par-
ticular prominence for their ability to capture tem-
poral dynamics and evolving preferences, enabling
more accurate predictions of users’ future interac-
tions by modeling the intricate patterns within their
historical behavior sequences (Fang et al., 2020).

In the sequential recommendation, existing
frameworks hit fundamental barriers when con-
fronted with new contexts, data-sparse environ-
ments, or cold-start scenarios (Zhao et al., 2023;
Zhang et al., 2025), invariably demanding resource-
intensive retraining cycles. This critical limitation
creates an urgent need for a transformative recom-
mendation paradigm with robust Zero-Shot Gen-
eralization capabilities that can adapt seamlessly
across diverse scenarios without prior exposure to
specific users or items, effectively making recom-
mendations in previously unseen contexts while
maintaining recommendation quality.

Inspired by the remarkable success of foundation
models in visual and language domains (Liu et al.,
2023; DeepSeek-AI, 2024), which achieve excep-
tional cross-domain generalization through large-
scale pre-training, a compelling question emerges:
Can we develop foundation models for sequen-
tial recommenders with effective pre-training
paradigms? Such models would enable efficient
knowledge transfer across diverse recommendation
scenarios without the computational burden of ex-
tensive retraining. This capability would be particu-
larly valuable in challenging sparse data conditions,
cold-start situations, and zero-shot recommenda-
tion contexts that current recommender systems
struggle to address effectively. However, realizing
this vision requires addressing several fundamental
challenges:
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Figure 1: Our RecGPT model demonstrates strong
cross-domain zero-shot generalization capabilities, con-
sistently outperforming existing recommender systems
in few-shot scenarios (even when those systems incor-
porate 10%-50% of downstream unseen data) without
requiring any domain-specific training data.

The Semantic Heterogeneity of Item Repre-
sentations. Inspired by the success of autoregres-
sive LLMs in achieving cross-domain generaliza-
tion through next-token prediction, we recognize
a natural fit for sequential recommendation, which
inherently models temporal patterns in user inter-
actions. However, directly applying this paradigm
faces a critical challenge: the semantic heterogene-
ity of item representations across domains. Un-
like language tokens that share universal linguistic
structures, items from different platforms (e.g., e-
commerce products, videos, news) exhibit vastly
different descriptive formats and attribute spaces.
This heterogeneity creates insurmountable barri-
ers for traditional ID-based systems, which fail to
transfer knowledge across domains. To address
this limitation, recommendation foundation mod-
els must develop a domain-invariant tokenization
mechanism that unifies diverse textual descriptions
into a standardized discrete token space–preserving
semantic richness while enabling the powerful gen-
eralization capabilities of autoregressive modeling.

Hierarchical Dependencies in Item Tokeniza-
tion. Language tokenization enables straightfor-
ward autoregressive modeling—once words are
mapped to tokens, the model simply predicts the
next token without explicit word-level considera-
tions. Item tokenization, however, presents a funda-
mentally different challenge: when an item is repre-
sented by multiple tokens, the model must simulta-
neously capture two levels of dependencies. At the
macro level, it must model sequential relationships
between items to understand user preference evolu-
tion. At the micro level, it must maintain coherence
among tokens belonging to the same item to pre-

serve its semantic integrity. This dual-dependency
structure demands a more sophisticated attention
mechanism that can distinguish between intra-item
and inter-item relationships while maintaining the
autoregressive framework necessary for generaliza-
tion.

The Decoding Efficiency Challenge. The com-
putational complexity of converting token predic-
tions to item recommendations creates a critical bot-
tleneck for real-world deployment. The vast space
of possible token combinations far exceeds actual
catalog sizes, making naive search approaches com-
putationally prohibitive—a vocabulary of 50,000
tokens with 4-token items yields 6.25× 1018 theo-
retical combinations versus millions of actual items.
Therefore, efficient decoding mechanisms must ex-
ploit semantic structure and approximate search
techniques to map token predictions to valid items
at inference speeds compatible with real-time rec-
ommendation systems.

To address these challenges, we present RecGPT,
a text-driven foundation model that reimagines se-
quential recommendation through the lens of au-
toregressive generation. Our framework introduces
three architectural designs that collectively enable
zero-shot generalization capabilities. First, we
develop a Unified Item Tokenization mechanism
that employs Finite Scalar Quantization (FSQ) to
transform heterogeneous textual descriptions into
a standardized discrete token space. This domain-
invariant representation solves the semantic het-
erogeneity problem by creating a universal vocab-
ulary that bridges diverse recommendation con-
texts, without requiring platform-specific adapta-
tions. Unlike traditional ID-based systems con-
fined to their training domains, our tokenization
preserves rich semantic information while enabling
cross-domain knowledge transfer.

Second, we propose a Universal Recommen-
dation Modeling architecture featuring hybrid
bidirectional-causal attention that elegantly re-
solves the hierarchical dependency challenge in-
herent in multi-token item representations. This
innovative attention mechanism allows comprehen-
sive information exchange among tokens represent-
ing the same item through bidirectional processing,
while maintaining strict causal relationships be-
tween sequential items for accurate temporal mod-
eling. We further introduce auxiliary semantic path-
ways that complement discrete tokens with continu-
ous embeddings, effectively counteracting informa-
tion loss during quantization. Third, our Efficient
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Item Token Decoder employs catalog-aware beam
search with Trie-based prefix constraints, trans-
forming the computationally intractable token-to-
item mapping into a practical real-time operation.
By exploiting the sparse nature of valid item com-
binations within the vast token space, our decoder
achieves optimal complexity while maintaining su-
perior recommendation quality.

Through experiments on several datasets and
industrial deployment serving millions of users,
we show that RecGPT achieves superior zero-
shot performance–consistently outperforming tradi-
tional recommenders. Our comprehensive analysis
reveals exceptional cold-start capabilities, robust
power-law scaling properties, and architectural ad-
vantages confirmed through systematic ablations.

2 Methodology

We propose a Text-Driven Foundation Model for
sequential recommendation that fundamentally de-
parts from traditional ID-based approaches. While
conventional recommenders learn separate embed-
dings for each unique item ID–creating inherent
limitations in generalization capabilities and do-
main adaptability (Jiang et al., 2024b)–our ap-
proach derives item representations exclusively
from textual features (e.g., titles, descriptions, and
categories) through a specialized text encoder. This
paradigm shift offers three substantial advantages:
(1) Zero-shot Transferability, as any new item can
be immediately embedded via its textual descrip-
tion without model retraining; (2) Cross-domain
Compatibility, since textual semantics naturally
bridge diverse recommendation contexts ranging
from e-commerce products to video content and
news articles; and (3) Enhanced Robustness in
sparse-data and cold-start scenarios, where ID-
based methods typically fail due to insufficient in-
teraction histories but text-based representations
remain informative via their rich semantic content.

2.1 Unified Item Tokenization

To unify item representations and bridge semantic
gaps across recommendation scenarios, we employ
a unified item tokenizer (Fig. 2 (i)). Items are
first embedded into a consistent text representation
space using their descriptions and then quantized
into multiple discrete tokens applicable for various
domains. This quantization paradigm uses a unified
codebook, effectively tokenizing item embeddings
and enabling efficient autoregressive pre-training.

2.1.1 Text-based Item Representation
We leverage MPNet (Song et al., 2020) as our foun-
dational text encoder to derive item representations
from textual descriptions. This strategic choice
capitalizes on MPNet’s innovative architecture that
seamlessly integrates Masked Language Modeling
(MLM) and Permuted Language Modeling (PLM),
addressing fundamental limitations in contextual
understanding that plague earlier transformer mod-
els (Devlin, 2018; Yang, 2019). Unlike ID-based
methods that fail to generalize to new items, our
text-driven approach enables zero-shot recommen-
dations and eliminates the need for extensive item-
specific training data, particularly advantageous for
cold-start scenarios and long-tail items.

For a text sequence X = (x1, . . . , xn), our text
encoder optimizes the following objective function:

Ez∈Zn

n∑

t=c+1

logP (xzt |xz<t ,Φz>c ; θ), (1)

where Zn represents permutations of indices
(1, · · · , n), zt and z< t denote the t-th index and
first t− 1 elements in permutation z, and Φz>c in-
dicates masks in positions z>c. After training with
this objective, RecGPT generates dL-dimensional
embeddings ei for item i with textual features Xi

as:
ei = MPNet(Xi), ei ∈ RdL . (2)

This approach produces semantically rich, domain-
agnostic representations that maintain consistent
meaning across diverse recommendation contexts.
By grounding recommendations in language en-
coding, our model naturally bridges domain gaps
and supports cross-domain transfer without requir-
ing explicit adaptation mechanisms or specialized
embeddings for recommendation contexts.

2.1.2 Quantizing Item Embeddings
To bridge the gap between continuous semantic
spaces and discrete token-based processing, we
introduce a novel embedding quantization mech-
anism inspired by advances in image process-
ing (Esser et al., 2021). This critical component
transforms our continuous item representations into
discrete tokens—a representation format ideally
suited for transformer architectures while maintain-
ing semantic fidelity. We adopt Finite Scalar Quan-
tization (Mentzer et al., 2023) (FSQ), which ele-
gantly resolves the codebook collapse challenges
that have limited previous quantization approaches.
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Figure 2: Overall framework of the proposed RecGPT.

For each item i, our quantization strategy maps
its embedding to a fixed-length token sequence
si = s0i , s

1
i , · · · , sK−1

i , where each token ski ∈ C
belongs to a finite codebook. This transformation
begins by partitioning the dL-dimensional seman-
tic embedding ei into K sub-vectors eki ∈ RdL/K .
This partitioning preserves local semantic struc-
tures while enabling more granular quantization.

The quantization process employs a carefully
designed pipeline: first applying a sigmoid func-
tion σ(·) to normalize values to (0, 1), then using a
rounding function R[·] with hyperparameter L to
map each component to one of L distinct integers.
To achieve sufficient representational capacity, we
divide each sub-vector eki into dfsq segments, cre-
ating a vast discrete space of Ldfsq possible rep-
resentations. This exponential expansion of the
codebook size (|C| = Ldfsq ) enables near-lossless
mapping of semantic information while maintain-
ing discrete token structure. Formally:

FSQ(eki ) = R[(L− 1)σ(Tin(eki ))], (3)

where the output FSQ(eki ) ∈ 0, · · · , L− 1dfsq con-
strains each dimension to integers between 0 and
L− 1. The transformation T in(eki ) = W ineki + b
reduces dimensionality from dL/K to dfsq. This
mapping requires optimizing only the linear trans-
formation parameters, ensuring computational effi-
ciency. To address the gradient-blocking nature of
the rounding function, we implement the Straight-
Through Estimator (STE) technique:

FSQ(eki ) = (L− 1)σ(Tin(eki ))+ (4)

sg[R[(L− 1)σ(Tin(eki ))]− (L− 1)σ(Tin(eki ))],

where sg[·] denotes the “stop gradient” opera-
tion that allows gradient flow through the non-
differentiable rounding function. This quantization
mechanism transforms user interaction histories
into universal token sequences rather than dataset-
specific item IDs—a crucial advantage that enables

cross-domain generalization. By operating in a
shared, discrete token space, our model can seam-
lessly transfer knowledge across recommendation
domains, significantly enhancing zero-shot capa-
bilities and cold-start performance compared to
traditional ID-based approaches.
Optimization for Item Quantization. Training
our quantization function requires a reconstruction
mechanism capable of restoring the original seman-
tic fidelity from discrete tokens. We implement a
sophisticated multi-layer transformer decoder that
leverages bidirectional attention to capture complex
dependencies between quantized sub-vectors. This
architecture choice is critical—unlike simpler feed-
forward approaches, transformers excel at contex-
tualizing relationships across the entire token se-
quence [ê0i , · · · , êK−1

i ], enabling high-fidelity re-
construction of the original embedding êi.

Our optimization strategy employs L1 loss,
which prioritizes sparse, robust reconstructions
while being less sensitive to outliers than squared-
error alternatives. This enhances preservation
of distinguishing semantic features during the
quantization-reconstruction process. Formally, we
minimize:

Lfsq =

N−1∑

i=0

∥ei − Decoder( (5)

[Tout(ê0i ), · · · , Tout(êK−1
i )])∥1,

where êki represents the quantized representation
derived from eki (specifically, êik = Tin(eki )), and
Tout functions as a dimensionality-expansion trans-
form that maps each compact token from the lower-
dimensional space dfsq back to the richer represen-
tational capacity of dL/K.

2.2 Universal Recommendation Modeling
Our approach harnesses the transformative capa-
bilities of autoregressive (AR) transformer archi-
tectures—models that have revolutionized zero-
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shot generalization across language (Brown, 2020),
vision (Tian et al., 2024), and multimodal do-
mains (Lu et al., 2022). By reformulating se-
quential recommendation as next-token predic-
tion, we unlock the remarkable generalization po-
tential of the autoregressive paradigm for cross-
domain recommendation with minimal adaptation
requirements while addressing two fundamental
challenges:

i) Limitations of unidirectional attention.
Since each item in our framework is represented
by a token sequence, standard unidirectional atten-
tion constrains information flow between tokens
belonging to the same item. This artificial barrier
significantly hampers the model’s ability to form
coherent item representations and accurately model
user preferences for next-item prediction.

ii) The information compression inherent in
quantization. While our quantization approach
creates a sufficiently expressive discrete space to
uniquely represent items, the compression process
inevitably sacrifices some semantic nuances from
the original item descriptions. This information
bottleneck, if left unaddressed, could degrade user
preference modeling accuracy.

As depicted in Fig. 2 (ii), RecGPT implements
two innovative architectural solutions - specifically
designed to maximize information retention and
flow - to overcome these fundamental challenges:
Bidirectional Attention for Item Tokens. To ad-
dress the first challenge, RecGPT implements a
hybrid attention mechanism combining unidirec-
tional causal attention for modeling sequential item
relationships with bidirectional attention for tokens
within each item. This architectural innovation en-
ables comprehensive information sharing among
tokens representing the same item while preserving
temporal causality necessary for next-item predic-
tion by restricting cross-item attention to previously
encountered items in the sequence.
Auxiliary Item Semantic Features. To avoid in-
formation loss from representation quantization,
RecGPT integrates original textual features along-
side learnable token embeddings within the trans-
former network. For each item i, there exists a fea-
ture sequence {e0i , . . . , eK−1

i } where eki ∈ RdL/K .
A linear layer aligns the dimension of eki with the
AR model’s dimension dar. Since the feature and
token sequences are equal in length, we derive two
embeddings—auxiliary embedding Eaux ∈ RT×dar

and token embedding Ewte ∈ RT×dar—where T is
the AR model’s maximum input sequence length.

To maintain consistency between Eaux and Ewte
and address optimization challenges, we apply
Layer Normalization (LNorm(·)) to both embed-
dings. The normalized outputs are then added to
the positional embeddings Ewpe ∈ RT×dar , produc-
ing the final representations X ∈ RT×dar fed into
the AR model’s transformer layers. This process is
formally described as follows:

X = LNorm(Eaux)+LNorm(Ewte)+Ewpe. (6)

2.2.1 Training Objective
During training, the goal of the autoregressive (AR)
model is to maximize the likelihood of predicting
the next token, specifically aiming to forecast the
probability of the next token based on the preceding
token sequence. The loss function is expressed as
the negative log-likelihood loss:

Lar = −
T−1∑

t=0

logP
(
Yt | X<⌊ t

K ⌋×K

)
, (7)

where Yt denotes the token at position t, and
X<⌊ t

K ⌋×K represents all embeddings preceding

position
⌊

t
K

⌋
× K. Here, ⌊·⌋ denotes the floor

function. By incorporating the bidirectional atten-
tion, our model can compute the probabilities of
the next K tokens during the training phase.

2.3 Efficient Item Token Decoder
To forecast the next item based on the predicted
token sequence, we employ efficient search algo-
rithms within the item token decoder (Fig. 2 (iii)).
Efficient Next-item Prediction. Firstly, RecGPT
utilizes beam search to determine the top-n most
likely token sequences. This strategy strikes a bal-
ance between efficiency and the size of the search
space. Specially, as RecGPT is able to directly
predict the next K tokens during the inference, we
only need a single inference pass for each item’s
token sequence. Furthermore, beam search can be
executed directly on the probabilities of these K to-
kens, thus eliminating the need to occupy excessive
search space states that would otherwise consume
memory allocated for inference.
Prefix Enhancement. Given that the number of
candidate items is typically much smaller than the
number of potential token sequences (i.e., Ldfsq), a
straightforward approach is to further limit the to-
ken search space by leveraging the candidate item
search space. To achieve this, we construct a Trie to
store all token sequences associated with the candi-
date items. Consequently, when conducting beam
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Table 1: Zero-shot performance of RecGPT v.s. Few-shot performance of baselines. Best and second-best are in
bold and underlined. "*" indicates the improvement is statistically significant (i.e., p-value < 0.05).

Data Metric GRU4Rec GRU4RecF Caser BERT4Rec FDSA CL4SRec DuoRec ICLRec MAERec RecGPT

@3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5

Cross-Domain in Amazon Dataset

Baby
Hit@1 .0019 .0019 .0025 .0024 .0025 .0024 .0025 .0010 .0016 .0273∗
Hit .0051 .0090 .0060 .0091 .0062 .0099 .0061 .0096 .0064 .0099 .0060 .0093 .0061 .0103 .0046 .0082 .0055 .0090 .0281∗ .0283∗
NDCG .0036 .0052 .0043 .0056 .0046 .0061 .0045 .0060 .0047 .0061 .0045 .0059 .0046 .0063 .0031 .0045 .0038 .0052 .0277∗ .0279∗

Games
Hit@1 .0031 .0032 .0032 .0032 .0026 .0045 .0031 .0026 .0018 .0364∗
Hit .0079 .0133 .0093 .0133 .0093 .0139 .0082 .0135 .0084 .0135 .0112 .0163 .0078 .0117 .0060 .0107 .0078 .0119 .0374∗ .0376∗
NDCG .0058 .0080 .0066 .0083 .0066 .0084 .0061 .0083 .0059 .0080 .0082 .0103 .0058 .0074 .0046 .0065 .0052 .0069 .0370∗ .0371∗

Office
Hit@1 .0021 .0019 .0021 .0021 .0021 .0021 .0022 .0021 .0020 .0280∗
Hit .0042 .0059 .0043 .0053 .0040 .0059 .0031 .0049 .0042 .0061 .0043 .0058 .0040 .0056 .0038 .0049 .0036 .0047 .0293∗ .0299∗
NDCG .0033 .0040 .0033 .0037 .0032 .0040 .0027 .0034 .0033 .0041 .0034 .0040 .0032 .0039 .0031 .0035 .0029 .0034 .0287∗ .0290∗

Cross-Domain on Different Platforms

Yelp
Hit@1 .0011 .0008 .0007 .0013 .0009 .0021 .0019 .0003 .0029 .0161∗
Hit .0023 .0036 .0022 .0039 .0026 .0040 .0037 .0054 .0025 .0038 .0056 .0083 .0043 .0065 .0027 .0045 .0079 .0119 .0163∗ .0166∗
NDCG .0018 .0023 .0016 .0023 .0018 .0024 .0026 .0033 .0018 .0023 .0040 .0051 .0033 .0042 .0016 .0024 .0057 .0074 .0162∗ .0163∗

Washington
Hit@1 .0012 .0016 .0010 .0027 .0016 .0032 .0024 .0017 .0041 .0122∗
Hit .0030 .0043 .0037 .0056 .0033 .0046 .0073 .0114 .0038 .0053 .0085 .0127 .0067 .0105 .0043 .0069 .0103 .0154 .0128∗ .0130
NDCG .0022 .0028 .0028 .0036 .0023 .0028 .0053 .0070 .0029 .0035 .0063 .0079 .0049 .0064 .0032 .0042 .0076 .0097 .0126∗ .0127∗

Steam
Hit@1 .0396 .0484 .0121 .0757 .1022 .0681 .1011 .0014 .0727 .1237∗
Hit .0675 .0830 .0737 .0881 .0350 .0538 .1002 .1161 .1231 .1366 .0986 .1177 .1223 .1351 .0433 .0678 .1018 .1172 .1246∗ .1253
NDCG .0557 .0621 .0630 .0689 .0254 .0331 .0898 .0964 .1143 .1232 .0858 .0936 .1134 .1187 .0257 .0357 .0897 .0960 .1242∗ .1245∗

search on tokens, we utilize the currently searched
tokens as prefixes and employ the Trie for efficient
prefix matching to identify all candidate items that
begin with the existing tokens. This strategy signifi-
cantly reduces the search space, thereby enhancing
both the efficiency and accuracy of the search.

3 Evaluation

3.1 Experimental Setup

Datasets. For a comprehensive evaluation of
RecGPT, we collect six public datasets from differ-
ent recommendation scenarios for experimentation.
The statistics and detailed descriptions of these
datasets are presented in Appendix A.1.
Baselines & Implementation Details. RecGPT
is compared with a diverse set of 9 baselines from
different research streams. Appendix A.2 gives a
thorough introduction to these methods. And Ap-
pendix A.3 elaborates the implementation details
for our RecGPT framework and the baselines.
Evaluation Settings. We follow previous recom-
mendation works (Qiu et al., 2022) to set our met-
rics, dataset division method, and other evaluation
protocols. See Appendix A.4 for more details.

3.2 Cross-domain Zero-shot Recommendation
To demonstrate RecGPT’s cross-domain zero-shot
prediction capability, we evaluate it on six datasets
and compare its performance against traditional se-
quence recommenders trained on 10% of the data,
as traditional methods relying on ID representa-
tions lack zero-shot capabilities. Based on the re-

sults (Table 1), we have the following observations:
i) Superior Zero-shot Performance. RecGPT
exhibits outstanding zero-shot prediction across
diverse datasets, significantly surpassing traditional
sequential recommenders trained on 10% of the
data in nearly all metrics without fine-tuning on
target test sets. This superior generalizability stems
from our unified item tokenizer, which compresses
semantic embeddings from multiple domains into
unified token representations, enabling the model
to learn universal sequence patterns. Additionally,
extensive pre-training on large-scale data enhances
the model’s robustness and generative capabilities,
effectively addressing zero-shot challenges.
ii) Enhanced Cross-Domain Adaptability.
RecGPT excels in cross-domain scenarios by
effectively generalizing from extensive pre-training
without relying on ID representations. In contrast,
traditional sequence recommenders depend heavily
on ID embeddings and sufficient training data,
resulting in limited effectiveness and suboptimal
performance even with only 10% of the data.
Although recent approaches incorporate additional
text features (e.g., GRU4RecF, FDSA) or self-
supervised learning techniques (e.g., CL4SRec,
DuoRec, ICLRec, MAERec), they still fall short of
RecGPT’s superior performance. This underscores
RecGPT’s advantages in overcoming challenges
inherent in cross-domain recommendations.

Additionally, the offline feature generation
pipeline of RecGPT, which incorporates daily up-
dates for active users and cold items, has been suc-
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Table 2: Cold-start performance comparison of different recommendation models. Best and second-best results are
in bold and underlined. "*" indicates the improvement is statistically significant (i.e., p-value < 0.05).

Data Metric GRU4Rec GRU4RecF Caser BERT4Rec FDSA CL4SRec DuoRec ICLRec MAERec RecGPT

@3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5 @3 @5

Baby
Hit@1 .0030 .0030 .0029 .0030 .0064 .0092 .0099 .0011 .0062 .0165∗
Hit .0090 .0123 .0080 .0122 .0086 .0124 .0085 .0120 .0130 .0168 .0159 .0193 .0164 .0204 .0057 .0092 .0124 .0160 .0171∗ .0172
NDCG .0063 .0077 .0058 .0075 .0061 .0077 .0061 .0075 .0101 .0117 .0130 .0144 .0136 .0153 .0038 .0052 .0098 .0112 .0168∗ .0169∗

Office
Hit@1 .0020 .0028 .0024 .0022 .0088 .0083 .0096 .0049 .0085 .0188∗
Hit .0053 .0070 .0060 .0086 .0045 .0063 .0041 .0058 .0149 .0189 .0150 .0186 .0172 .0207 .0080 .0096 .0157 .0189 .0201∗ .0204
NDCG .0039 .0046 .0046 .0057 .0036 .0043 .0033 .0040 .0123 .0140 .0122 .0137 .0140 .0154 .0067 .0074 .0127 .0140 .0195∗ .0197∗

Yelp
Hit@1 .0050 .0049 .0032 .0023 .0061 .0057 .0063 .0003 .0057 .0126∗
Hit .0120 .0164 .0125 .0180 .0084 .0129 .0069 .0107 .0142 .0219 .0149 .0221 .0147 .0220 .0059 .0102 .0133 .0196 .0128 .0131
NDCG .0090 .0108 .0092 .0115 .0061 .0080 .0049 .0065 .0107 .0139 .0109 .0138 .0111 .0141 .0035 .0053 .0101 .0127 .0127∗ .0128

cessfully implemented in a real-world industrial
recommendation system, demonstrating its prac-
tical efficiency. The performance of RecGPT in
industrial scenarios is detailed in Appendix A.5.

3.3 Cold-start Recommendation
The performance of RecGPT in cold-start scenar-
ios, where users have minimal historical interaction
records, is also examined. To realistically simu-
late these, we randomly truncate each user interac-
tion sequence in the dataset to an item sequence of
length 1 to 3, using the subsequent item as the pre-
diction target. Baseline recommendation methods
are allowed full training on the entire dataset with
cold-start strategies, and are evaluated on the pro-
cessed test set alongside the unfine-tuned RecGPT.

As shown in Table 2, RecGPT outperforms well-
trained baselines across most metrics and datasets
in cold-start settings. In these scenarios, traditional
methods struggle to effectively capture historical in-
formation for modeling user preferences and behav-
ior patterns due to limited interaction history. Con-
sequently, even when trained on complete datasets,
they fail to optimize adequately, negatively impact-
ing their performance during testing. In contrast,
RecGPT leverages pre-training on large-scale data,
providing it with strong generative capabilities, en-
abling it to predict the next item a user is likely to
engage with, even with minimal interaction history.

3.4 Ablation Study
In this section, we examine the effectiveness of
RecGPT’s key components by comparing ablated
variants regarding their cross-domain zero-shot per-
formance. Details of variants are as follows:
• w/o FSQ replaces the unified item tokenizer with

randomly assigned tokens for downstream items.
• w/o Bidir removes the bidirectional attention

for item token sequences and simply applies the
global causal attention mechanism.

• w/o Aux removes the auxiliary semantic features.

Table 3: Ablation study results of RecGPT.

Variants Baby Office Yelp

Hit@5 NDCG@5 Hit@5 NDCG@5 Hit@5 NDCG@5

w/o FSQ 0.0178 0.0177 0.0167 0.0166 0.0139 0.0138
w/o Bidir 0.0279 0.0275 0.0288 0.0283 0.0162 0.0158
w/o Aux 0.0191 0.0189 0.0205 0.0200 0.0075 0.0065
w/o Prefix 0.0282 0.0274 0.0281 0.0280 0.0162 0.0161

RecGPT 0.0283 0.0279 0.0299 0.0290 0.0166 0.0163

• w/o Prefix removes the prefix enhancement that
is applied during the inference phase.

The results of the ablation study are presented in
Table 3. The findings indicate the following:
i) Component Contributions: Each key compo-
nent in RecGPT significantly enhances the model’s
performance, with unified item tokenization play-
ing a crucial role in enabling zero-shot prediction
capability by compressing semantic item embed-
dings into token sequences, thereby improving gen-
eralization and robustness.
ii) FSQ Rewards: FSQ is crucial for the model’s
zero-shot prediction capability, as it compresses
semantic embeddings into token sequences. This
process significantly improves the model’s general-
ization ability and robustness.
iii) Auxiliary Representation Benefits: The auxil-
iary item continuous representation allows for more
effective utilization of semantic embeddings, mini-
mizing information loss from vector quantization
and further enhancing overall model performance.

3.5 Scaling Law Investigation

In this section, we investigate the applicability
of the scaling law to RecGPT. Given that recom-
mender systems operate in an efficiency-sensitive
domain, it is particularly pertinent to examine how
the volume of training data influences model per-
formance while maintaining a relatively compact
model size. To this end, we conduct experiments
using five distinct versions of RecGPT, each dif-
fering in the amount of training data utilized (i.e.,
5%, 10%, 25%, 50%, and 100%). For each version,
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Figure 3: Performance w.r.t. the volume of training data.

training is performed on the respective training data
until the loss on the evaluation set stabilizes, indi-
cating the convergence. The evaluation results are
presented in Figure 3, showcasing the zero-shot
performance of the various model versions. Addi-
tionally, Figure 4 illustrates the correlation between
the number of tokens and the evaluation loss for
each model version throughout the training process.
Key findings are summarized as follows:
i) Scalability from a Data Perspective. As il-
lustrated in Figure 3, as the volume of data used
for pre-training increases, RecGPT’s zero-shot
and cold-start performance progressively improves
across various datasets, underscoring its scalabil-
ity. It is noteworthy that the performance enhance-
ment from RecGPT-10% to RecGPT-25% is sig-
nificantly greater than the differences observed be-
tween other versions. This suggests the emergent
ability (Wei et al., 2022) of RecGPT, highlight-
ing the effectiveness of scaling up in enhancing its
generalization capabilities.
ii) Adherence of RecGPT to the Scaling Law in
Data Dimension. Recent studies (Touvron et al.,
2023) suggest that, for achieving target perfor-
mance, training a relatively smaller model on a
larger dataset can be more advantageous, as this
approach reduces inference costs, which is partic-
ularly relevant in recommendation. In Figure 4,
we apply a power-law term to the losses associated
with token counts. By fixing the model’s parameter
size, we can predict the losses after training on ad-
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Figure 4: The scaling law of RecGPT.

ditional tokens. Notably, fitting the optimal losses
of models trained on various data subsets yields
a line that accurately predicts the final losses of
RecGPT, indicated by a ⋆. Given that RecGPT uti-
lizes a decoder-only architecture similar to LLMs,
it demonstrates comparable scaling law character-
istics while maintaining strong generalization capa-
bilities. This suggests that access to more training
data could further enhance its performance.

3.6 Comparison with Pre-trained Methods

In this section, we conduct a comparison of
RecGPT with other pre-trained sequential recom-
menders, including S3-Rec (Zhou et al., 2020),
UniSRec (Hou et al., 2022), VQ-Rec (Hou et al.,
2023), TIGER (Rajput et al., 2024), IDGen-
Rec (Tan et al., 2024), and RecFormer (Li et al.,
2023). Since S3-Rec is ID-based, we train it using
10% of the training data, following the few-shot
approach mentioned in Section 3.2.
Comparison with Text-Based Pretrained Mod-
els. The results in Figure 5 show that RecGPT
outperforms other pre-trained sequential recom-
menders. Notably, S3-Rec significantly surpasses
traditional methods presented in Table 1, indicat-
ing that its pre-training tasks effectively enhance
performance and mitigate the negative effects of
limited training data. VQ-Rec ranks just below
RecGPT, benefiting from quantization techniques
that improve the generation of token sequences
and enhance generalization capability. In contrast,
our method employs a decoder-only architecture
that follows the scaling law, supported by an or-
der of magnitude more pre-training data (i.e., ten
million for RecGPT compared to one million for
both UniSRec and VQ-Rec, and three million for
RecFormer), resulting in superior performance.
In-Depth Comparison with VQ-Rec. To enable
a more thorough comparison with existing vec-
tor quantization-based generative recommenders,
we perform an in-depth analysis using VQ-Rec
as a case study. Specifically, we retrain two vari-
ants based on RecGPT and VQ-Rec, referred to
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Figure 5: Comparison of pre-trained sequential models.

as RecGPT-10% and VQ-Rec (Re-trained). For
RecGPT-10%, we reduce RecGPT’s parameter size
and randomly sample 10% of the original training
dataset for retraining, yielding a training data scale
comparable to VQ-Rec. For VQ-Rec (Re-trained),
we train it on RecGPT’s complete training dataset.
As shown in Fig. 6, our results indicate that, despite
a similar amount of training data, RecGPT-10%
outperforms VQ-Rec. Moreover, the performance
of VQ-Rec (Re-trained), trained on a larger dataset,
declines, underscoring the advantages of RecGPT’s
decoder-only architecture and the generalization
benefits from its autoregressive training objective.

4 Related Work
Sequential Recommendation. Sequential recom-
mendation aims to predict users’ next interacted
items based on their historical interactions. Re-
cent methods are based on recurrent neural net-
works (Li et al., 2017), convolutional neural net-
works (Tang and Wang, 2018), and graph neural
networks (Ye et al., 2023). Notably, SASRec (Kang
and McAuley, 2018) and BERT4Rec (Sun et al.,
2019) introduced self-attention and Transformer
architectures, significantly improving performance
and scalability. To enhance generalization beyond
ID-based embeddings (Yuan et al., 2023), recent
works like UniSRec (Hou et al., 2022) and VQ-
Rec (Hou et al., 2023) leverage multi-modal fea-
tures for transferable recommendations. Addition-
ally, large language models have been employed
to create unified recommender systems based on
text (Geng et al., 2022; Zhang et al., 2023). How-
ever, these methods lack zero-shot capabilities and
depend heavily on sufficient training data. In con-
trast, our approach addresses these limitations, en-
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Figure 6: In-Depth Comparison with VQ-Rec.

abling effective predictions on new datasets.
Generative Recommendation. Generative recom-
mendation is an emerging paradigm where each
item is represented as discrete tokens, known as se-
mantic IDs (Rajput et al., 2024). This tokenization
enables nuanced and memory-efficient item repre-
sentations by combining various discrete tokens to
form a comprehensive feature space (Van Den Oord
et al., 2017). Generative recommenders process se-
quences of item tokens as input and predict subse-
quent tokens in an autoregressive manner (Radford
et al., 2019; Brown, 2020), which are then mapped
back to recommended items for actionable insights.
Pioneering work such as TIGER (Rajput et al.,
2024) utilizes residual quantization to compute se-
mantic codes, while later studies have enhanced
quantization mechanisms (Petrov and Macdonald,
2023; Wang et al., 2024b) through methods like
contrastive quantization (Zhu et al., 2024) and the
development of learnable tokenizers (Wang et al.,
2024a; Liu et al., 2024). In contrast, our work fo-
cuses on scaling laws within the generative recom-
mendation framework to improve generalization.

5 Conclusion

This paper presents RecGPT, a foundation model
designed to enhance the generalization of sequen-
tial recommendation systems, particularly in zero-
shot scenarios. By utilizing a unified item tokenizer
based on vector quantization, it effectively tackles
challenges related to feature semantic diversity and
interaction behavior variability across different do-
mains. Its architecture, which combines a decoder-
only transformer with bidirectional attention, al-
lows the model to capture complex user behaviors
and improve generalization capabilities. Experi-
mental evaluations show RecGPT outperforms tra-
ditional ID-based recommendation methods across
various datasets, highlighting its exceptional adapt-
ability and generalization potential.
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6 Limitations

In real-world scenarios, items commonly have
abundant modal information, including text, im-
ages, audio, and more. However, this work focuses
on utilizing the textual information of items as their
semantic representations and does not fully exploit
the multimodal information available. While our
approach can handle multimodal information by ex-
tending encoders corresponding to different modal-
ities, the autoregressive modeling of multiple fea-
tures may introduce new challenges. This repre-
sents a promising avenue for future exploration.
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A Appendix

A.1 Datasets

The statistics of the experimental datasets are
shown in Table 4. Below presents the detailed
description for these datasets.

(1) Pre-trained datasets. We select eleven cat-
egories from Amazon review datasets (Hou et al.,
2024), "All Beauty", "Books", "Clothing Shoes and
Jewelry", "Electronics", "Health and Household",
"Kindle Store", "Home and Kitchen", "Magazine
Subscriptions", "Movies and TV", "Cell Phones
and Accessories", and "Sports and Outdoors", as
the datasets for pre-training.

(2) Evaluation datasets. We select three other
categories from Amazon review datasets (Hou
et al., 2024), "Amazon Fashion", "Musical In-
struments", and "Industrial and Scientific", as the
datasets for evaluation during the pre-training.

(3) Test datasets. To thoroughly evaluate
the cross-domain zero-shot capability of RecGPT,
we select three categories (i.e., "Baby Products",
"Video Games", and "Office Products") from Ama-
zon review dataset (Hou et al., 2024) with the
same recommendation scenarios of the pre-training
data. Furthermore, we incorporate three additional
datasets from different recommendation scenarios.
Yelp1 is a commonly-used dataset contains user
ratings on business venues. Washington (Li et al.,
2022; Yan et al., 2023) is a dataset that includes
review information from Google Maps (e.g., rat-
ings, text, and images) along with relevant business
metadata from locations across Washington, the
United States. Steam (Kang and McAuley, 2018)
is a dataset crawled from Steam, a large online
video game distribution platform.

A.2 Compared Methods

For a comprehensive evaluation, we thoroughly
compare our RecGPT with a diverse set of base-
lines derived from different research streams.

• GRU4Rec (Tan et al., 2016): It utilizes a GRU
model to encode interaction sequences and inte-
grates a ranking-based loss function specifically
for session-based recommendation.

• GRU4RecF (Hidasi et al., 2016): It proposes a
session model based on RNN, leveraging deep
learning to combine user clicks and item features
to enhance the performance of recommenders.

1https://www.yelp.com/dataset

Table 4: Statistics of the experimental datasets.

Datasets #Users #Items #Interactions #Avg.Length

Pre-trained 12,472,073 15,491,643 131,657,450 10.56
- Beauty 1,464 6,570 13,679 9.34
- Books 1,091,587 2,978,216 13,859,969 12.69
- Clothing 3,088,673 4,875,707 30,245,204 9.79
- Electronics 1,692,840 1,128,480 16,248,100 9.59
- Health 828,935 518,044 7,598,392 9.16
- Kindle 902,107 1,221,419 16,242,839 18.01
- Kitchen 3,096,330 2,742,128 30,758,013 9.93
- Magazine 380 865 2,679 7.05
- Movies 653,846 569,357 7,622,246 11.65
- Phones 547,327 628,147 4,103,048 7.49
- Sports 568,584 822,710 4,963,281 8.73

Evaluation 184,674 377,186 1,615,405 8.75
- Fashion 13,942 76,873 104,115 7.46
- Instruments 76,012 116,447 711,607 9.36
- Scientific 94,720 183,866 799,683 8.44

Baby 184,851 123,537 1,551,060 8.39
Games 117,742 83,137 1,030,529 8.75
Office 333,744 363,786 2,735,472 8.19

Yelp 287,116 148,523 4,392,168 15.29
Washington 625,428 120,080 12,382,314 19.79
Steam 334,594 15,066 4,214,640 12.59

• Caser (Tang and Wang, 2018): This approach
converts users’ interacted item sequences into
image-like 2D representations within temporal
and latent dimensions, and utilizes convolutional
filters to capture sequential patterns.

• BERT4Rec (Sun et al., 2019): The Cloze task
has been incorporated into sequential recommen-
dation, utilizing a bidirectional attentive encoder.

• FDSA (Zhang et al., 2019): It aims to identify
patterns of item and feature transitions through
the use of self-attentive networks.

• CL4SRec (Xie et al., 2022): This approach
empowers recommendation through various
sequence-level augmentation methods, such as
item cropping, masking, and reordering.

• DuoRec (Qiu et al., 2022): This work explores
the problem of representation degeneration in se-
quential recommendation and proposes solutions
grounded in contrastive learning techniques.

• ICLRec (Chen et al., 2022): It enhances sequen-
tial recommendation by performing clustering
and contrastive learning on user intentions to im-
prove the quality of recommendations.

• MAERec (Ye et al., 2023): This work improves
recommenders by dynamically distilling global
item transitional information for self-supervised
augmentation, overcoming label scarcity and data
noise in sequential recommendation tasks.
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A.3 Implementation Details

We implement our approach utilizing the
Transformer library from Hugging Face
(https://huggingface.co). Each item’s seman-
tic embedding is segmented into four parts,
meaning that each item is represented by four
tokens. The maximum input length T of the model
is 1,024, with a hidden dimension dar of 768,
meaning the size of the position embedding Ewpe

is R1025×768. For the FSQ quantizer, dfsq = 5,
with each corresponding dimension L being 8,
8, 8, 6, and 5. This allows it to discretize each
sub-vector of the itme embedding into a space of
15,360 tokens (i.e., 8 × 8 × 8 × 6 × 5 = 15360).
Therefore, the model’s token embedding table is
with the shape of R15360×768. For the multi-layer
decoder used in the model, we implemented the
transformer from GPT-2 with a total of 3 layers.

For the baseline methods, we employ two open-
source recommendation libraries, RecBole (Zhao
et al., 2021) and SSLRec (Ren et al., 2023). To
ensure a fair comparison, we optimize all methods
using the Adam optimizer and conduct a thorough
search for the hyperparameters of each compared
method. We also implement early stopping with a
patience of 10 epochs to mitigate overfitting.

Regarding the resources required for model train-
ing, we primarily conducted experiments on four
A100 40G GPUs; however, it was also tested that
a single 3090 24G GPU can complete all experi-
ments (with the trade-off of longer training times
and smaller batch size settings).

A.4 Evaluation Settings

To evaluate the performance of the next item pre-
diction task, we utilize two commonly employed
metrics: Hit@N and NDCG@N, with N set to 1, 3,
and 5. For the six test datasets, we partition them in
a 9:1 ratio, meaning that 90% of the user interaction
sequences in each dataset are designated as training
data (for training traditional recommenders), while
the remaining 10% serve as test data. We rank the
ground-truth item of each sequence against all other
items for evaluation on the test data, and report the
average score across all test users.

A.5 Performance in Industrial Scenarios

To evaluate the efficacy of our methodology in
practical environments, we further systematically
evaluate RecGPT alongside several competitive
baselines on a large-scale dataset derived from ac-
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Figure 7: Performance on Industrial Dataset.

tual industrial data, referred to here as "Industrial".
The configurations of the baseline approaches are
aligned with those outlined in Section 3.2.

This "Industrial" dataset is sourced from a promi-
nent online content platform (name omitted for
anonymity), serving millions of users. It pertains to
news content and encompasses various data points,
including user identities, accessed news articles,
article titles, timestamps, and additional relevant
information. The dataset comprises 163,385 users,
455,372 items, and 999,140 interaction records.

As demonstrated in Figure 7, the proposed
RecGPT outperforms all baseline methods on the
Industrial dataset, demonstrating its robust general-
ization capability in addressing cross-domain tasks
within real-world settings. This superior perfor-
mance can be attributed to the extensive data accu-
mulated during the training phase, which enables
the model to learn diverse user preference patterns
and effectively adapt to previously unexplored do-
mains.

A.6 In-Depth Comparison with VQ-Rec
(Continued)
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A.7 Insights from Industrial Application

In our application of RecGPT within real industrial
contexts, we discovered that foundation models
for recommendation systems have not yet emerged
as the ultimate solution for a wide range of chal-
lenges, as large language models (LLMs) have in
natural language processing (NLP). The inherent
complexity of human preferences, coupled with
the information explosion in modern recommenda-
tion contexts, necessitates a diverse array of input
features that exhibit a high degree of heterogene-
ity, including numerical data, text, images, and
audio. From a technical standpoint, while LLMs
have primarily unified foundational models at the
text level, the processing and integration of infor-
mation from various modalities remains an active
area of research.

The features generated by RecGPT can serve as
valuable auxiliary information to enhance the per-
formance of recommendation systems in specific
areas, such as addressing user cold-start situations.
However, certain features, such as fundamental
user profile information, remain indispensable. As
related technologies continue to advance, founda-
tion models for recommendation systems hold con-
siderable potential for further development, aiming
to process all relevant features and leverage the
scaling laws and generalization capabilities inher-
ent in foundation models. This approach aspires to
provide a comprehensive solution within the rec-
ommendation system domain, with our RecGPT
representing an initial effort inspired by the success
of LLMs.
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