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Abstract

Open-world knowledge graph completion
(KGC) aims to infer novel facts by enrich-
ing existing graphs with external knowledge
sources while maintaining semantic consis-
tency under the open-world assumption (OWA).
Generation-based KGC methods leverage the
inherent strengths of large language models
(LLMs) in language understanding and creative
problem-solving, making them promising ap-
proaches. However, they face limitations: (1)
The unreliable external knowledge from LLMs
can lead to hallucinations and undermine KGC
reliability. (2) The lack of an automated and
rational evaluation strategy for new facts un-
der OWA results in the exclusion of some new
but correct entities. In the paper, we propose
MusKGC, a novel multi-source knowledge en-
hancement framework based on an LLM for
KGC under OWA. We induce relation tem-
plates with entity type constraints to link struc-
tured knowledge with natural language, improv-
ing the comprehension of the LLM. Next, we
combine intrinsic KG facts with reliable exter-
nal knowledge to guide the LLM in accurately
generating missing entities with supporting evi-
dence. Lastly, we introduce a new evaluation
strategy for factuality and consistency to vali-
date accurate inferences of new facts, including
unknown entities. Extensive experiments show
that our proposed framework achieves SOTA
performance across benchmarks, and our eval-
uation strategy effectively assesses new facts
under OWA.

1 Introduction

Knowledge Graphs (KGs) commonly store struc-
tured information about specific domains or real-
world, and are widely applied in areas of question-
answering (Sun et al., 2019a) or recommendation
systems (Huang et al., 2018). Knowledge graph
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Figure 1: The difference between CWA and OWA. Un-
der CWA, the fact (h,r,t)) € G is observed and correct.
The fact (h,r,t,) ¢ G is unobserved for KG, so false.
However, under OWA, introducing external knowledge
may result in (h,r,t,) ¢ G that is still correct, even
though it is not observed in the KG.

completion (KGC) aims to improve KG complete-
ness by automatically inferring missing facts. Tra-
ditional KGC methods(Bordes et al., 2013; Trouil-
lon et al., 2016; Vashishth et al., 2020) are typi-
cally based on the closed-world assumption (CWA),
which assumes that any knowledge unseen in KGs
is incorrect. Such methods prove inadequate for
real-world applications where knowledge evolves
dynamically, which arises from real-world KG ap-
plications’ inherent requirements to continuously
integrate emerging knowledge. This demand mo-
tivates KGC under the open-world assumption
(OWA) (Yang et al., 2022; Lv et al., 2022), which
allows the incorporation of external knowledge be-
yond the KG to infer emerging entities and facts.
With the enhanced capabilities of LLMs,
generation-based KGC methods (Xie et al., 2022;
Yao et al., 2023; Yang et al., 2025) have shown
great potential under OWA by leveraging their vast
parameterized knowledge as an external knowl-
edge source. Moreover, the strong language un-
derstanding and reasoning capabilities of LLMs
significantly aid in inferring new facts. These
methods are mainly divided into two categories:
(1) Directly generating missing entities based on
LLMs (Xie et al., 2022; Yao et al., 2023), which
formulates KGC as a text generation task to output
target entities. Unfortunately, entities generated
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by LLMs often require manual evaluation due to
the uncontrollable and diverse nature of the gener-
ation process. (2) To address the shortcomings of
the former, generative re-ranking methods based
on LLMs (Wei et al., 2023; Wang et al., 2024) are
proposed. They employ a lightweight KGE model
to obtain an initial ranking of candidate entities,
then leverage LLMs to rerank them. These ap-
proaches have gained substantial recognition, with
their effectiveness rigorously demonstrated across
multiple open-domain applications, including ques-
tion answering (Khalifa et al., 2023) and KGC (Lv
et al., 2022; Liu et al., 2024a; Wang et al., 2024).

Despite the significant progress achieved, the
aforementioned methods still face two limitations:
(L1) The unreliable external knowledge from
LLMs. The existing works (Lv et al., 2022; Yang
et al., 2025) excessively rely on the parametric
knowledge within LLMs as external knowledge,
but such reliance is problematic due to the opaque
nature of LLMs’ parametric knowledge, which
leads to poor interpretability and frequent halluci-
nation issues. (L.2) The lack of an automated and
rational evaluation strategy for new facts under
OWA. In existing studies, they consider a predicted
fact (h,r,t,) € G is correct, otherwise false. This
reflects a closed-world perspective based solely on
the KG. However, a new fact (h,r,t,) ¢ G is not
false, but rather unknown (Lv et al., 2022). As
shown in Figure 1, we clearly demonstrate the dif-
ference between CWA and OWA.

To address the first limitation, inspired by
Retrieval-Augmented Generation (RAG) (Huang
and Huang, 2024), we attempt to incorporate
non-parametric knowledge from reliable external
sources. This helps reduce reliance on the para-
metric knowledge of LLMs, thereby alleviating
hallucinations and enhancing interpretability. To
tackle the second limitation, we argue that eval-
uating new facts under OWA should follow two
principles: grounding in verifiable evidence for ac-
curacy, and maintaining consistency with existing
KG for coherence. Both principles jointly guide
the evaluation of new facts, ensuring correctness
and compatibility with the existing KG.

In the paper, we propose a flexible Multi-Source
knowledge enhancement framework based on an
LLM for KGC under OWA, named MusKGC. To
enhance the understanding and adaptability of the
LLM to structured knowledge, we first conduct au-
tomated relation template induction with type con-
straints. It effectively transforms structured triplets

into natural language sentences. Then, to miti-
gate hallucinations and unreliability in generation-
based KGC under OWA, we design a multi-source
knowledge enhancement module that jointly lever-
ages the intrinsic knowledge from the KG and non-
parametric information retrieved from a reliable
external source. They jointly guide the LLM to
generate more accurate and rational entities. Fi-
nally, we present a novel evaluation strategy to
assess the factuality and consistency of new facts,
enabling the discovery of correct but missing facts
beyond the CWA.
Our contributions are threefold:

* We propose a flexible multi-source knowl-
edge enhancement framework (MusKGC) for
KGC under OWA. It mitigates hallucinations
and enhances the reliability of generation-
based KGC methods by retrieving key exter-
nal knowledge from non-parametric sources.

* We develop a factuality and consistency eval-
uation strategy for generated facts, breaking
limitations of CWA and facilitating the dis-
covery of new facts beyond the KG.

* Extensive experiments and analysis are con-
ducted to demonstrate the effectiveness and
strengths of our MusKGC compared to SOTA
baselines.

2 Related Works

2.1 Structure-based KGC methods

Structure-based KGC methods are built on the
KG’s structural information. The first group is
translation-based models ( TransE (Bordes et al.,
2013) and its variants TransH (Wang et al., 2014),
TransR (Lin et al., 2015)). The second group
is tensor decomposition models, including Com-
plEx (Trouillon et al., 2016), RESCAL (Nickel
et al., 2011). The third group is the GCN-based
methods. For example, R-GCN (Schlichtkrull et al.,
2018) and CompGCN (Vashishth et al., 2020).
However, these methods overlook vast external
knowledge, limiting their ability to address unseen
knowledge and entities in open-world scenarios.

2.2 Text-based KGC methods

Recently, text-based KGC methods have gained
increasing attention with the advancement of lan-
guage models. Textual data serves as a complemen-
tary knowledge source, offering rich semantics to
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enhance knowledge representation and inference.
KG-BERT (Yao et al., 2019) is the first model that
uses PLMs to perform KGC simply by concatenat-
ing entity and relation labels as input. Subsequent
approaches (for example, MTL-KGC (Kim et al.,
2020), PKGC (Lv et al., 2022), SimKGC (Wang
et al., 2022a), CP-KGC (Yang et al., 2024), and
GS-KGC (Yang et al., 2025)) have been succes-
sively proposed using entity and relation descrip-
tions, along with PLMs, to accomplish the KGC
task more effectively. These approaches, relying
on encoder-only PLMs, often require task-specific
fine-tuning and struggle to generalize across di-
Verse scenarios.

2.3 Generation-based KGC methods

Generation-based methods treat KGC as a text
generation task. GenKGC (Xie et al., 2022) con-
verts KGC to a sequence-to-sequence generation
task. Besides, KGTS5 (Saxena et al., 2022) designs
a unified framework for KGC and question an-
swering but discards the pre-trained weights and
trains TS5 from scratch. KG-S2S (Chen et al.,
2022) unifies input formats across various types
of KGs, enabling it to tackle static, temporal, and
few-shot KGC tasks. Recently, KG-LLM (Yao
et al., 2023) utilizes descriptions of entities and
relations as prompts to generate missing entities.
KICGPT (Wei et al., 2023) employs an in-context
learning strategy to guide ChatGPT to rerank can-
didate entities through multi-turn interactions. Al-
though existing generation-based methods have
achieved promising performance, their heavy re-
liance on the opaque and parameterized knowledge
of LLMs leads to hallucinations and errors, hinder-
ing the reliability of KGC tasks under the OWA.

3 Preliminary

Knowledge Graph (KG). A KG can be denoted
as a set of triplets G = {(h,r,t) |h,t € E,r € R},
where £ and R denote the sets of entities and re-
lations, respectively. Here, h and ¢ are the head
and tail entities, and r is the relation between
them. In most KGs, the relation set R is relatively
fixed (Yang et al., 2022; Jiang et al., 2024). Addi-
tionally, the G often includes textual attributes such
as entity names, descriptions, and relation names.
In this work, we focus on static KGs that integrate
structural and textual information.

Knowledge Graph Completion (KGC). In the
paper, we focus on the link prediction task. Un-

der the closed-world assumption (CWA), given a
query g = (h,r,?), the goal is to predict the most
likely entity as the answer entity ¢,. If the fact
(h,r,ty) € G, itis considered a successful hit of
the correct answer; otherwise, it is a failure.

Under the open-world assumption (OWA), a
KG can be considered an observation or under-
standing of the world where there could be un-
known but correct facts (Yang et al., 2022). Thus,
the KGC under OWA aims to predict missing enti-
ties by incorporating external knowledge beyond
the KG, which in turn expands the scope of ob-
servable knowledge. For a query ¢ = (h,,?), the
above process is as follows:

tg ~ X( | Q7P7 ,Cinalcea:t); (1)

where  is an LLM. P is the KGC task description
under OWA. The K;, is the intrinsic knowledge
about ¢ from G, and K, is the external knowledge
beyond G. Under OWA, even if the fact (h, 7, t,) ¢
G, it can still be considered a correct fact.

4 Methodology
4.1 Model Architecture

We propose MusKGC, a novel multi-source knowl-
edge enhancement framework for KGC via LLMs
under OWA. As illustrated in Figure 2, MusKGC
consists of three key modules: (1) Relation-
Template Induction with Type Constraint mod-
ule automatically induces relation templates from
the KG, converting structured triplets into natural
language sentences to improve the understanding
and adaptability of LLMs to structured knowledge.
(2) Multi-source Knowledge Enhancement mod-
ule contains intrinsic KG facts and open knowledge
from external reliable data sources, reducing hallu-
cinations and enhancing the reliability of generated
entities. (3) Factuality and Consistency Evalua-
tion module assesses the generated unseen entities
under the OWA, ensuring candidate entities are
considered correct even if not in the KG, thereby
aligning with KGC tasks in open-world scenarios.

4.2 Relation-Template Induction with Type
Constraint

To effectively convert structured triplets into more
understandable natural language sentences by
LLMs, we design an automatic relation-template
induction method with type constraints. Existing
works (Lv et al., 2022; Wei et al., 2023) face two
main issues: (1) relying on manually constructed
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1. Relation-Template Induction with Type Constraint
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Figure 2: The architecture of our proposed MusKGC.

templates, which require costly expert effort; (2)
neglecting the entity type information linked by
relations, which leads to poor performance.

Therefore, to address these issues, we leverage
the Chain-of-Thought (CoT) reasoning ability (Wei
et al., 2022) of LLMs to automatically induce re-
lation templates with entity type constraints. This
process consists of the following steps:

» Step I: Analyze the semantics of structured
triplets and describe them in natural language.

* Step 2: Induce the relation template 7, incor-
porating entity type information to better align
with the triplet structure.

* Step 3: Update the 7, with new triplets to
enhance the adaptability of the generated rela-
tion template. We denote the updated relation
template as 7.

Based on the above steps, we construct a set of
relation templates 7, = {(7r,, Try-o, Tr) | 70 €
R}. Given a typical example (as shown in Fig-
ure 2), we get the 7, is the music of Artist [H]
originated from the location [T] when the r; is
/music/artist/origin, where [H] and [T] mean the
head and tail entities respectively. In our relation-
template, we limit the head entity type linked to
relation 7; to Artist and the tail entity type is Loca-
tion. Detailed prompts are placed in Appendix A.

4.3 Multi-source Knowledge Enhancement

To expand the knowledge scope, we design a multi-
source knowledge enhancement module that first

selects relevant intrinsic neighboring knowledge
from the KG and then retrieves key knowledge
from external sources to assist in KGC under OWA.

4.3.1 Intrinsic Knowledge Selection

To select the most relevant triplets from the KG for
the query ¢, we design a semantic similarity-driven
intrinsic knowledge selection method. The motiva-
tion is that (1) directly remaining all neighboring
triplets often introduces irrelevant or redundant in-
formation, and (2) in large-scale KGs, incorporat-
ing extensive neighboring triplets greatly increases
prompt length, leading to diminished model perfor-
mance and elevated computational costs.

To alleviate these obstacles, we first aggregate all
neighboring triplets of the query ¢ = (hg, 74, ?) as
Ny = {(h,7,t) | h = hg or t = hy}. Each triplet
is then converted into a natural language sentence
using the induced relation templates, forming a
corresponding sentence set ./\/'qs = {51,852, .., Sn }»
where |NV;| = |N,,|. Next, we leverage the pre-
trained Sentence-Bert' (Reimers and Gurevych,
2019) to encode query ¢ and each neighboring sen-
tence s; into a common representation space, ob-
taining embedding vectors q and s;, respectively.
By computing the semantic similarity between q
and each s;, we rank the neighboring facts and se-
lect the top-k as effective intrinsic knowledge from
the KG. This ensures that the selected knowledge
is semantically closely aligned with the query gq.

"https://huggingface.co/sentence-transformers/bert-base-
nli-mean-tokens
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The above process can be formulated as follows:

q, s; = Sentence-Bert(q, s;), 2)
q-s;
Kin = {5‘17"'78‘/6} = TOp-kZ { ATPRTITEAT }a (3)
o ' lalllls:ll

where H‘:ﬁﬁ is the semantic similarity score be-
tween the q and the s; via the cosine similarity
function. We view the C;;, as the top-k relevant
intrinsic knowledge from the KG.

4.3.2 External Open Knowledge Retrieval

To mitigate the challenges of hallucinations and
knowledge opacity inherent in generation-based
LLMs for KGC under the OWA , inspired by
RAG (Huang and Huang, 2024), we design an ex-
ternal knowledge retrieval module.

Specifically, given the initial query ¢ = (h,r,?),
we utilize the relation template to convert it into
a natural language question s,. We then construct
aretrieval query ¢"¢ by concatenating s, with the
description of the head entity h, enabling accurate
and comprehensive external knowledge retrieval.
To retrieve relevant paragraphs from the external
Wikipedia database, we employ the off-the-shelf
Contriever-MS MARCO (Asai et al., 2024), de-
noted as the retriever R, etricver. Subsequently, we
get an initial set of retrieved open knowledge, de-
noted as K\ ,. These processes can be formalized
as Iclext = Rretriever(qre? WZkZ)

Next, inspired by (Huang and Huang, 2024),
we introduce a reranker R,q,; to perform deep
reranking, ensuring the high relevance of external
knowledge to the query. Specifically, we lever-
age the latest BGE M3 model (Chen et al., 2024a)
to calculate relevance scores and select the top-n
paragraphs. This process is formalized as ey =
Top-n {Rrank (KL, @)} This ensures that the re-
trieved external knowledge is relevant and valuable
for the query ¢q. Notably, our framework is not
limited to the Wikipedia corpus and flexibly sup-
ports offline and online external sources, making it
adaptable to domain-specific KGs.

4.3.3 Target Entity Generation

We aim to generate the answer entity ¢, using an
LLM-based generator by designing multi-source
knowledge-enhanced prompts. Additionally, fol-
lowing the existing work (Wei et al., 2023; Wang
et al., 2024), we conduct a generative re-ranking
approach and ask the LLM to re-rank the top-m
candidate entities, denoted as A:

A= LLM(P>Q7ICim]Cext70)> (4)

where P is the KGC task description under OWA.
C' denotes initial candidates from the initial KGE
Model M.. We place the details in Appendix D.

4.4 FC Evaluation for New Entity under OWA

The main difference between KGC evaluation un-
der the CWA and OWA is that a predicted entity ¢,
can be correct even if it is not in the test set labels.
Therefore, we design the FC evaluation strategy
tailored to the OWA setting. For a generated fact
Tnew = (h,7,ts) of to, we evaluate it from two
aspects: (1) Factuality: assesses whether the facts
described by T are correct; (2) Consistency:
examines whether the facts described by 7., are
consistent and compatible with the existing KG.

4.4.1 Factuality Evaluation

To ensure the factual correctness of the new fact
Tnew, We evaluate it from the perspective of evi-
dence support. Inspired by the previous work (Hu
et al., 2024), we utilize an LM-based factuality
checker to evaluate the correctness of new facts.

Specifically, based on the retrieved external
knowledge, we define the factuality evaluation as
the probability that the 7., is entailed by the re-
trieved knowledge. Thus, we construct knowledge-
triplet pairs (k;, Thew), Where k; € Keypr. We ap-
ply an LM-based factuality checker 2, denoted as
Checker(-), to calculate the likelihood of entail-
ment for each knowledge-triplet pair. Finally, we
use the average likelihood of entailment across all
evidence-triplet pairs as the factuality score. It can
be formalized as follows:

scorefact(Tnew) = %Ekiemthh%k@T(knTnew% &)

where n denotes the number of external knowl-
edge items retrieved by the External Open Knowl-
edge Retrieval module (Section 4.3.2).

4.4.2 Consistency Evaluation

To verify the compatibility and consistency be-
tween the newly generated entity and existing KG
data, we design a consistency evaluation.

In detail, we employ the pre-trained text-based
KGE model M, to calculate the score of all newly
generated triplets. We view these scores as the de-
gree of consistency between the new facts T =
(h,r,t,) and KG intrinsic knowledge. This process
can be formalized as follows:

SCOT €cons (ﬁzew) = Me(,ﬁlew)- (6)

Zhttps://github.com/amazon-science/RefChecker
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The larger the scorecons(Tnew ), the higher the con-
sistency with the existing KG.

5 Experiments

To comprehensively validate the performance of
our MusKGC, we design a two-stage experiment:
(1) KGC under the CWA: We selected SOTA base-
lines for comparison to verify the performance of
MusKGC on known entities. (2) KGC under the
OWA: Since MusKGC leverages generation-based
LLMs and incorporates external knowledge to as-
sist KGC, it may generate new facts. To address
this, we further design an additional experiment to
demonstrate the effectiveness of our proposed FC
evaluation method in automatically assessing new
facts, thereby bridging the gap between KGC in
closed-world and open-world scenarios.

5.1 Datasets and Compared Methods

Datasets. We evaluate two benchmark datasets:
FB15K-237 (Toutanova et al.,, 2015) and
WNI18RR (Dettmers et al., 2018). We place
comprehensive dataset statistics in Appendix B.

Compared Methods. We compare our proposed
MusKGC with a number of structure-based, text-
based, and generation-based baselines. Among
them, KG-FIT (Jiang et al., 2024) is the latest
method to introduce open-world knowledge from
LLMs. PKGC(Lv et al., 2022) utilizes the parame-
terized knowledge as open-world knowledge and
uses manual evaluation to verify the correctness of
new facts under OWA. The descriptions of base-
lines are presented in Appendix C.

5.2 Experimental Setup

Implementation Details. Our MusKGC can sup-
port various retrievers and LLMs without fine-
tuning. For the initial KGE model M., we use
SimKGC with the same hyperparameter settings
as in (Wang et al., 2022a), though M, can be re-
placed by any suitable KGC model. For the intrin-
sic knowledge selection, we set k = 8. For external
open knowledge retrieval, we use the off-the-shelf
Contriever-MS MARCO (Asai et al., 2024) as the
retriever and BGE M3 (Chen et al., 2024a) as the
reranker. Then we set n = 2 to remain the top-2
relevant paragraphs. In target entity generation, we
generate m = 20 candidate entities. For the Chat-
GPT API, we adopt GPT-40-mini because of its
flexibility and shorter API call time. We set tem-
perature, presence_penalty, and frequency_penalty
to 0, and top_p to 1 to avoid randomness.

Metrics. Given a positive test triple (h,r,t) , we
convert it into a query (h,r,?) or (?,r,t). Our eval-
uation includes two parts: (1) We use two widely
used metrics (MRR and Hits@k(k = 1,3, 10)) to
assess the prediction performance on known test
set entities. (2) Under the OWA, since the correct-
ness of new facts is unknown, we construct a gold
standard via human annotations. Based on this,
we compute F1 and Recall scores by comparing
the MusKGC-FC evaluation with the human an-
notations. Details on the annotation criteria and
evaluation process are provided in Appendix F.

5.3 Main Experimental Results

We show the performance comparison in Table 1,
where our MusKGC outperforms existing meth-
ods in most cases, particularly on Hits@ 1. Specif-
ically, (1) structure-based methods generally ex-
hibit lower performance, indicating that structural
information alone is insufficient. While KG-FIT
integrates open-world knowledge via LLMs, the re-
liability and interpretability of implicit Parametric
knowledge within LLMs remain concerns. (2) Text-
based methods rely solely on semantic descriptions
of entities and relations and require fine-tuning on
specific datasets, which is not only time-consuming
but also yields suboptimal results; (3) Generation-
based methods benefit from LLMs language under-
standing capability but suffer from hallucinations
when relying solely on LLMs. In contrast, our
MusKGC alleviates this issue by incorporating re-
liable external knowledge.

5.4 Ablation Study

To verify the effectiveness of each module, we
conduct an ablation study in Table 2. We can ob-
serve: (1) Removing the relation template can lead
to performance degradation. This suggests that
relation templates provide a "language bridge", en-
abling LL.Ms to more effectively understand and
process structured knowledge; (2) Removing the
intrinsic knowledge selection also reduces perfor-
mance. We conclude that the module can minimize
irrelevant facts and reduce the input of noisy data,
thereby ensuring the correctness of the results. (3)
Removing the external knowledge retrieval mod-
ule also showed varying degrees of decline. On
the one hand, this confirms that external knowl-
edge enhances the understanding of KG seman-
tics. On the other hand, it shows that external non-
parametric knowledge helps mitigate the hallucina-
tion in LLMs to improve performance.
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Model FB15K-237 WNI18RR

MRR?T Hits@11 Hits@31 Hits@107 | MRRT Hits@11 Hits@37 Hits@107
Structure-based methods
RESCAL (Nickel et al., 2011) * 0.356 0.266 0.390 0.535 0.467 0.439 0.478 0.516
TransE (Bordes et al., 2013) T 0.279 0.198 0.376 0.441 0.243 0.043 0.441 0.532
DistMult (Yang et al., 2015) T 0.241 0.155 0.263 0.419 0.430 0.390 0.440 0.490
ComplEx (Trouillon et al., 2016) f 0.247 0.158 0.275 0.428 0.440 0.410 0.460 0.510
RotatE (Sun et al., 2019b) 0.338 0.241 0.375 0.533 0.476 0.428 0.492 0.571
TuckER (Balazevic et al., 2019) 0.358 0.266 0.394 0.544 0.470 0.443 0.482 0.526
HAKE (Zhang et al., 2020a) 0.346 0.250 0.381 0.542 0.497 0.452 0.516 0.582
CompGCN (Vashishth et al., 2020) 0.355 0.264 0.390 0.535 0.479 0.443 0.494 0.546
pro_CBR (Das et al., 2020) - - - - 0.480 0.430 0.490 0.550
HittER (Chen et al., 2021) 0.344 0.246 0.380 0.535 0.496 0.449 0.514 0.586
KG-FIT (Jiang et al., 2024) 0.362 0.275 - 0.572 0.553 0.488 - 0.695
Text-based methods
Pretrain-KGE (Zhang et al., 2020b) 0.332 - - 0.529 0.235 - - 0.557
KG-BERT (Yao et al., 2019) | - - - 0.420 0.216 0.041 0.302 0.524
StAR (Wang et al., 2021) t 0.263 0.171 0.287 0.452 0.364 0.222 0.436 0.647
SimKGC (Choi et al., 2021) 0.338 0.252 0.364 0.511 0.671 0.595 0.719 0.802
PKGC(Lv et al., 2022) 0.381 0.192 0.308 0.476 0.422 0.351 0.484 0.537
MPIKGC (Xu et al., 2024) 0.327 0.241 0.354 0.497 0.656 0.571 0.712 0.803
Generation-based methods
GenKGC (Xie et al., 2022)% - 0.192 0.355 0.439 - 0.287 0.403 0.535
KGT5 (Saxena et al., 2022)% 0.276 0.210 - 0.414 0.508 0.487 - 0.544
KG-S2S (Chen et al., 2022)® 0.336 0.257 0.373 0.498 0.574 0.531 0.595 0.661
ChatGPT . cr0—shot (Zhu et al., 2024) - 0.237 - - - 0.190 - -
ChatGPT,pe—shot (Zhu et al., 2024) - 0.267 - - - 0.212 - -
KICGPT (Wei et al., 2023) 0.412 0.327 0.448 0.554 0.549 0.474 0.585 0.641
GS-KGC (Yang et al., 2025) - 0.280 0.426 - - 0.346 0.516 -
MusKGC 0.443 0.393 0.462 0.577 0.673 0.620 0.721 0.816
A% 1.5 120.2 13.1 10.9 10.3 14.2 172.8 11.6

Table 1: Comparison between our MusKGC and baseline methods. We reproduce the results of PKGC using their
source code in two datasets. T: results are from (Wang et al., 2021). t: results are from (Chen et al., 2021). §: results
are from (Liu et al., 2024b). Other results are taken from their original papers. A% is the percentage difference

between the best and suboptimal result.

Models FB15K-237 WN18RR
MRRT Hits@11 Hits@31 Hits@10T MRR?T Hits@11 Hits@31 Hits@107
MusKGC 0.443  0.393 0.462 0.577 0.673  0.620 0.721 0.816
w/o Relation Template 0425 0.378 0.441 0.531 0.652  0.602 0.666 0.770
w/o Intrinsic Knowledge Selection 0.435  0.385 0.456 0.544 0.664  0.615 0.682 0.776
w/o External Open Knowledge 0.431 0.385 0.447 0.536 0.667  0.617 0.687 0.782

Table 2: Results of ablation study.

5.5 Further Analysis on Long-Tail Entities

To further validate the link prediction performance
of the model in open-world scenarios, we treat
long-tailed scenarios as approximations of the open
world and conduct fine-grained analysis. Specif-
ically, we follow existing research (Wang et al.,
2022b) to group entities based on their degree in the
KG, with lower-degree entities being more likely
to be long-tail entities. In our paper, we focus on
long-tailed entities, defined as those with a degree
of less than 10, as shown in Figure 3.

By comparing the performance differences of
triplet-based (TransE), text-based (SimKGC), and
our MusKGC in predicting long-tailed entities, we
have the following insights: (1) Our MusKGC per-
forms much better in predicting long-tailed entities.
By incorporating external knowledge, we enrich
the semantic information of these entities, which
are underrepresented in the training data. This
leads to a significant improvement in prediction
performance, especially for the hits@ 1 metric (as
in Figure 3(a)). (2) For degree-0 entities, they com-
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Figure 3: Results for the long-tail entities on FB15K-
237 datasets.

pletely absent from the training set, the advantage
of our MusKGC is even more pronounced. Un-
like baseline models such as the TransE model,
which rely solely on relations learned from the
training data, our framework demonstrates that ex-
ternal knowledge is crucial to predict these new
entities that are not present in the training datasets.

5.6 FC Evaluation Analysis under OWA

To verify the effectiveness of our FC evaluation
strategy, we manually construct annotated labels
as the gold standard. We then choose GPT-40 as
a comparative evaluation strategy, relying solely
on the LLM’s intrinsic knowledge to assess the
correctness of new facts (which is also used in GS-
KGC (Yang et al., 2025) for evaluating new facts
under OWA). Please refer to the Appendix E for
specific implementation details.

Metric analysis on different evaluation strate-
gies. From Table 3, we can find that our MusKGC-
FC evaluation strategy achieves a higher recall and
slightly better F1 score. This indicates that, com-
pared to GPT-40’s direct evaluation, our MusKGC-
FC evaluation strategy more closely aligns with

Models Recall F1 score
GPT-40 evaluation 0.654 0.768
MusKGC-FC evaluation 0.724 0.783

Table 3: Results of GPT-40 direct evaluation and our
MusKGC-FC evaluation strategy (human annotated la-
bels as the gold standard).

Human MusKGC-FC GPT-40

286(21.3%)

17(1.3%) 29(2.2%)

398(29.6%)

298 286
(22.2%) (21.3%)

29(2.2%)

Figure 4: The Venn diagram of different evaluations.

human evaluation results. This improvement fur-
ther highlights the effectiveness and reliability of
our MusKGC-FC evaluation, while also avoiding
the cost issues associated with using GPT-4o0.

The Venn diagram analysis of different evalu-
ation strategies. We calculate the prediction over-
lap among Human, MusKGC-FC, and GPT-4o eval-
uations. As shown in Figure 4. We can observe
the following insights: (1) MusKGC-FC evalua-
tion demonstrates strong alignment with human
evaluation standards. Under OWA, the discrepancy
between MusKGC-FC and GPT-40 evaluations is
minimal, showcasing its reliability in emulating hu-
man judgment. (2) MusKGC-FC exhibits a degree
of "innovative capability." Specifically, it identi-
fies 29 unique correct entities (2.2%) that are not
captured by the other methods. This highlights its
potential to discover diverse and correct knowledge,
contributing to the expansion of KG.

5.7 Case Study

We present representative cases in Table 4 to
demonstrate the advantages of our MusKGC in
evaluating new facts. In case 1, for the query=
( 7, /film/film/executive_produced_by, Laurence
Mark ), MusKGC predicts "Dreamgirls" (differ-
ent from the label), which is annotated as "Cor-
rect" by humans. However, LLM-based evalua-
tion incorrectly labels it as "Wrong" due to hal-
lucinations. In contrast, our FC evaluation strat-
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Case 1

Case 2

Facts

Query: (?, /film/film/executive_produced_by, Laurence Mark)
Label: Working Girl

Query: (1980 Summer Olympics, /time/event/locations, ?)
Label: Moscow

Top-1 Candidate Dreamgirls Moscow
Human Annotation Correct Correct
GPT Response To evaluate the correctness of the sentence, let’s break it down:... To evaluate the correctness of the sentence, let’s break it down: 1.

1. Role of Laurence Mark: Laurence Mark is a well-known
producer who has worked on several notable films, including
Dreamgirls....However, Laurence Mark is credited not specifi-
cally as an executive producer, for Dreamgirls....Based on this
analysis, ... The sentence was judged as Wrong.

Event and Year: ...The 1980 Summer Olympics did indeed occur in
that year. 2.Location: the Olympics took place in Moscow....Based
on these points, the sentence contains a grammatical error with
the use of the before Moscow and an unnecessary period in the
end...The sentence was judged as Wrong.

GPT Output

Wrong

‘Wrong

Retrieval knowledge

[Laurence Mark is a Golden Globe-winning executive producer
of such films as ..., Dreamgirls (2006), I, Robot (2004) ...;

[The 1980 Summer Olympics, ..., were held in Moscow, ...;
The 1980 Summer Olympics, ..., were an international multi-

Jerry Maguire is a 1996 American romantic ...]

sport event held in Moscow, Soviet Union from 19 July to 3
August...]

MusKGC Output Correct

Correct

Table 4: Case Study. Two cases are demonstrated to explain the advantages of MusKGC.

egy successfully verifies the rationality of can-
didates from the factuality and consistency per-
spectives. In case 2, for query=(/980 Summer
Olympics, /time/event/locations, 7), MusKGC pre-
dicts "Moscow" (same as label), and the human
annotation is "Correct”. When we directly use GPT-
40 for evaluation, the fact is incorrectly judged as
"Wrong". However, through MusKGC-FC evalua-
tion, the fact is correctly judged as "correct". This
demonstrates that our proposed MusKGC-FC eval-
uation method ensures that new facts are grounded
in evidence and consistent with existing KG. Addi-
tional cases are provided in Appendix J.

6 Conclusion

In the paper, we propose a novel and flexible
Multi-source knowledge enhancement framework
for KGC under the open-world assumption with
LLM, named MusKGC. Our method enhances
LLMs’ understanding of structured knowledge and
enables accurate, evidence-based missing entities
generation via an automatic relation template in-
duction module and a multi-source knowledge en-
hancement module. To address the challenge of
assessing unseen entities under the OWA, we in-
troduce a novel evaluation strategy that assesses
the factuality and consistency of generated facts,
ensuring uniform evaluation regardless of whether
entities appear in the original dataset. This effec-
tively expands the KG and aligns with OWA re-
quirements. Extensive experiments show that our
model achieves SOTA performance across bench-
marks, and the proposed evaluation strategy effec-
tively assesses new facts under OWA. Further ex-
periments on domain-specific datasets demonstrate
the flexibility and generalizability of MusKGC.
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Limitations

We identify that there may be some possible limita-
tions in this study. First, to ensure a fair comparison
with existing methods, we adopted a generation-
based re-ranking approach for KGC under OWA.
This method relies on the number of candidate en-
tities selected in the re-ranking stage to some ex-
tent. Second, our work focuses on a single modality
(text-based KGC) while neglecting other modalities
(e.g., images, audio). These additional modalities,
often studied in the context of multi-modal KGs,
represent an important research direction. To this
end, we further explore multi-modal integration
strategies to enhance MusKGC'’s capabilities.
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Step1: Analyse
‘;- Here are some case triplets, please analyze the meaning of these
triplets and describe their relationship in natural language.

Triplets: { (Blues-rock , /music/genre/artists, John Lennon) , ... }

The music genre of John Lennon is Blues-rock. @

Step 2: Induction
= Based on the above case description and analysis results, induce the
s template for the relation { /music/genre/artists } in the triplet, and
p 2 p

incorporate entity types into the for better alig

with the triplet structure. You can use [H| and [T] to represent the

head and tail entity in the triplet.
The music genre of artist [T] is [H]. @
Step 3: Update
I now have some new triplets about { /music/genre/artists }. Please use
l! the relation template summarized in the previous step to determine if the
template is suitable. If the template cannot cover the newly added case,
please update the template and explain the reason.

New triplet: {(Classical music, /music/genre/artists, Claude Debussy ) , ... }

I think the template is suitable and does not need to be
updated. @

Figure 5: Overview of Relation-Template Induction
with Type Constraint. It conducts analysis, induction,
and update step by step to obtain relation templates
automatically.

A Prompts for Relation-Template
induction with Type Constraint

The detailed conduct process and prompts are
shown in Figure 5. For example, for the relation
/music/genre/artists, we get the relation template
The music genre of artist [T] is [H].

B Datasets Details

We choose two benchmark datasets for evalua-
tion: FB15K-237 (Toutanova et al., 2015) and
WNI18RR (Dettmers et al., 2018). Statistics of the
datasets are summarized in Table 5 (Bordes et al.,
2013) proposed the WN18 and FB15K datasets.
Due to the test set leakage problem, (Toutanova
et al., 2015; Dettmers et al., 2018) improved these
datasets by removing reverse relations, releas-
ing FB15k-237 and WN18RR, respectively. The
WN18RR dataset comprises ~ 41k synsets and
11 relations derived from WordNet(Miller, 1995),
focusing on the relationships between words. The
FB15K-237 dataset consists of ~ 15k entities and
237 relations from Freebase (Bollacker et al., 2008),
covering topics such as movies, sports, awards, and
traveling. The statistics of the two datasets are
shown in Table 5.

Table 5: Statistics of datasets we use.

dataset #entity #relation #train #valid  #test

FB15K-237 14,541
WNISRR 40,943

237 272,115 17,535 20,466
11 86,835 3,034 3,134

C Baselines description

We compared our MusKGC with three categories
of SOTA methods:

(1) Structure-based KGC methods.. We
select eleven classical structural based mod-
els, including RESCAL (Nickel et al., 2011),
TransE (Bordes et al., 2013), DistMult (Yang
et al., 2015), ComplEx (Trouillon et al., 2016),
RotatE (Sun et al., 2019b), TuckER (Balaze-
vic et al., 2019), HAKE (Zhang et al., 2020a),
CompGCN (Vashishth et al., 2020), pro_CBR (Das
et al., 2020), HittER (Chen et al., 2021), and
KG-FIT (Jiang et al., 2024). Among them,
pro_CBR (Das et al., 2020) models uncertainty
by integrating probabilistic graphical models with
case-based reasoning for open-world KGC. KG-
FIT (Jiang et al., 2024) introduces a fine-tuning
framework for KGs that dynamically adapts to
open-world knowledge by integrating external in-
formation sources.

(2) Text-based KGC methods. We se-
lect six text-based models as the competitors,
namely KG-BERT (Yao et al., 2019), Pretrain-
KGE (Zhang et al., 2020b), StAR (Wang et al.,
2021), SimKGC (Wang et al., 2022a), PKGC (Lv
et al., 2022), and MPIKGC (Xu et al., 2024). KG-
BERT (Yao et al., 2019) introduces entity and
relation descriptions and utilizes Bert for KGC
for the first time. Pretrain-KGE (Zhang et al.,
2020b) uses the external parameter knowledge
of the PLM to enrich the knowledge representa-
tion. StAR(Wang et al., 2021) achieves structure-
enhanced KGC by combining text and structure
knowledge. SimKGC(Wang et al., 2022a) intro-
duces contrastive learning into text-based methods
for the first time, using three negative sampling
strategies. MPIKGC (Xu et al., 2024) represents a
cutting-edge text-based approach. It compensates
for the deficiency of contextualized knowledge and
improves KGC by querying LLMs from various
perspectives. PKGC(Lv et al., 2022) utilizes the pa-
rameterized knowledge as open-world knowledge
and uses manual evaluation to verify the correct-
ness of new facts under OWA.
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(3) Generation-based methods. We se-
lect the following six generation-based KGC
models, where GenKGC(Xie et al., 2022),
KGT5(Saxena et al., 2022), and KG-S2S(Chen
et al., 2022) are built on either BART or T5
model. Then, we choose three latest models based
on ChatGPT models, including ChatGPT,,c—spot»
ChatGPT feyy—shot. and KICGPT(Wei et al., 2023).
KICGPT is the most similar work to our proposed
method, but it only considers the parametric knowl-
edge within LLM and lacks consideration for exter-
nal non-parametric knowledge.

D Target Entity Generation

This sub-module aims to generate the answer en-
tity using an LL.M-based generator by designing
a multi-source knowledge-enhanced prompt. A
prompt of candidate entity re-ranking based on
multi-source knowledge enhancement is shown in
Figure 6. For the neighbor triplets from X;;, and ¢,
we apply the relation template 7, to convert them
into natural language sentences, which are then fed
into the LLM prompt. Additionally, Figure 7 illus-
trates an example of candidate entities re-ranking
from the FB15K-237 dataset.

E FC Evaluation Details and Principles

Sample Principles. Specifically, we randomly se-
lect 1,000 queries from the test dataset for our FC
evaluation experiment. To ensure fairness, our sam-
pling criteria are as follows: (1) an equal number
of queries are chosen for both the head entity pre-
dictions and the tail entity predictions; (2) a propor-
tionate selection based on entity degree, ensuring
that a diverse range of entity degrees, including
long-tail and non-long-tail entities, are represented.

Factuality and Consistency Score. For each
query (h,r,?), we concatenate the top-1 answer
entity output by the LLM, denoted as ¢, with the
query to form a new fact (h,r,t,). Please note
that for (h, r,t,), we first calculate the consistency
score. We leverage the pre-trained text-based KGC
model (SimKGC in our work) to calculate the con-
sistency score of the newly generated facts. Entities
with scores above the top-20 threshold are consid-
ered relevant to the existing KG. The knowledge
expressed by these entities is deemed consistent
with the existing KG knowledge. Subsequently,

Model Hits@1 Hits@5 Hits@10

TransE (Bordes et al., 2013) - 40.83 53.62

ComplEx (Trouillon et al., 2016) - 34.54  49.30

TuckER (Balazevic et al., 2019) - 3022  45.33

KGE-based  p (a(E (Sun et al., 2019b) - 4015 5382
RC-Net (Xu et al., 2014) - 926 12.00
Text&KGE-based 1\ b 1ine (Fu et al., 2019a) - 231 3365
MINERVA (Das et al., 2018) - 5763 6383

RL-based  cpr "By e al., 2019b) o 5810 65.16
PKGC (Lv et al., 2022) - 5505 5943

PLM-based . pcal (Jiang ot al., 2023) - 6068 62.88
Our MusKGC 549 8605 93.10

Table 6: Performance Results on UMLS dataset. The
highest score is highlighted in bold.

leveraging the external knowledge obtained dur-
ing the retrieval phase, we compute the factuality
score. Specifically, we employed the roberta-large-
snli_mnli_fever_anli_RI_R2_R3-nli model to per-
form factuality verification. This model effectively
evaluates the logical relationship between two text
segments, displaying confidence scores for three
possible labels, including neutral and contradiction.
In our work, we consider a new fact to be correct if
and only if the entailment score is the highest.

F Manual Annotation

In order to establish a referenceable evaluation stan-
dard, we manually annotated 1000 queries as the
gold standard for evaluation under OWA. Specif-
ically, we selected 5 volunteers between the ages
of 20 and 30 with a background in KG. Among
them, there are 3 males and 2 females. There are
three PhD students, and two are master’s students.
We have created evaluation questionnaires, each
consisting of 200 pairs of "text triplet lists" (input
text from the model and corresponding output ¢,).
Volunteers evaluate the correctness of triplets.
Then we used human evaluation results as the
fundamental facts for recall and F1 score.

G Domain-specific Experiments

We use the UMLS-PubMed dataset provided by (Fu
et al., 2019b), where UMLS serves as a biomedical
knowledge graph and PubMed as the accompany-
ing textual corpus. This dataset focuses on the
medical domain, encompassing a wide range of
biomedical concepts and relations. We conduct our
evaluation on the UMLS-PubMed dataset, follow-
ing the CPL(Fu et al., 2019b) and TagReal(Jiang
et al., 2023), which are two early benchmarks for
open-world KGC, as shown in Table 6. Experi-
mental results show that our MusKGC has good
adaptability to domain knowledge.
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Prompt of Candidate Entities Re-ranking based on Multi-source Knowledge Enhancement

Instruction: You are a good assistant to perform the entity re-rank task. Given a goal question and a list of
candidate answers, your task is to evaluate the likelihood of correctness for each answer and re-rank the list
so that the most likely correct answer appears at the top. Please consider the context of the question and the

plausibility of each answer while making your decisions.

Knowledge from the KG:
{KCirn from Intrinsic Knowledge Selection.}

Background knowledge from WIKI:
{Keazt from External Open Knowledge Retrieval. }

the goal questionis: { q }

the candidate answer list is:

answersy| >

Output results:

{ [candidate, ... (20 options for candidate entities ) ... , candidatezo] }

Please re-rank the candidate answers based on the knowledge mentioned above and your own knowledge. The
output format is strictly in accordance with < The list of sorted candidate answers is [answer; | answers | ... |

Figure 6: Prompt of Candidate Entities Re-ranking.

H Computational Overhead

We conduct our experiments on an NVIDIA A800
80G GPU. To analyze the computational overhead
of our MusKGC, we record the time consumption
of each module for a single query, as presented in
Table 8.

Taking WN18RR as an example, our MusKGC
completes processing of the entire dataset in ap-
proximately 4h, which is comparable to the strong
baseline KICGPT (Wei et al., 2023), requiring
around 4.5h. This indicates only a marginal differ-
ence in computational time. Although MusKGC
introduces additional components, including an
external knowledge retrieval module and an FC
evaluation mechanism, these do not significantly
increase the overall computational load.

While the retrieval module requires some time
for initial loading, subsequent queries are pro-
cessed efficiently. The FC evaluation, which is
essential for accurately validating newly inferred
entities under open-world settings, also maintains
a manageable computational overhead. Moreover,
the modular design of MusKGC supports parallel
processing on large-scale datasets, further improv-
ing efficiency. Therefore, the computational over-
head introduced by our framework remains within
practical limits and does not hinder its applicability
in real-world scenarios.

datasets Hits@ 10 Hits@ 15 Hits @20 Hits @25 Hits@30
WNI18RR 80.22 82.66 84.21 85.55 86.86
FB15K-237 51.14 5633 60.00 62.83 65.05

Table 7: Recall at rank m (Hits@m) when using
simKGC for initial candidate ranking.

I Analysis of Candidate Entity Set Size in
the KGE Model

Generative re-ranking methods have been widely
adopted across various domains (Khalifa et al.,
2023; Lv et al., 2022; Liu et al., 2024a; Wang
et al., 2024). These approaches typically employ a
lightweight KGE model to produce an initial rank-
ing of candidate entities, which are subsequently
re-ranked by LLMs.

In Table 7, we report the probability that the cor-
rect answer appears within the top-m candidates
generated by the KGE model for different values
of m, using Hits@k(k = 10, 15, 20, 25, 30) as the
evaluation metric. While increasing the candidate
set size leads to higher Hits @k scores, the observed
gains in recall diminish as m grows larger. More
importantly, a larger candidate set substantially
increases computational cost and LLLM inference
time. Therefore, following prior work (Chen et al.,
2024b), we select the top-20 (m = 20) candidate
entities for subsequent prediction.
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Example of Candidate Entities Re-ranking based on Multi-source Knowledge Enhancement

Instruction: You are a good assistant to perform the entity re-rank task. Given a goal question and a list of
candidate answers, your task is to evaluate the likelihood of correctness for each answer and re-rank the list
so that the most likely correct answer appears at the top. Please consider the context of the question and the
plausibility of each answer while making your decisions.

Knowledge from the KG:

{ [’Fran Walsh was nominated for Writers Guild of America Award for Best Adapted Screenplay.’,

’Fran Walsh has the profession of Musician-GB.’,

’Fran Walsh was nominated for Academy Award for Best Picture.’,

’Fran Walsh is nominated alongside Annie Lennox for an award.’,

’Fran Walsh is nominated alongside Peter Jackson for an award.’,

’Fran Walsh was nominated for Academy Award for Best Original Screenplay.’,

’Fran Walsh was nominated for Writers Guild of America Award for Best Original Screenplay.’,

’Fran Walsh was nominated for Grammy Award for Best Song Written for a Motion Picture, Television or Other
Visual Media.’] }

Background knowledge from WIKI:

{ ['Dame Frances Rosemary Walsh (born 10 January 1959) is a New Zealand screenwriter, film producer, and
lyricist. The partner of filmmaker Peter Jackson, Walsh has contributed to all of his films since 1989: as co-writer
since Meet the Feebles, and as producer since The Lord of the Rings Trilogy. She has won three Academy Awards
for the final film of the trilogy, The Lord of the Rings: The Return of the King.’,

’Sir Peter Robert Jackson (born 31 October 1961) is a New Zealand film director, screenwriter, and film producer.
He is best known as the director, writer, and producer of the Lord of the Rings trilogy (2001201303) and the Hobbit
trilogy (2012201314), both of which are adapted from the novels of the same name by J. R. R. Tolkien. Other
notable films include the critically lauded drama Heavenly Creatures (1994), the horror comedy The Frighteners
(1996), the epic monster remake film King Kong (2005), and the World War I documentary film They Shall Not
Grow Old (2018). He is the third-highest-grossing film director of all-time, his films having made over $6.5 billion
worldwide. Jackson began his career with the $platstickhorror comedy Bad Taste (1987) and the black comedy Meet
the Feebles (1989) before filming the zombie comedy Braindead (1992). He shared a nomination ’] }

the goal question is: { Where is the nationality of Fran Walsh? }

the candidate answer list is:

{ ["Australia", "New Zealand", "South Africa", "United Kingdom", "India", "Canada", "Jamaica", "United States of
America", "England", "Malaysia", "Saint Vincent and the Grenadines", "Republic of Ireland", "Tuvalu", "Bermuda",
"Zimbabwe", "Cook Islands", "Papua New Guinea", "Cayman Islands", "Union of South Africa", "Grenada"] }

Please re-rank the candidate answers based on the knowledge mentioned above and your own knowledge. The
output format is strictly in accordance with < The list of sorted candidate answers is [answer; | answers | ... |
answersg| >

Output results:

The list of sorted candidate answers is ["New Zealand", "Australia", "United Kingdom", "England", "South Africa",
"Canada", "United States of America", "India", "Jamaica", "Malaysia", "Republic of Ireland", "Zimbabwe", "Cook
Islands", "Cayman Islands", "Grenada", "Tuvalu", "Papua New Guinea", "Union of South Africa", "Saint Vincent
and the Grenadines", "Bermuda"]

Figure 7: An example of candidate Entities Re-ranking from the FB15K-237 dataset.

J Cases Study

‘We list additional cases to demonstrate the advan-
tages of MusKGC as follows (Table 10 and Table
9).
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Modules Main Overhead Time per Query Others

Intrinsic Knowledge Selection Computing the semantic similarity score 0.0465s -
External Open Knowledge Retrieval Initial loading: 185.60s 1.8s After loading, query speed is fast with cache reuse

Target Entity Generation with prompt GPT reasoning 2s
FC evaluation - 1.5s

Table 8: The main computational overhead for a query.

Case 2
Facts Query: (?, /medicine/symptom/symptom_of, Typhoid fever)
Label: Abdominal pain
Top-1 Candidate Abdominal pain
Human Annotation Correct
GPT Response To evaluate the correctness of the sentence, let’s break it down: 1.

Subject Matter: The sentence discusses... 2. Symptom Identification:
The sentence claims that ... Based on medical knowledge, abdominal
pain is indeed one of the symptoms associated with typhoid fever.
3. Definite Article Usage: The sentence uses thebefore Typhoid
fever.... 4. Overall Evaluation: While the symptom mentioned is
correct, the sentence contains a grammatical error with the use of
the and a punctuation issue. The sentence was judged as Wrong.

GPT Output Wrong

Retrieval knowledge [Typhoid fever, also known as typhoid, is a disease caused by
Salmonella serotype Typhi bacteria...This is commonly accompa-
nied by weakness, abdominal pain, constipation, headaches, and
mild vomiting...;

Salmonellosis is a symptomatic infection caused by bacteria of the
Salmonella type...]

MusKGC Output Correct

Table 9: Case 2. The case is demonstrated to explain the advantages of MusKGC.
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Case 1

Facts

Query: (Golden State Warriors,
/sports/professional_sports_team/draft-
_picks./sports/sports_league_draft_pick/school, ?)

Label: Xavier University

Top-1 Candidate

University of North Carolina

Human Annotation

Correct

GPT Response

To evaluate the correctness of the sentence, let’s break it down: 1.
Team Mentioned: The sentence refers to the Golden State War-
riors,which is a professional basketball team in the NBA... 2. Histori-
cal Context: Based on historical NBA draft records, the Golden State
Warriors have not been known to draft a player from the Univer-
sity of North Carolina at Charlotte... The sentence was judged as
Wrong.

GPT Output

Wrong

Retrieval knowledge

[The 1992201393 NBA season was the Warriors’ 47th season in the
National Basketball Association, and 30th in the San Francisco Bay
Area...;

The 1998201399 NBA season was the Warriors’ 53rd season... In the
1998 NBA draft, the Golden State Warriors selected Vince Carter
from the University of North Carolina with the fifth overall pick,
but soon traded him to the Toronto Raptors for his college teammate
Antawn Jamison...]

MusKGC Output

Correct

Table 10: Case 1. The case is demonstrated to explain the advantages of MusKGC.
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