
Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 9883–9897
November 4-9, 2025 ©2025 Association for Computational Linguistics

Not All Parameters Are Created Equal: Smart Isolation Boosts
Fine-Tuning Performance

Yao Wang1 , Di Liang2 , Minlong Peng3

1University of New South Wales
2ByteDance Inc.

3Fudan University
{yao.wang11@student.unsw.edu.au, liangd17@fudan.edu.cn}

Abstract

Supervised fine-tuning (SFT) is a pivotal ap-
proach to adapting large language models
(LLMs) for downstream tasks; however, per-
formance often suffers from the “seesaw phe-
nomenon”, where indiscriminate parameter up-
dates yield progress on certain tasks at the ex-
pense of others. To address this challenge,
we propose a novel Core Parameter Isolation
Fine-Tuning (CPI-FT) framework. Specifically,
we first independently fine-tune the LLM on
each task to identify its core parameter re-
gions by quantifying parameter update mag-
nitudes. Tasks with similar core regions are
then grouped based on region overlap, forming
clusters for joint modeling. We further intro-
duce a parameter fusion technique: for each
task, core parameters from its individually fine-
tuned model are directly transplanted into a
unified backbone, while non-core parameters
from different tasks are smoothly integrated via
Spherical Linear Interpolation (SLERP), miti-
gating destructive interference. A lightweight,
pipelined SFT training phase using mixed-task
data is subsequently employed, while freezing
core regions from prior tasks to prevent catas-
trophic forgetting. Extensive experiments on
multiple public benchmarks demonstrate that
our approach significantly alleviates task in-
terference and forgetting, consistently outper-
forming vanilla multi-task and multi-stage fine-
tuning baselines.

1 Introduction

Large Language Models (LLMs) (Brown et al.,
2020; Chowdhery et al., 2023; Raffel et al., 2020;
Touvron et al., 2023) have demonstrated remark-
able generalization across diverse natural language
tasks, achieving impressive success on benchmarks
spanning reasoning, dialogue, instruction follow-
ing, and more. SFT (Chung et al., 2024; Ouyang
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et al., 2022; Sanh et al., 2021) remains a crucial
methodology for tailoring these models to specific
applications, aligning them with human instruc-
tions, and imbuing domain-specific expertise by
optimizing on datasets of task-relevant examples.

Supervised fine-tuning (SFT) faces significant
challenges in multi-task and multi-domain scenar-
ios. When applied to heterogeneous datasets, such
as mathematical reasoning, creative writing, cod-
ing, and factual question answering, conflicting
optimization objectives among tasks often lead to
the "seesaw effect" (Yu et al., 2020), where per-
formance improvements on one task degrade oth-
ers. This issue hinders the development of robust,
broadly capable large language models (LLMs).
Existing approaches, including joint multi-task fine-
tuning, naive parameter sharing, and staged cur-
ricula (Ouyang et al., 2022; Caruana, 1997; Wei
et al., 2021), generally assume uniform parame-
ter importance across tasks, updating all parame-
ters indiscriminately. While multi-stage training
alleviates direct gradient conflicts through sequen-
tial task structuring, it remains a coarse-grained
isolation strategy that exacerbates catastrophic for-
getting (McCloskey and Cohen, 1989; Kirkpatrick
et al., 2017), further eroding the model’s ability to
generalize across diverse tasks.

We hypothesize that the root cause of these chal-
lenges lies in the phenomenon of parameter hetero-
geneity: distinct capabilities of large language mod-
els (LLMs) rely on specific and potentially over-
lapping subsets of parameters, with certain clus-
ters disproportionately contributing to particular
tasks. Uniform updates across the entire parame-
ter space fail to account for the specialized roles
of these localized parameter subsets, thereby fos-
tering destructive interference among competing
tasks (Chen et al., 2018). Mitigating such inter-
ference necessitates a paradigm shift from heuris-
tic approaches or task-level isolation to a princi-
pled framework that explicitly models task sensi-
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tivities at the parameter level. Furthermore, achiev-
ing robust multi-task fine-tuning demands more
granular control over the fine-tuning process, en-
abling task-specific optimization while maintaining
model-wide coherence.

Motivated by these observations, we introduce
the Core Parameter Isolation Fine-Tuning (CPI-
FT) framework, featuring a novel parameter fusion
mechanism specifically designed to systematically
alleviate task interference and catastrophic forget-
ting in SFT. Our approach involves several key
steps. First, we independently fine-tune the LLM
on each task and identify a “core parameter region”
for each, representing the parameter subsets most
crucial for the respective task. Next, we cluster
tasks according to the overlap in their core param-
eter regions, grouping together tasks with similar
parameter footprints that are more likely to bene-
fit from joint adaptation with minimal conflict. In
the subsequent fusion stage, we select the model
from the final training stage as a unified backbone.
For each task, we overwrite its corresponding core
parameter region in the backbone with parameter
values from its individually fine-tuned model, en-
suring reliable preservation of task-specific knowl-
edge. For regions outside any task’s core, we em-
ploy a SLERP-based (Spherical Linear Interpola-
tion) parameter merging strategy: parameters are
first normalized to unit vectors, and linear or spher-
ical interpolation is performed based on the angu-
lar distance, enabling smooth and geometry-aware
blending of distinct task knowledge while minimiz-
ing abrupt transitions and interference. Finally, we
conduct a lightweight pipeline fine-tuning phase
on a mixed-task dataset, with previously identified
core parameter regions frozen, further consolidat-
ing the merged model’s generalization capability.

In summary, this work makes the following con-
tributions. First, we identify and articulate the
central challenge of parameter heterogeneity in
multi-task supervised fine-tuning, emphasizing that
naïve uniform parameter adaptation is ill-suited for
aligning diverse and potentially conflicting task
objectives within LLMs. To overcome this, we
propose a novel methodology that (i) empirically
identifies core parameter regions crucial to each
task through independent fine-tuning and update
magnitude analysis, (ii) leverages parameter region
overlap for principled task grouping, and (iii) in-
troduces a task-aware parameter fusion scheme:
task-specific core parameter regions are directly
transferred from their respective models, while

other parameters are merged using a geometry-
aware SLERP-based interpolation. Further, a final
pipeline fine-tuning stage with core-region freez-
ing consolidates knowledge and ensures robust-
ness. Extensive experiments demonstrate that our
approach consistently outperforms conventional
multi-task and multi-stage SFT baselines, substan-
tially improving resistance to task interference and
catastrophic forgetting.

2 Core Parameter Isolation Fine-Tuning

This section presents a detailed exposition of the
proposed Core Parameter Isolation Fine-Tuning
(CPI-FT) framework for supervised fine-tuning
(SFT). CPI-FT is designed to address two prevalent
challenges in multi-task SFT: negative task inter-
ference and catastrophic forgetting. It achieves this
by systematically identifying task-specific parame-
ter regions and preserving them through dynamic
freezing within a multi-stage training regime. The
framework is grounded in the hypothesis of parame-
ter heterogeneity in large language models (LLMs),
which posits that different tasks rely on distinct
subsets of model parameters. The overall CPI-FT
workflow is illustrated in Figure 1, and comprises
three core stages, detailed as follows.

2.1 Formal Preliminaries and Setup
We consider a pre-trained Large Language Model
M parameterized by θ ∈ RD, with initial param-
eters θ(0). Our goal is to adapt M using a collec-
tion of N diverse SFT tasks T = {T1, T2, ..., TN}.
Each task Ti is associated with a dataset Di =
{(xj , yj)}|Di|

j=1 typically consisting of instruction-
response pairs. The standard objective for fine-
tuning on a single task Ti involves minimizing a
loss function, usually the cross-entropy loss, over
its corresponding dataset:

Li(θ) = − 1

|Di|
∑

(x,y)∈Di

logPM(θ)(y|x) (1)

Optimization is typically performed using stochas-
tic gradient descent variants like Adam (Kingma
and Ba, 2014). Standard multi-task SFT often
minimizes a combined loss

∑
i λiLi(θ) or sam-

ples mini-batches from a mixture of datasets
⋃

iDi,
updating all parameters θ.

2.2 Stage 1: Identifying Task-Specific Core
Parameter Regions

The core premise of CPI-FT is that the functional
specialization required by different SFT tasks is
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Figure 1: The figure illustrates task-specific core parameter isolation (a) and consolidated fine-tuning (b) approaches
for sequential training. In the isolation approach, each task is trained individually with its own core parameters,
resulting in separate outputs. The models are then merged into a single model. In contrast, the timeline approach
involves sequential training where tasks are processed in a sequence, followed by merging and tuning the model to
isolate core parameters, ultimately producing a final unified model that generates outputs for all tasks.

reflected in the differential utilization and adapta-
tion of the LLM’s parameters. To operationalize
this idea, we identify a task-specific core parameter
region by measuring the magnitude of parameter
updates induced during task-centric fine-tuning.

Rationale for Update Magnitude. We use the
parameter update magnitude |θ(i)j − θ

(0)
j | as the

criterion for importance, as it directly reflects the
degree to which a parameter deviates from its pre-
trained state to accommodate task Ti. This measure
is computationally efficient and empirically identi-
fies parameters that play a significant role in task
adaptation (Kirkpatrick et al., 2017). In contrast,
alternatives such as gradient magnitudes can be
noisy and transient, while second-order methods
(e.g., the diagonal of the Fisher Information Ma-
trix as used in EWC (Kirkpatrick et al., 2017)) are
often computationally prohibitive for large models
and tend to capture sensitivity rather than actual
change.

Procedure. For each task Ti ∈ T , we perform
an independent SFT run initialized from a shared
pre-trained checkpoint θ(0). Fine-tuning is carried
out exclusively on the task-specific dataset Di for a
limited number of steps or epochs (Eprobe). This
probing duration is chosen to induce meaningful
task-specific parameter shifts while avoiding full
convergence, which may saturate update magni-
tudes or lead to overfitting. We denote the resulting
parameters after probe fine-tuning as θ(i).

θ(i) = SFT(M(θ(0)),Di, Eprobe) (2)

The absolute difference vector ∆|θ(i)| ∈ RD
≥0 is

calculated element-wise:

∆|θ(i)j | = |θ(i)j − θ
(0)
j |, for j = 1, ..., D (3)

For simplicity, we compute the update magnitude
over all model parameters, including weights, bi-
ases, and normalization layer parameters. While
this holistic approach suffices for our current frame-
work, future work may explore more granular anal-
yses based on layer-wise or parameter-type-specific
importance.

Core Region Definition. The core parameter re-
gion Ci for task Ti is defined as the set of in-
dices corresponding to the parameters exhibiting
the largest update magnitudes. Specifically, we
identify the indices of the top p% of parameters
ranked by their update magnitude:

Ci = arg topkj∈{1..D}(∆|θ(i)j |, ⌊p ·D/100⌋) (4)

Alternatively, using a percentile threshold is equiv-
alent. The hyperparameter p controls the size of
the core region; a smaller p leads to more focused
but potentially less comprehensive core regions.

2.3 Stage 2: Task Grouping and Staging via
Core Region Similarity

To structure the multi-stage SFT process, we group
tasks according to the similarity of their identified
core parameter regions C1, . . . , CN . The underly-
ing hypothesis is that tasks exhibiting substantial
overlap in their core parameter subsets are more
prone to mutual interference when trained jointly,
and may reflect related underlying capabilities.

9885



Similarity Measure. We quantify the overlap be-
tween core regions Ci and Cj using the Jaccard
Index, a standard measure for comparing finite sets:

S(Ci, Cj) =
|Ci ∩ Cj |
|Ci ∪ Cj |

∈ [0, 1] (5)

S(Ci, Cj) = 1 indicates identical core regions,
while S(Ci, Cj) = 0 implies disjoint core regions.

Grouping Strategy. We employ a simple yet ef-
fective threshold-based clustering approach. Tasks
Ti and Tj are considered sufficiently related to
be grouped together if their core region similar-
ity S(Ci, Cj) meets or exceeds a hyperparameter
threshold τ ∈ [0, 1].

Ti ∼ Tj ⇐⇒ S(Ci, Cj) ≥ τ (6)

Final task groups G1, G2, . . . , GK (with K ≤ N )
are formed by computing connected components
in a task similarity graph, where tasks Ti and Tj

are connected if Ti ∼ Tj . This transitive group-
ing ensures that if Ti ∼ Tj and Tj ∼ Tk, then all
belong to the same group. The similarity thresh-
old τ controls grouping granularity: higher values
yield smaller, more coherent groups, potentially
increasing training stages. We analyze CPI-FT’s
sensitivity to τ in our experiments. While more
advanced clustering methods exist, connected com-
ponents offer a simple and efficient solution.

Staging Order. Once the K task groups are
formed, they must be ordered sequentially
(G1, G2, ..., GK) to define the SFT stages. The
ordering can impact the final performance, as it
determines the sequence of knowledge acquisition
and parameter freezing. Potential strategies include
using a simple random ordering as a baseline, or-
dering based on group size (e.g., training smaller
groups first or last), arranging groups according
to task complexity if such metrics are available
(akin to curriculum learning), or ordering groups
to minimize the size of the frozen parameter set in
the initial stages. In this work, we primarily evalu-
ate random ordering and potentially one principled
heuristic, leaving exhaustive exploration of optimal
ordering strategies for future investigation.

2.4 Stage 3: Parameter Fusion Across Tasks

This stage introduces a parameter fusion mecha-
nism to construct a unified model that integrates
task-specific knowledge from all task groups. The

fusion process selectively incorporates critical pa-
rameters identified for each task, while applying
smooth interpolation in non-core regions to pre-
serve model coherence.

Base Model Selection. We begin by selecting
the model parameters derived from the last multi-
stage fine-tuning group, θbase, as the initial base
model. This ensures the base model benefits from
information accrued during multi-stage training.

Core Parameter Overwrite. For each task Ti,
identified core parameter regions Ci are directly
overwritten into the base model θbase using the cor-
responding fine-tuned parameters from θ(i):

θfused,j =

{
θ
(i)
j j ∈ Ci

θbase,j j /∈ Ci

(7)

By preserving task-specific critical regions, we en-
sure that key capabilities for each task are fully
retained in the final fused model.

Non-Core Parameter Fusion. For parameters
outside core regions (j /∈ Ci), smooth interpola-
tion is critical to avoid abrupt inconsistencies or
conflicts during fusion. We adopt a spherical linear
interpolation (SLERP) strategy, inspired by (God-
dard et al., 2024), to blend these non-core regions:

θfused,j =

{
ωθ

(i)
j + (1− ω)θbase,j , ∠(θbase,j , θ

(i)
j ) < ϵ

SLERP(θbase,j , θ
(i)
j , ω), otherwise

(8)

where ω is the interpolation factor, ∠(·) is the an-
gular distance between parameter vectors, and ϵ is
a threshold for determining near-collinearity. If the
vectors are nearly aligned (∠ < ϵ), linear interpo-
lation suffices; otherwise, SLERP ensures smooth
blending using spherical geometry. This method
balances task-specific updates with overall model
coherence in non-critical areas.

2.5 Stage 4: Consolidated Fine-Tuning via
Multi-Stage Training

Following parameter fusion, the final stage refines
the fused model θfused via a streamlined multi-stage
training process. In contrast to earlier SFT stages,
this phase operates on sampled subsets of training
data and focuses on final calibration, while pre-
serving task-specific parameter integrity through
dynamic freezing.

Dynamic Freezing Mechanism. During fine-
tuning, all core parameter regions identified in
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the earlier probe stage are frozen to preserve task-
specific knowledge and mitigate destructive inter-
ference. At each training stage k, the frozen param-
eter set consists of the union of core regions from
all previously trained task groups:

Fk =
k−1⋃

l=1

⋃

Ti∈Gl

Ci (9)

A binary mask Mk is constructed to define frozen
and trainable parameters: Mk,j = 0 for j ∈ Fk,
and Mk,j = 1 otherwise. Updates are then re-
stricted to unfrozen parameters during training:

θt+1 = θt +∆θt ⊙Mk (10)

where ∆θt denotes the gradient-based parameter
update at training step t, and ⊙ represents element-
wise masking.

Sampled Data Calibration. Instead of using all
task data during this stage, we create a sampled
dataset Dsample, which combines small proportions
of data from each task group. The sampling ratio
is chosen to ensure balanced representation across
tasks while maintaining computational efficiency.
This careful selection prevents overfitting to large
individual datasets and allows for representative
gradient updates across tasks.

Multi-Stage Training Process. Fine-tuning
proceeds sequentially across task groups
{G1, G2, ..., GK} as derived in Stage 2. For each
group Gk, data from the tasks in Gk is sampled
to create D(k)

stage, the training begins with the

model parameters from the previous stage, θ(k−1)
stage .

The updates during this stage are guided by the
dynamic freezing mechanism and the sampled
data:

θ
(k)
stage = Train(θ(k−1)

stage ,D(k)
stage,Mk) (11)

Here, Train(·) signifies the training process, which
minimizes the combined task-specific loss while
respecting the frozen mask Mk. At the end of all K
stages, the final model parameters, θfinal, represent
knowledge consolidated across all tasks:

θfinal = θ
(K)
stage (12)

Efficiency and Robustness. By leveraging sam-
pled data and freezing task-specific core parame-
ter regions, the final fine-tuning pipeline reduces
computational costs while preventing catastrophic

forgetting. Dynamic freezing ensures protection of
task-critical knowledge, while sampled calibration
balances adaptability to new tasks and retention of
previously acquired capabilities.

3 Results and Analysis

3.1 Main Performance Comparison

The comparative performance results of Core Pa-
rameter Isolation Fine-Tuning (CPI-FT) framework
against baseline approaches across diverse tasks,
models, and evaluation metrics are summarized in
Table 1. This section analyzes the experimental
findings, highlights key insights, and verifies the ef-
ficacy of CPI-FT in addressing the core challenges
of multi-task supervised fine-tuning.

Consistent Outperformance Across Models and
Tasks Our method consistently outperforms all
baseline approaches across four distinct base
models—LLaMA-2-7B, Mistral-8B, Qwen1.5-7B,
and Gemma-9B and five heterogeneous tasks:
GSM8K (math reasoning), CodeAlpaca (code gen-
eration), LogiQA (logical reasoning), Alpaca (in-
struction tuning), and UltraChat (interactive dia-
logue). CPI-FT achieves the highest task-specific
performance in every experimental setting, as un-
derscored by the bold results for individual tasks.
Furthermore, CPI-FT achieves the best average nor-
malized score across all base model configurations,
demonstrating that its ability to mitigate task inter-
ference and catastrophic forgetting is both consis-
tent and robust across model architectures.

Superiority of CPI-FT over Standard SFT Ap-
proaches The full multi-task supervised fine-
tuning (Full SFT) baseline—where all model pa-
rameters are updated uniformly across tasks with-
out isolation—consistently achieves the lowest per-
formance across all tasks and model configurations.
This pronounced underperformance underscores
the detrimental effect of gradient conflicts inherent
in naïve fine-tuning over heterogeneous task mix-
tures. In contrast, both the Random Multi-Stage
and Heuristic Multi-Stage baselines yield moderate
improvements, supporting the intuition that tempo-
rally separating task groups can partially mitigate
interference. However, even the strongest multi-
stage heuristic consistently underperforms relative
to CPI-FT. This performance gap reveals a key in-
sight: temporal task scheduling alone is insufficient
to resolve cross-task interference without explicit
structural parameter isolation.
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Base Model Method GSM8K CodeAlpaca LogiQA Alpaca UltraChat Avg. Norm. Score

LLaMA-2-7B

Full SFT (Multi-task) 48.2 25.1 55.3 7.1 7.5 6.58

Multi-Stage (Random, K=3) 49.5 24.8 56.0 7.3 7.6 6.70

Multi-Stage (Heuristic) 50.1 25.5 56.8 7.0 7.4 6.75

CPI-FT (Ours, p=1%, τ=0.1) 53.5 27.2 59.1 7.6 7.8 7.21

Mistral-8B

Full SFT (Multi-task) 46.5 24.0 53.8 6.9 7.3 6.37

Multi-Stage (Random, K=3) 47.8 23.7 54.5 7.1 7.4 6.49

Multi-Stage (Heuristic) 48.3 24.3 55.2 6.8 7.2 6.53

CPI-FT (Ours, p=1%, τ=0.1) 51.6 25.9 57.4 7.5 7.7 6.98

Qwen1.5-7B

Full SFT (Multi-task) 49.8 26.0 56.5 7.3 7.7 6.79

Multi-Stage (Random, K=3) 51.0 25.7 57.3 7.5 7.8 6.92

Multi-Stage (Heuristic) 51.7 26.4 58.0 7.2 7.6 6.98

CPI-FT (Ours, p=1%, τ=0.1) 55.3 28.1 60.6 7.8 8.1 7.45

Gemma-9B

Full SFT (Multi-task) 51.5 27.2 58.0 7.6 8.0 7.05

Multi-Stage (Random, K=3) 52.8 26.9 58.9 7.8 8.1 7.19

Multi-Stage (Heuristic) 53.5 27.6 59.7 7.5 7.9 7.26

CPI-FT (Ours, p=1%, τ=0.1) 57.2 29.4 62.5 8.1 8.4 7.73

Table 1: The table presents the main performance comparison of different baselines on various SFT tasks. The
metric is represented by scores, where a higher score directly indicates a better model effect. For each individual
task, the best results achieved by any of the baselines are highlighted in bold. Additionally, the Avg. Norm. Score is
calculated by first normalizing the individual scores of each task to a consistent 0-10 scale, and then computing the
macro-average.

Core Parameter Isolation Drives Robust Per-
formance CPI-FT’s gains can be attributed to
its principled design: selectively identifying and
preserving task-critical core parameter regions
during each stage of fine-tuning while ensuring
smooth blending of task-agnostic regions through
geometry-aware fusion mechanisms like SLERP.
This nuanced approach avoids the indiscriminate
overwriting of parameters, a common pitfall in both
Full SFT and Multi-Stage baselines. The results
confirm that addressing parameter heterogeneity at
a granular level is essential for aligning diverse task
objectives and avoiding catastrophic forgetting.

Cross-Model Generalization of CPI-FT The ro-
bustness of CPI-FT is evident across wide range of
baselines with varying architectures and parameter
counts. For every model—including LLaMA-2-7B,
Mistral-8B, Qwen1.5-7B, and Gemma-9B—CPI-
FT maintains its superior performance on all tasks,
outperforming both multi-task and multi-stage
baselines. Notably, the gains are consistent regard-
less of whether the model is derived from decoder-
only architectures or features unique design opti-
mizations such as Qwen’s advanced pre-training

techniques or Gemma’s extended scale. This gener-
alizability underscores that CPI-FT’s foundations
are model-independent, making it broadly applica-
ble across the spectrum of LLMs.

Analysis of Average Normalized Scores To en-
able a fair comparison across tasks with varying
metric scales, we compute an average normalized
score by rescaling each task’s performance to a
common range (0–10) and then calculating the
macro-average across tasks. CPI-FT consistently
attains the highest normalized scores across all
model configurations, with improvements ranging
from 6.96 (Mistral-8B) to 7.70 (Gemma-9B). No-
tably, its performance gains are most pronounced
on tasks requiring complex reasoning, such as
GSM8K (+3–5 points over Full SFT) and LogiQA
(+2–4 points over Heuristic Multi-Stage). These
results suggest that CPI-FT’s ability to identify and
preserve task-critical parameter regions is particu-
larly beneficial for tasks that demand specialized
reasoning capabilities.

In summary, CPI-FT delivers superior multi-task
performance by systematically addressing parame-
ter heterogeneity and mitigating task interference
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Method
A→B B→A

∆A (↓) ∆B (↑) ∆B (↓) ∆A (↑)

Full SFT −24.5 +13.4 −16.7 +20.2

Multi-Stage SFT −16.2 +12.6 −12.3 +17.5

DPI (Ours) −5.7 +12.2 −4.8 +18.8

Table 2: Catastrophic forgetting analysis in sequential (A→B) and reverse (B→A) fine-tuning on LLaMA-2-7B. ∆
values indicate absolute score changes on the first and second task (A or B) after subsequently fine-tuning on the
other. Lower (less negative) forgetting indicates stronger retention. Results are averaged over three runs; all metrics
are mapped to a unified 0-100 scale for comparability.

during fine-tuning. Its principled design preserves
task-critical parameters and integrates them seam-
lessly into a unified, general-purpose model. By
overcoming the limitations of naïve multi-task SFT
and heuristic multi-stage training, CPI-FT achieves
state-of-the-art results across a diverse set of tasks
and base models, demonstrating both its effective-
ness and generalizability.

4 Sequential Fine-Tuning Forgetting
Analysis

We select two prototypical and potentially conflict-
ing tasks: GSM8K (math reasoning) and Alpaca
(open-ended instruction following). Each model
is first fine-tuned on Task A for a fixed budget (5
epochs), then on Task B for the same budget, with
no access to Task A data in the second stage. We
repeat the experiment in reverse order. At each
stage, performances on both tasks are recorded. Ta-
ble 2 reveals the degree of catastrophic forgetting
experienced by each method in a two-task transfer
setup. Standard Full SFT suffers severe forgetting,
with performances on the initial task dropping by
over 16–24 points after the second task is intro-
duced. Multi-Stage SFT, which separates updates
temporally, partially alleviates forgetting, but per-
sistent degradation remains prominent. By contrast,
DPI reduces forgetting by over 65%, with post-fine-
tuning losses consistently below 6 points in both
directions, dramatically narrowing the forgetting
gap. Notably, DPI preserves strong adaptation to
the second task (∆B/∆A positives align with or ex-
ceed baselines), suggesting that improved retention
is not at the expense of new knowledge acquisition.

5 Multi-Stage vs. Single-Stage Tuning
with Dynamic Freezing

To evaluate the necessity of our multi-stage dy-
namic freezing pipeline in the final consolidation

phase (Stage 4), we compare it against a more
straightforward single-stage approach. In the multi-
stage setup, task groups—formed based on core pa-
rameter overlap—are integrated sequentially, with
all core parameters frozen at once and non-core
parameter regions updated in sequence for each
group. In the single-stage variant, and the model
is fine-tuned on the randomly shuffled union of all
sampled task data in a single pass. Both strate-
gies utilize identical sampled datasets and freez-
ing masks. As shown in Table 3, the multi-stage
consolidation outperforms the single-stage variant
across all tasks, with notable gains in the more
interference-prone benchmarks such as GSM8K
and LogiQA. While the performance gap is not
large, the multi-stage pipeline provides a consistent
advantage, supporting its utility for preserving task-
specific capabilities and mitigating catastrophic
forgetting. However, the single-stage approach
achieves reasonably strong performance with sim-
pler implementation, which may suffice in settings
where training time is a key constraint.

6 Robustness under
Resource-Imbalanced Scenarios

To assess the robustness of our proposed DPI frame-
work in realistic mixed-resource settings, we sim-
ulate a scenario where certain tasks have signifi-
cantly less training data compared to others. Specif-
ically, we select four representative tasks: Task A
(Text Classification), Task B (Natural Language In-
ference), Task C (Named Entity Recognition), and
Task D (Code Generation). For each target task in
turn, we create reduced versions of its dataset at
50%, 20%, and 10% of the full size, while retain-
ing the full data for other tasks. We then conduct
multi-task training using both vanilla SFT and DPI,
keeping all other settings fixed, and report perfor-
mance for both low-resource and high-resource
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Strategy GSM8K CodeAlpaca LogiQA Alpaca Avg. Norm. Score

Multi-Stage (Ours) 53.4 27.1 59.2 7.6 7.18
Single-Stage (Frozen) 51.9 26.5 58.1 7.4 7.01

Table 3: Comparison of Multi-Stage vs. Single-Stage consolidation (LLaMA-2-7B). Multi-stage achieves higher
scores across all benchmarks, but the single-stage variant is competitive.

Task
Vanilla SFT DPI (Ours)

100% 50% 20% 10% 100% 50% 20% 10%

Task A 92.1 87.2 78.0 68.5 92.3 89.0 82.4 74.1
Task B 90.3 86.1 77.8 70.2 90.5 87.8 81.2 75.3
Task C 88.4 80.7 74.3 65.9 88.1 82.0 78.1 70.8
Task D 31.7 27.8 20.1 15.9 32.0 29.4 25.3 19.7

Table 4: Performance (%) of Vanilla SFT vs. DPI under different data ratios. 100% denotes full data for a task,
others are under-sampled.

tasks. Table 4 presents the results, showing that all
models experience performance drops as the target
task’s data decreases. However, DPI consistently
outperforms vanilla SFT, especially under extreme
data scarcity. For example, at the 10% data level,
DPI improves the average low-resource task score
by 3.7 points compared to SFT. Meanwhile, high-
resource tasks see no significant decline, confirm-
ing that DPI’s core-region protection mechanism
effectively safeguards low-resource tasks without
sacrificing overall model performance. Notably,
the relative gain from DPI increases as the degree
of imbalance grows, demonstrating its robustness
in practical multi-task scenarios.

7 Impact of Similarity Threshold (τ ).

We evaluate the sensitivity of CPI-FT to the simi-
larity threshold τ , which determines how tasks are
grouped based on core parameter region overlap.
This experiment was conducted across multiple
base models (LLaMA-2 7B, Mistral-7B, Qwen1.5-
7B, Gemma-7B) with the core percentage fixed at
p = 1%. The results, measured by the average
normalized score, are presented in Figure 2. Re-
sults reveal a consistent pattern across all base mod-
els: task grouping based on core parameter simi-
larity (τ > 0) substantially outperforms no group-
ing (τ = 0), which approximates standard multi-
task SFT. Performance generally peaks at a mod-
erate threshold—specifically, τ = 0.1 in our ex-
periments—and gradually declines as τ increases.
While a very high threshold (e.g., τ = 0.5) leads

to lower performance than the peak, it still outper-
forms the no-grouping baseline. These findings
suggest that moderate task isolation encourages
beneficial separation without hindering cross-task
generalization, whereas overly fine-grained group-
ing may limit model plasticity or restrict knowl-
edge transfer between related tasks. Notably, the
optimal threshold remains stable around τ = 0.1
across model architectures, indicating it may serve
as a robust default. These results validate the effec-
tiveness of CPI-FT’s data-driven grouping strategy
over undifferentiated supervised fine-tuning.

8 Conclusion

In this paper, we introduced Core Parameter Isola-
tion Fine-Tuning(CPI-FT), a principled framework
for supervised fine-tuning (SFT) of large language
models (LLMs) that mitigates task interference by
identifying and isolating task-specific core parame-
ter regions. By leveraging dynamic freezing during
multi-stage fine-tuning, CPI-FT preserves critical
parameters for earlier tasks while enabling special-
ization for new ones. Extensive experiments on di-
verse datasets demonstrated CPI-FT’s effectiveness
in addressing the "seesaw effect", reducing catas-
trophic forgetting, and consistently outperforming
multi-task and multi-stage fine-tuning baselines.
This work highlights the importance of parameter
heterogeneity in SFT and provides a scalable ap-
proach for robust task adaptation in heterogeneous
scenarios, paving the way for future improvements
in fine-tuning methodologies.
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Limitations

While the proposed CPI-FT demonstrates strong
empirical gains over conventional SFT methods,
several limitations warrant discussion. First, the ap-
proach requires multiple independent task-specific
fine-tuning runs, which can increase compute and
storage costs, especially as the number of tasks or
the model size scales. Second, identification of
core parameter regions is based on update mag-
nitudes during SFT, which may not fully capture
the functional significance or interdependencies
of parameters for each task; more sophisticated
attribution or interpretability methods may yield
richer representations. Third, the use of parame-
ter fusion, particularly the SLERP-based interpo-
lation—involves hyperparameters (e.g., interpola-
tion angles, grouping thresholds) whose selection
may introduce additional tuning effort. Finally,
current analysis primarily considers task-level per-
formance, deeper investigation into how isolated or
fused parameters contribute to model interpretabil-
ity is an exciting direction for future work.
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A Experiments Setup

We conducted extensive experiments to evaluate the
effectiveness of the proposed Dynamic Parameter
Isolation (DPI) framework. The primary goals of
our evaluation are to determine whether DPI outper-
forms standard supervised fine-tuning (SFT) base-
lines, including multi-task and multi-stage meth-
ods, across diverse and conflicting tasks; to assess
DPI’s ability to mitigate the "seesaw effect" and
catastrophic forgetting; to examine the sensitivity
of DPI to hyperparameters such as the core percent-
age (p) and similarity threshold (τ ); and to analyze
the impact of its dynamic freezing mechanism.
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Datasets:We evaluate DPI on a diverse suite of
publicly available datasets that represent struc-
tured reasoning, code generation, and open-ended
instruction-following tasks. For mathematical rea-
soning, we use GSM8K (Cobbe et al., 2021), which
evaluates multi-step reasoning through accuracy.
For code generation, we use CodeAlpaca (Chaud-
hary, 2023), where performance is measured using
CodeBLEU (Ren et al., 2020). For logical reason-
ing, we use LogiQA (Liu et al., 2020), which as-
sesses logical consistency through accuracy scores.
For general instruction-following and conversa-
tional abilities, we use Alpaca (Taori et al., 2023)
and UltraChat (Ding et al., 2023), both evalu-
ated using GPT-4-based scoring on a 1-to-10 scale
(Zheng et al., 2023). These datasets include a
mix of structured tasks (e.g., GSM8K, LogiQA,
CodeAlpaca) and open-ended tasks (e.g., Alpaca,
UltraChat) to introduce potential conflicts in pa-
rameter specialization. Each task is evaluated us-
ing its standard metric: accuracy for GSM8K and
LogiQA, CodeBLEU for CodeAlpaca, and GPT-4
scoring for Alpaca and UltraChat. To provide a
unified comparison across tasks, we also report a
macro-average score (Avg. Norm. Score) by nor-
malizing individual task scores to a common 0-10
scale.
Baselines:We compare DPI against three SFT base-
lines. (1) Full Multi-task SFT, where the model is
fine-tuned on a uniform mixture of all datasets with-
out task grouping or parameter isolation. (2) Multi-
Stage SFT (Random Grouping), where tasks are
randomly partitioned into K = 3 stages and fine-
tuned sequentially, updating all parameters across
each stage. (3) Multi-Stage SFT (Heuristic Group-
ing), where tasks grouped based on perceived simi-
larity (e.g., reasoning tasks grouped together, open-
ended tasks grouped together) are fine-tuned se-
quentially over two stages, with all parameters up-
dated during each stage.
Implement details:All experiments use the
LLaMA-2-7B (Touvron et al., 2023), Mistral-8B
(Jiang et al., 2024), Gemma-9B (Team et al., 2025),
and Qwen2-7B (Yang et al., 2024) as the base lan-
guage model. Fine-tuning is performed using the
AdamW optimizer (Loshchilov and Hutter, 2017)
with a learning rate of 1 × 10−5, batch size of
64, and a cosine learning rate schedule with 3%
warm-up steps. The main SFT stages involve train-
ing for three epochs on the datasets for each stage.
For DPI, core parameter identification is conducted
through probe fine-tuning runs lasting one epoch

per task (Eprobe = 1). DPI hyperparameters are set
to a core percentage of p = 1% and a similarity
threshold τ = 0.1. Task groups derived by DPI are
randomly ordered for multi-stage training. Masked
fine-tuning is applied during each stage, leveraging
the dynamic freezing mechanism to preserve task-
specific core parameter regions. All experiments
are performed on machines equipped with eight
NVIDIA A100 GPUs (80GB).

B Related Work

B.1 Supervised Fine-Tuning and Instruction
Tuning

Supervised Fine-Tuning (SFT) is a prevalent tech-
nique for specializing pre-trained LLMs (Brown
et al., 2020; Devlin et al., 2019; Raffel et al., 2020)
for desired downstream behaviors. Instruction tun-
ing (Wei et al., 2021; Sanh et al., 2021; Chung et al.,
2024; Zheng et al., 2022; Ma et al., 2022; Wu et al.,
2025a; Ouyang et al., 2022; Zhang et al., 2024;
Anthropic, 2024; Peng et al., 2023; Fei et al., 2022;
Liu et al., 2023a,b; Xue et al., 2024) a specific form
of SFT, leverages datasets formatted as instructions
and responses to enhance model controllability and
generalization to unseen tasks. Standard SFT often
involves training on a mixture of data from various
tasks (Longpre et al., 2023; Chung et al., 2022; Wei
et al., 2022; Lu et al., 2023; Wu et al., 2025b,c),
typically applying updates across the entire param-
eter space. While effective for general adaptation,
this approach can struggle when task objectives
within the SFT data mixture conflict, leading to the
performance trade-offs ("seesaw effect") discussed
in Section 1. Our work diverges from this standard
practice by proposing a method to selectively up-
date parameters based on their identified relevance
to specific tasks within the SFT process, thereby
directly addressing the negative consequences of
indiscriminate parameter updates.

B.2 Task Interference and Knowledge
Retention

Task interference has been a persistent challenge
in multi-task and sequential learning paradigms.
Specifically, training sequentially on multiple tasks
often leads to catastrophic forgetting (McCloskey
and Cohen, 1989; Wu et al., 2024), where knowl-
edge acquired in earlier stages is overwritten or
degraded by subsequent updates. This problem has
been studied extensively in the context of smaller
neural architectures and motivated approaches such
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Figure 2: Ablation study on the similarity threshold τ
across different base models (with p = 5%). Scores are
Avg. Norm. Score.

as regularization (Kirkpatrick et al., 2017; Zhang
et al., 2025), replay-based methods (Rolnick et al.,
2019; Liu and Wang, 2024), and episodic mem-
ory mechanisms (López-Paz and Ranzato, 2017;
Guo et al., 2018; Zamir et al., 2018). While effec-
tive for small-scale models, extending these tech-
niques to the massive parameter spaces of LLMs is
non-trivial. Gradient-based methods have gained
popularity for balancing task objectives. Grad-
Norm (Chen et al., 2018; Lopez-Paz and Ran-
zato, 2022) adjusts task-specific gradient magni-
tudes, while PCGrad (Yu et al., 2020; Yang et al.,
2023) selectively projects conflicting gradients to
mitigate interference during multi-task learning.
These approaches focus primarily on optimizing
task gradients without addressing the root cause
of parameter-level contention. Modular solutions,
such as adapter fusion (Pfeiffer et al., 2020; Fedus
et al., 2022; Xu et al., 2020; Li and Hoiem, 2017;
Liang et al., 2019b; Wang et al., 2022; Liang et al.,
2019a), assign independent modules to tasks, allow-
ing architectural separation. Despite their advan-
tages, such methods introduce added complexity
and may not scale gracefully to hundreds of tasks.
Our work departs from these paradigms by taking a
parameter-centric approach. Rather than manipulat-
ing gradients or enforcing modularity, DPI directly
quantifies and isolates the “core parameters” for
each task based on update magnitudes.

B.3 Multi-Stage Fine-Tuning and Dynamic
Scheduling

Multi-stage fine-tuning frameworks have been
widely adopted to tackle task heterogeneity in su-
pervised tuning scenarios. These approaches of-
ten heuristically group tasks into stages based on
shared characteristics, such as similarity or diffi-

culty, and train sequentially across multiple phases
(Ouyang et al., 2022; Wei et al., 2021). While multi-
stage frameworks can mitigate direct gradient con-
flict by separating tasks temporally, they do not
account for overlaps in shared parameter usage. As
a result, tasks in later stages can destructively over-
write knowledge embedded in parameters critical to
earlier tasks, exacerbating catastrophic forgetting.
Multi-task fine-tuning strategies emphasize con-
current training on several tasks to enable shared
representations (Caruana, 1997). However, multi-
task learning encounters challenges in balancing
competing task gradients due to loss imbalance
or gradient directionality. Techniques combining
shared and task-specific spaces, such as (Stickland
and Murray, 2020) and (Zhang et al., 2021), at-
tempt to allocate independent regions of the model
to different tasks. These approaches maintain task
separation but often constrain model capacity and
reduce the ability to leverage shared knowledge
across tasks effectively. Dynamic task schedul-
ing has emerged as a promising approach to im-
prove multi-task and multi-stage fine-tuning. For
instance, (Chen et al., 2020) proposed task prior-
itization based on difficulty, enabling the model
to iteratively refine its understanding across task
sequences. Similarly, (Aribandi et al., 2021) pre-
sented heuristic strategies for task grouping and
ordering to reduce task conflict. Although these
methods improve task alignment through better
scheduling, they still treat task interactions primar-
ily at a coarse data level and do not address task-
specific parameter differentiation within the LLMs.
Our approach, Dynamic Parameter Isolation (DPI),
extends beyond these advancements by perform-
ing explicit parameter-level disentanglement. Un-
like static task scheduling, our method dynamically
identifies and freezes task-specific parameter re-
gions during multi-stage fine-tuning. Tasks with
overlapping parameter regions are grouped into
joint training stages to maximize synergy, while
disjoint tasks are staged sequentially with frozen
core parameters from earlier stages. By aligning
task scheduling explicitly with parameter sensitiv-
ity, DPI substantially mitigates destructive interfer-
ence without the need for heuristic task grouping
or modular constraints.

B.4 Parameter Heterogeneity and Isolation

The notion of parameter heterogeneity, where
different parameters within a model contribute
disproportionately to learning specific tasks, has
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been explored in the contexts of orthogonal
weights, sparse updates, and parameter sharing
(Neyshabur et al., 2015; Frankle and Carbin, 2019;
Mu and Lin, 2025). Inspired by these find-
ings, parameter-efficient fine-tuning methods like
adapters (Houlsby et al., 2019; Frantar and Alis-
tarh, 2023) and LoRA (Hu et al., 2021; Solano
et al., 2024; Song et al., 2022; Liu et al., 2024; Xue
et al., 2023; Li et al., 2024b,a) leverage this hetero-
geneity by introducing task-dedicated parameter
subspaces. Such methods demonstrate that task-
specific isolation can effectively reduce interfer-
ence, but they generally require additional param-
eters, limiting scalability in resource-constrained
applications. A related line of research investigates
parameter reuse and specialization within transfer
learning and continual learning. (Parmar et al.,
2024; Li and Liang, 2021) explored weight spe-
cialization during pretraining and task adaptation
but did not explicitly quantify task-specific param-
eter regions. Conceptually closer to our work, (Qi
et al., 2024) introduced task-sensitive routing to
partition parameter updates among tasks dynami-
cally. While this approach focuses on modular task
routing, our framework operates directly on model
parameter sensitivity and exploits organic updates
of pre-trained LLMs. DPI introduces a principled,
data-driven approach to identifying and preserv-
ing task-specific core parameter regions within the
same model architecture.
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