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Abstract

Current VLM-based VQA methods often pro-
cess entire images, leading to excessive visual
tokens that include redundant information irrel-
evant to the posed question. This abundance
of unnecessary image details creates numerous
visual tokens, drastically increasing memory
and computational requirements in VLMs. To
address this, we propose Contextual Region-
Oriented Visual Token Pruning (CROP'), a
novel framework to compress visual tokens
through a two-step process: Localization and
Pruning. Specifically, CROP first employs an
efficient model to identify the contextual re-
gion relevant to the input query. Subsequently,
two distinct strategies are introduced for prun-
ing: (1) Pre-LLM Compression (PLC), which
adaptively compresses different image regions
with varying ratios, and (2) Inner-LLM Pruning
(ILP), a training-free method that prunes tokens
within early LLM layers guided by the identi-
fied contextual region. Extensive experiments
on a wide range of VQA tasks demonstrate that
CROP significantly outperforms existing visual
token pruning methods and achieves state-of-
the-art performance.

1 Introduction

Recently, visual question answering (VQA) have
achieved remarkable progress due to the rapid de-
velopment of vision language Models (VLMs) (Bai
et al., 2023; Yin et al., 2023; Li et al., 2024b; Ren
et al., 2024; Singh et al., 2019; Zhou et al., 2025).
Current VLM-based VQA methods utilize infor-
mation from the entire image, but for specific ques-
tions, we need to locate local image regions to
support the answer. Moreover, redundant image
information also introduce a large number of visual
tokens, requiring much higher memory and compu-
tation in VLMs (Zhang et al., 2025b; Huang et al.,
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2024). For example, there are 576 visual tokens in
LLaVA-1.5 (Liu et al., 2023), and the number is
2880 for a 672*%672 image in LLaVA-NeXT (Yang
et al., 2024).

For example in Figure 1(a), we actually only
need a small region to answer the question, but still
have to transform the entire image into so many
visual tokens. To overcome this problem, visual
token pruning methods have been emerged. Some
methods reduce visual tokens before inputting them
into LLM (Huang et al., 2024), which primarily de-
pend on intrinsic image semantics. Others perform
pruning inside the early LLM layers, usually on the
basis of attention map (Chen et al., 2024). How-
ever, these methods fail to account for the input
question, which might ignore the key task-relevant
information (Li et al., 2024a).

In this paper, we introduce a novel framework,
Contextual Region-Oriented Vision Token Pruning
(CROP), to facilitate effective visual token pruning.
We define the contextual region as a contiguous
visual area of the input image that captures the
key information for answering the question. The
proposed CROP framework comprises two stages:
Localization and Pruning. During the Localiza-
tion Stage, an efficient model identifies the contex-
tual region. Subsequently, in the Pruning Stage,
this identified region serves as a key information
source to guide two simple yet effective pruning
strategies: Pre-LLLM Compression (PLC) and Inner-
LLM Pruning (ILP).

In PLC method, we propose a compression mod-
ule that adaptively adjusts the compression ratio, as-
signing a lower compression ratio to the contextual
region obtained from the localization stage, and
a higher ratio otherwise. The ILP method prunes
visual tokens in the LLM layers by the guidance of
L-CR. Extensive experiments on a wide range of
VQA benchmarks show that the proposed PLC and
ILP methods consistently outperform the existing
compression techniques, and achieve the state-of-
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Figure 1: Comparison of different visual token pruning. (a) The input image and question. The red rectangle shows
the region containing the answer of the question. (b) The visualization of retained tokens by attention-based pruning
method. (c¢) The visualization of identified contextual region by our CROP framework.

the-art performance.

The main contributions of this paper are summa-

rized as follows:

* We develop an efficient Localization model to
identify contextual regions, which serve as a
plug-and-play component for guiding visual
token pruning.

* We introduce a novel contextual region-
oriented vision token pruning framework, and
develop two different approaches on pruning,
PLC and ILP. To our best knowledge, this
is the first work of introducing contextual re-
gions for visual tokens pruning.

» Experimental results demonstrate that our pro-
posed method achieves state-of-the-art per-
formance without requiring any training or
fine-tuning in ILP method.

2 Related Works
2.1 Large Language Models

The advancement of Large Language Models
(LLMs) has redefined state-of-the-art performance
across a vast landscape of tasks, spanning founda-
tional natural language understanding (Jing and
Zhao, 2024; Zhang et al., 2025c; Chen et al.,
2025b,a), machine translation (Guan et al., 2025;
Liang et al., 2024; Zhang et al., 2025d), and com-
plex reasoning in domains like mathematics and
agent-based systems (Sun et al., 2025; Xu et al.,
2025). A particularly impactful frontier has been
their expansion into multimodality, enabling break-
throughs in audio processing (Diao et al., 2025a,
2024, 2025b) and, crucially for this work, visual un-
derstanding (Jian et al., 2025a,b, 2024), which has
given rise to powerful VLMs. While these VLMs
excel at many tasks, their success comes at a high

computational cost due to the large number of vi-
sual tokens processed from each image, motivating
the need for efficient token reduction strategies.

2.2 Vision Token Reduction in VLMs

In recent years, a substantial amount of research
has emerged focusing on visual token pruning and
compression, with these methods emphasizing the
use of attention mechanisms within VLMs to retain
important visual information (Han et al., 2025; Ye
et al., 2025; Yan et al., 2024; Xing et al., 2024; Liu
et al., 2024b). For instance, FastV (Chen et al.,
2024) leverages cross-modal attention from inter-
mediate layers of the model to preserve the Top-R
visual tokens, while TwigVLM (Shao et al., 2025)
introduces additional trainable layers to improve
the precision of token selection. VisionZip (Yang
et al., 2024) aims to use visual encoder attention
to retain, compress, and merge key visual infor-
mation. SparseVLM (Zhang et al., 2024) employs
bidirectional selection of both text and visual to-
kens to extract more informative visual represen-
tations. LLaVA-Mini (Zhang et al., 2025b) incor-
porates an additional fusion module between the
encoder and the LLM to perform early cross-modal
fusion. However, these methods often result in dis-
crete and fragmented visual tokens, disrupting the
spatial semantics and continuity of visual regions.
In contrast, our CROP method preserves continu-
ous contextual regions directly relevant to the input
question

2.3 Contextual Region Perception in VLMs

Recent advancements have shown that VLMs pos-
sess strong capabilities in identifying and ground-
ing information within specific visual regions. For
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Figure 2: Overview of the CROP framework. Given achen2025Ir2benchevaluatinglongchainreflective visual
input and a textual prompt, the Localization Module first identifies task-relevant contextual regions. This regional
information then guides two distinct visual token compression strategies: (a) ILP, where tokens outside the contextual
region are pruned directly within an early layer (Layer K) of the main VLM without retraining it; and (b) PLC,
where a dedicated compression module processes tokens from contextual and non-contextual regions before they
are fed to the LLM. The visual input pipeline and the LLM are shown in context for both strategies.

example, Zhang et al. (2025a) demonstrated that
VLMs often know which visual areas to focus on,
even when answering questions incorrectly. Shao
et al. (2024) found that cropping and re-inputting
relevant regions enhances visual perception, intro-
ducing datasets for localization. Additionally, VPT
(Yu et al., 2025) replaced precise coordinates with
region selection tokens, improving localization ac-
curacy. These studies suggest that VLMs have
significant abilities in question-guided region local-
ization (Li et al., 2025). Our work builds on this
by fine-tuning VLMs for explicit region identifica-
tion, guiding visual token pruning and compression
to preserve the most contextually relevant visual
information.

2.4 Chain-of-thought Reasoning

Chain-of-Thought (Wei et al., 2023) (CoT) prompt-
ing has demonstrated that intermediate reasoning
steps improve problem-solving in large language
models. While this approach has been extended to
the vision domain, VLMs still show limited ability
to effectively localize and interpret visual regions.
To overcome this limitation, recent methods have
introduced locate-then-answer paradigms. For ex-

ample, Wu and Xie (2023) fine-tunes VLMs to use
a visual search model when additional localization
is necessary, and Luan et al. (2024) mimics human
scanning by first generating a global description be-
fore localizing regions. Other approaches, such as
Man et al. (2025); Ge et al. (2025), employ Mixture-
of-Experts image encoder or cross-attention across
VLMs to refine predictions. However, these meth-
ods often rely on discrete attention mechanisms or
precise bounding box regression, which can strug-
gle with sustained focus and require costly model-
specific fine-tuning. In contrast, our approach uses
a lightweight VLM for localization that predicts co-
ordinates at a coarse, block-level granularity. This
strategy not only achieves more robust localization
but also allows our module to be integrated into
various VLMs without requiring any retraining.

3 Method

3.1 Overview

To preserve the completeness of contextual regional
information during visual token processing—a fac-
tor we hypothesize is crucial for robust understand-
ing compared to methods that might select sparse,
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Figure 3: Illustration of the 8x8 Grid-based Region
Definition for Contextual Region Localization. The in-
put image is overlaid with an 8x8 grid. For a given
question (e.g., "What words are on the card?"), the
Localization Module identifies the contextual region
containing the answer (e.g., the text "You Are Seri-
ously Awesome"). This region is represented by the
minimum and maximum 0-indexed block coordinates
[Tmins Ymin, Tmazs Ymaz)» Which in this example corre-
sponds to [x2, Y1, T5, Ya2).

disconnected tokens—we introduce CROP. The
overall architecture of CROP is illustrated in Fig-
ure 2. The framework operates in two main stages:
first, a dedicated Localization Module identifies
contextual regions pertinent to a given query. Sec-
ond, this regional information guides the subse-
quent visual token processing in the main VLMs.
This approach emphasizes retaining comprehensive
visual information within these contextual regions,
particularly their inherent spatial structures and the
relationships between constituent patches.

The main VLMs used in our experiments typi-
cally process an input image into a grid of visual to-
kens (e.g., 24x24=576 tokens from ViT-L/14 (Rad-
ford et al., 2021)), which maintain spatial corre-
spondence with the original image patches. This
spatial mapping is crucial as it allows CROP to ac-
curately translate identified contextual regions into
specific sets of visual tokens for targeted process-
ing. Losing this explicit mapping, as might occur
in some global pooling or aggressive token merg-
ing strategies, could obscure fine-grained spatial
details vital for many VQA tasks. We instantiate

and evaluate CROP through two distinct strategies:
ILP and PLC. ILP directly removes visual tokens
from non-contextual regions within the early layers
of the main VLMs, requiring no retraining. PLC
employs a lightweight module to compress visual
tokens before they enter the LLM, prioritizing the
fidelity of contextual regional information while
integrating broader context.

3.2 Contextual Region Localization

A lightweight VLM serves as an independent Lo-
calization Module, which pre-identifies contextual
regions to provide guidance to the main VLM. Di-
rect bounding box generation by VLMs can be
challenging, especially across varied image resolu-
tions. However, guiding models to identify broader
regional extents can yield more robust localization.
Inspired by this and approaches like Visual Prompt
Tuning (Yu et al., 2025) and Visual-cot (Shao et al.,
2024), we developed a specialized training dataset
to enhance the Localization Module’s ability to
discern salient information based on spatial layout.

We represent images on an 8x8 grid, as de-
picted in Figure 3. A rectangular contextual region
within this grid is defined by block coordinates
[Tmin, Ymin, Tmazs Ymaz)- These are 0-indexed,
meaning each coordinate can range from 0 to 7
inclusive, and must satisfy 0 < Zpin < Tiae <7
and 0 < Ymin < Ymax <7

We selected the Qwen2VL-2B model (Wang
et al., 2024) as our Localization Module and fine-
tuned it on this curated dataset. This module, re-
quiring approximately 8 hours of training, achieves
high localization accuracy and can be seamlessly
integrated as a plug-and-play component with vari-
ous large VLMs.

3.3 Visual Token Compression

Given the localized contextual regions, CROP im-
plements ILP and PLC. Our experiments primarily
utilize the LLaVA model family (Liu et al., 2023,
2024a), which employs a ViT (Dosovitskiy et al.,
2021) for visual encoding. In such models, an input
image I" is processed by the visual encoder, and its
output features are transformed by a projector (e.g.,
an MLP) into N? visual tokens, XV € RV xdp
These visual tokens are projected into a space com-
patible with the text prompt tokens X', where dj,
is the LLM’s hidden embedding dimension. The
combined multimodal input for the LLM often fol-
lows the structure:

(X7,... X%, X7, ..

XN, XL XS (D
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Function

Dataset

Region Localization (410k)

TextVQA (73k), Flickr30k (136k), DocVQA (33k)
VSR (3k), GQA (88k), Openlmage (43k)
CUB (4k), VIW (30k)

Preserving Instruction Following Ability (200k)

LLaVA Instruction Tuning data(200k)

Table 1: Composition of the training dataset. Our training dataset includes the Region Localization samples used to
train the Localization and Compress Modules, as well as the LLaVA Instruction Tuning data aimed at preserving the
model’s original instruction-following capability. In total, the training dataset comprises 610k samples.

where (X{,..., X%,) is the system prompt, and
(XJi1s- -5 XR,) is the user query.

Inner-LLM Pruning. While some existing meth-
ods for reducing visual tokens in VLMs utilize
cross-modal attention or introduce additional train-
able modules for token selection, our ILP offers
a distinct approach. Our observations, consistent
with existing literature (Chen et al., 2024, 2023),
suggest that VLMs rely more heavily on explicit vi-
sual tokens in their earlier layers, with information
becoming progressively more abstract and multi-
modally fused in deeper layers.

ILP leverages this by using the precise, task-
relevant region information from the Localization
Module. Based on the identified contextual regions,
visual tokens falling outside this area are removed
at a designated early layer K of the VLM, as il-
lustrated in Figure 2(a). This approach is plug-
and-play, as it requires no retraining of the large
VLM. Our experiments validate that this early-
stage, region-guided pruning achieves state-of-the-
art performance on multiple VQA benchmarks,
even on VLMs not specifically adapted for CROP.

Pre-LLM Compression. We hypothesize that
contextual regions contain the most critical visual
information for query resolution. To explore this
while retaining some global context, PLC is de-
signed as an external, trainable compression mod-
ule that prioritizes contextual region fidelity, de-
picted in Figure 2(b).

Visual tokens from the encoder, X7, are first
partitioned into contextual region tokens X*? and
non-contextual region tokens X%, guided by the
Localization Module. We introduce two sets of
learnable queries, Q¥ and Q™*, to compress these
token sets respectively. Positional encodings P(-)
are added to queries and tokens before attention.
Compression is achieved via scaled dot-product

attention (Equations 2 and 3):

k kv\\T
X* = softmax <P(Q )(\deX ) ) P(Xk)
h
. 2
onkv __ P(Qn )(P(Xnkv))T nkv
X" = softmax ( NG ) P(X™") (3)

Here, X*V and X"* are the compressed represen-
tations.

In addition to the compressed representations,
we define anchor tokens X" to preserve fine-
grained details. X" is an 8x8 square patch of 64
tokens, extracted from the original visual encoder
output, centered around the geometric midpoint of
the contextual region X*V. These query the com-
pressed contextual region tokens Xk for contex-
tual integration, followed by a residual connection:

P(X")(P(X*)T

X fused — softmax

> P(X™) 4+ X"

“
The final compressed visual representation X con-
catenates the fused contextual region tokens with
the compressed non-contextual region tokens:

XV = Concat(Xused | xnkv) (5)

This PLC strategy aims to balance substantial token
reduction with the preservation of essential regional
details and broader contextual cues.

4 Experiments

4.1 Training Details

We constructed the training dataset based on the
datasets from LLaVA (Liu et al., 2023) and Visual-
cot (Shao et al., 2024). The composition of this
dataset is detailed in Table 1. All training pro-
cedures for CROP were conducted on a server
equipped with four NVIDIA GeForce RTX A100
GPUs. The training process consists of two main
stages:
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LLaVA-1.5-7B

LLaVA-1.5-13B

Method

GQA MME VQA" SQA VQA™ POPE][ Avg.

GQA MME VQA" SQA VQA™ POPE][ Avg.

Upper Bound, 576 Tokens (100%)

LLaVA-1.5 \61.9 1862 582 69.5 785

859 | 100% | 632 1818 613 728 80.0

859 | 100%

Retain Averaged 192 Tokens (| 66.7%)

FastV 56.5 1786 573 69.5 74.6 79.2 | 955% | 60.3 1807 604 740 77.7 82.3 | 98.0%
SparseVLM | 57.6 1721 56.1 69.1 756  83.6 |958% | 58.7 1768 454 73.1 - 822 |92.1%
PDrop 573 1797 565 692  75.1 823 [962% | 613 1663 60.7 73.6 787 848 |97.6%
VisionZip 593 1783 573 689 768 853 | 97.7% | 59.1 1754 595 735 78.1 85.1 | 97.5%
VisionZipi | 60.1 1834 57.8 682 774 849 |98.4% | 61.6 1790 599 727 786 845 | 98.4%
CROP-ILP | 61.3 1817 574 692 77.7 853 [989% | 62.7 1822 604 742 789  86.2 |99.8%
Retain Averaged 128 Tokens (| 77.8%)
FastV 530 1646 560 69.5 69.2 73.2 1 90.6% | 57.5 1758 58 73.8 743 79.3 | 94.8%
SparseVLM | 56.0 1696 549 67.1 73.8 80.5 |934% | 579 1774 499 69.9 - 81.1 |92.2%
PDrop 57.1 1761 56.6 684 729 823 [952% | 61.0 1490 60.2 733 782 83.6 | 95.4%
VisionZip 57.6 1762 568 689 756 832 [963% | 579 1743 587 740 768 852 |96.7%
VisionZipt | 589 1823 57.0 683 76.6 83.7 |974% | 60.1 1736 592 73.0 77.6 838 |97.0%
CROP-ILP | 60.8 1771 569 69.5 768 844 |97.9% | 61.6 1768 59.4 741 780 858 |98.5%
Retain Averaged 64 Tokens (| 88.9%)
FastV 44.1 1218 50.7 70.0 520 55.6 | 759% | 50.1 1408 522 732 61.1 69.3 | 83.3%
SparseVLM | 52.7 1505 51.8 622 68.2 75.1 | 86.5% | 50.6 1402 227 69.0 - 65.0 | 72.9%
PDrop 475 1561 50.6 69.0 692 559 | 833% | 54.1 1247 553 73.1 70.8 66.1 | 85.0%
VisionZip 55.1 1690 555 69.0 724 770 | 92.7% | 56.2 1676 574 744 737 76.0 | 92.9%
VisionZipi | 57.0 1756 56.0 68.8 74.2 809 [951% | 58.1 1671 585 723 752 81.6 | 94.6%
CROP-ILP | 59.6 1675 549 715 748 83.6 | 96.0% | 604 1708 568 73.8 76.0 84.8 |96.2%
CROP-PLC | 60.3 1634 552 718 750 802 |954% | 61.1 1693 572 739 757 818 |95.8%

Table 2: Performance of CROP on LLaVA-1.5 compared to existing methods under three different pruning
ratios. The bold numbers indicate the best performance achieved by each MLLM, and the underline numbers are
the second best. Specifically, VisionZipirefers to fine-tuned version of VisionZip, where the projector has been
fine-tuned to align the pruned visual tokens with the semantic space of the LLM.

Stage 1: Localization Module Training The
Qwen2VL-2B model was fine-tuned to function as
the Localization Module. During this stage, the
visual encoder of Qwen2VL-2B was kept frozen,
while all other components were trained on our Re-
gion Localization data and Preserving Instruction
Following Ability data. Fine-tuning was performed
for 2 epochs using the AdamW optimizer with a
learning rate of 2e-5. This stage typically com-
pleted in approximately 12 hours.

Stage 2: Pre-LLM Compression Module and
VLM Co-Fine-tuning For the PLC strategy,
the LLaVA-1.5 model was co-fine-tuned with the
newly introduced PLC components. As in Stage
1, LLaVA’s visual encoder remained frozen. The
learnable parameters of the PLC module, along
with LLaVA’s projector and LLM backbone, were
jointly optimized. This co-fine-tuning utilized our
complete training set. Specifically, Region Local-
ization samples with ground truth bounding box
annotations were used to train the compression
module and help the LLM adapt to the compressed

visual inputs, while the LLaVA Instruction Tun-
ing data was used to preserve the model’s origi-
nal instruction-following capability. Fine-tuning
was conducted for 2 epochs using the AdamW op-
timizer with a learning rate of le-5. This stage
typically required approximately 26 hours.

4.2 Experimental Setup

We evaluated our CROP method on LLaVA-1.5-7B
and LLaVA-1.5-13B, conducting extensive abla-
tion studies to verify the importance of contextual
region preservation for model perception. Experi-
ments were performed across multiple benchmarks
(see Appendix for dataset and metric details), with
all evaluations adhering to official dataset guide-
lines and LLaVA’s metrics.

For the ILP strategy, pruning was implemented
at layer K=2 of the target VLM. Based on the criti-
cal regions identified by our Localization Module,
visual token pruning rates were averaged to 66.7%,
77.8%, and 88.9% across the test set. A crucial as-
pect of this setup is that the retained tokens consis-
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tently form continuous rectangular image regions.

For the PLC strategy, the number of learn-
able queries for contextual regions Ngr and non-
contextual regions N« were configured to 64 and
4, respectively. The number of anchor-preserved
tokens NN, from the contextual region was set to 64.

4.3 Main Results

Results on LLaVA-1.5. The primary perfor-
mance metrics of CROP are presented in Table 2.
Across the tested pruning ratios, CROP consistently
maintained robust visual comprehension capabil-
ities, achieving SOTA results on several bench-
marks.

With the ILP strategy, at a 66.7% visual token
pruning rate, LLaVA-1.5-7B and LLaVA-1.5-13B
retained 98.9% and 99.8% of their respective base-
line performances. Even under a more aggres-
sive 88.9% pruning rate, these models maintained
96.0% and 96.2% of their original efficacy. No-
tably, these ILP results were achieved without any
fine-tuning of the LLaVA models.

Our PLC strategy, evaluated on LLaVA-1.5,
demonstrated 95.4% and 95.8% performance re-
tention relative to its baseline at an 88.9% visual
token pruning rate. These findings strongly validate
the effectiveness of CROP, underscoring the bene-
fits of preserving contextual regional information
in visual token compression.

Results on LLaVA-NeXT. To further validate
the effectiveness of the proposed CROP framework,
we conduct experiments on the LLaVA-NeXT se-
ries of models. Unlike LLaVA-1.5, LLaVA-NeXT
partitions each input image into four sub-images,
which are then processed alongside the original
image by the visual encoder—effectively increas-
ing the input to five images per instance. While
this design enhances visual perception, it also in-
troduces substantial redundancy and computational
overhead. To improve inference efficiency, we ap-
ply contextual region-based pruning to the visual
tokens encoded from both the original image and
its sub-images. We evaluate CROP under three
different token retention settings to systematically
assess its performance advantages. As shown in Ta-
ble 3, our proposed CROP framework consistently
maintains strong performances.

4.4 Efficiency Analysis

Owing to the workflow design of CROP, the Local-
ization Module and the VLM backbone operate rel-

Method  |GQA MME VQAT SQA VQA"?|RelAcc
Upper Bound, 576 Tokens (100%)
LLaVA-NeXT| 64.2 1842 613 702 80.1 | 100%

Retain Averaged 640 Tokens (| 77.8%)

FastV 62.0 1807 60 69.1 79.5 |98.0%
SparseVLM | 60.3 1772 57.8 67.7 77.1 |95.4%
VisionZip 61.3 1787 60.2 68.1 79.1 |97.3%
VisionZip# 624 1778 60.8 67.9 799 |97.9%
CROP-ILP |63.2 1768 60.0 69.6 80.0 |98.3%
Retain Averaged 320 Tokens (| 88.9%)
FastV 549 1539 548 682 69.6 |88.5%
SparseVLM | 57.7 1694 559 67.3 734 |92.1%
VisionZip 59.3 1702 589 673 762 |94.4%
VisionZip# 61.0 1770 593 675 784 |96.4%
CROP-ILP | 62.0 1749 59.1 69.1 78.7 |96.9%
Retain Averaged 160 Tokens (| 94.4%)
FastV 493 1496 475 679 68.2 |83.5%
SparseVLM | 51.2 1542 464 67.5 663 |83.6%
VisionZip 55.5 1630 56.2 68.3 714 |90.6%
VisionZipi 582 1699 573 675 756 |93.4%
CROP-ILP | 60.2 1668 57.7 68.7 76.1 |94.3%

Table 3: Performance of CROP-ILP with LLaVA-NeXT-
7B on Various VLM Benchmarks. The bold values
indicate the best performance.

atively independently during inference. While the
Localization Module introduces a non-negligible
number of parameters, it remains lightweight com-
pared to the VLM backbone and achieves faster
inference. Consequently, when handling multiple
batches or video streams, the VLM backbone only
needs to wait for the Localization Module once, typ-
ically during the first batch. After this initial step,
the localization module and the VLM backbone can
process subsequent inputs in parallel. Thanks to
this “ahead-of-time prediction” property, the VLM
backbone is freed from serial waiting for localiza-
tion outputs, thereby reducing overall latency. Fol-
lowing the efficiency analysis setup of prior work,
we mainly measured image encoding time, KV
cache load time, and transformers forward time,
while excluding model loading time and other over-
heads. To validate this claim, we conducted speed
benchmarking experiments on the LLaVA-NeXT
model. As shown in the Table 4, our ILP method ac-
celerates LLaVA-NeXT-13B by more than twofold
and even surpasses the speed of the smaller LLaVA-
NeXT-7B. These results demonstrate the effective-
ness of CROP in enhancing efficiency.

S Analyses and Discussion

Previous visual token compression methods have
largely overlooked the importance of preserving
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" P mag - ball made of rubber?

on the left side of the picture?

Prompt:
Identify the region that can
help you answer the question.

Who is about to hit the tennis

Which color is the person that is

Is the clock to the right of the

lady near the tennis ball? bcalcoinzanyiuadel heiba

- @

Is the tennis net rectangular
and small?

What is the lady that is not
antique playing with?

query-based key region localization

Figure 4: Qualitative examples of query-based contextual region localization by our Localization Module. For
different questions, the module identifies specific, contiguous regions (highlighted) crucial for answering, demon-
strating focused attention compared to potentially diffuse attention in other methods.

Method |GQA MME VQA™ SQA VQAY

Method  [GQA MME VQA" SQA POPE |RelAcc

Upper Bound, 576 Tokens (100%)
LLaVA-NeXT-7B [3356s 606s 1611s 874s 2336s
LLaVA-NeXT-13B|5394s 953s 2497s 1349s 3671s

Retain Averaged 640 Tokens (] 77.8%)

FastV 2857s 516s 1401s 860s 1928s
CROP-ILP 2833s 497s 1400s 850s 1861s
Retain Averaged 160 Tokens (| 94.4%)

FastV 1973s 350s 1029s 580s 1303s
CROP-ILP 2028s 355s 1066s 592s 1330s

Table 4: Efficiency analysis of CROP-ILP on LLaVA-
NeXT-13B. The table reports the total inference time
on multiple VQA benchmarks, comparing the baseline
LLaVA-NeXT-7B/13B with FastV and our CROP-ILP
applied to LLaVA-NeXT-13B.

contextual regions during compression. This sec-
tion analyzes the impact of our CROP strategy
on model perception and understanding, and fur-
ther evaluates the effectiveness of our Localization
Module.

5.1 Localization Module’s Token Selection

To validate the efficacy of our Localization Mod-
ule, we conducted experiments on LLaVA-1.5-7B.
Using the contextual regions identified by the mod-
ule, we derived the corresponding visual token in-
dices. Tokens outside these contextual regions were
pruned entirely before being fed to the LLM, an
approach we denote as prune. We tested this at
visual token pruning rates of 66.7%, 77.8%, and
88.9%.

As shown in Table 5, even when relying solely
on visual information from these localized contex-

Upper Bound, 576 Tokens (100%)
LLaVA-1.5 | 61.9 1862 582 69.5 859 | 100%
Retain Averaged 192 Tokens (] 66.7%)

prune 58.7 1735 56.8 69.2 854 | 96.9%
CROP-ILP| 61.3 1817 574 69.2 853 |98.8%
Retain Averaged 128 Tokens (| 77.8%)
prune 579 1734 562 69.6 84.6 | 96.4%
CROP-ILP| 60.8 1771 569 69.5 844 |979%
Retain Averaged 64 Tokens (] 88.9%)
prune 55.0 1625 54.1 699 83.8 | 93.4%
CROP-ILP| 59.6 1675 549 71.5 83.6 |96.2%

Table 5: Performance of LLaVA-1.5-7B with "prune"
Guided by the Localization Module. Results are shown
across various VQA benchmarks and pruning rates,
compared to baseline LLaVA-1.5-7B and representa-
tive discrete token pruning methods. The bold values
indicate the best performance.

tual regions, the model maintained robust perfor-
mance. Notably, this simple region-only approach
surpassed several meticulously designed discrete
token pruning strategies. These results indicate
two key findings: (1) our Localization Module ac-
curately identifies critical, query-relevant regions
across diverse benchmarks, and (2) retaining tokens
from these contextual regions preserves the major-
ity of essential visual information more effectively
than discrete token selection methods.

5.2 Visual Token Selection Strategies

Discrete token pruning strategies, especially those
reliant on cross-modal attention, can suffer from at-
tention diffusion. This may lead to the retention of
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Method  |GQA MME VQAT SQA POPE|RelAce

Upper Bound, 576 Tokens (100%)
LLaVA-1.5 | 619 1862 582 69.5 859 | 100%
Retain Averaged 64 Tokens (] 88.9%)

564 1593 523 67.6 81.2
60.3 1634 56.2 71.8 83.7

wlo X"
CROP-PLC

91.7%
96.5%

Table 6: Ablation Study on the Impact of Anchor-
Preserved Tokens X" in the PLC Strategy on LLaVA-
1.5-7B. Performance is compared between the full
CROP-PLC and CROP-PLC(w/o X"). The results
demonstrate that when the anchor tokens X" are dis-
carded, the model’s performance declines as it then
processes visual tokens from the key region that are
effectively more fragmented. The bold values indicate
the best performance.

spatially disjointed or peripherally relevant visual
tokens that offer limited effective visual guidance.
In contrast, CROP’s approach, by identifying and
preserving contextual regions as illustrated in Fig-
ure 4, inherently leverages the contiguity of visual
objects and query-specific context. This method
focuses the selection on principal visual elements
relevant to the query, maintaining spatial coherence
and naturally filtering out irrelevant background or
edge information. Consequently, CROP yields a
more compact and semantically rich set of visual
tokens, leading to the improved performance reten-
tion validated in our main results.

5.3 Impact of Contextual Region Preservation
on Perception

To further quantify the importance of explicitly pre-
serving contextual regional information within our
PLC framework, we conducted an ablation study
on LLaVA-1.5-7B. We trained a variant of the PLC
architecture that omits the anchor-preserved tokens
X" and the associated fusion step (Equation 4).
In this ablated setup, the visual input to the LLM
comprised only the concatenated compressed rep-
resentations from contextual regions X*v and non-
contextual regions Xnkv,

As detailed in Table 6, removing the anchor-
preserved tokens X" led to a notable performance
decrease of approximately 5% on average across
benchmarks when compared to the full PLC strat-
egy. Furthermore, this ablated PLC variant some-
times underperformed the simpler "prune" strategy
(Section 5.1). This finding strongly supports our
assertion that explicitly preserving a core set of
coherent regional tokens, via mechanisms like the
X7 fusion in PLC, is crucial for maintaining the

model’s perceptual capabilities, especially under
aggressive token compression. This finding sug-
gests that for VLMs, preserving the structural in-
tegrity of key visual information is as critical as
retaining individual, semantically important tokens.
This insight—that spatial coherence matters—is a
key consideration that could inform the design of
future token reduction techniques.

6 Conclusion

This work addresses the computational inefficiency
in VLMs caused by excessive visual tokens. We
introduced CROP, a framework that dramatically re-
duces token count by first identifying and then pre-
serving contiguous, query-relevant visual regions.
Our experiments demonstrate that CROP signifi-
cantly outperforms existing methods. Notably, our
training-free ILP strategy achieves competitive per-
formance, offering an efficient drop-in solution for
existing VLMs. Our findings underscore a critical
principle for future VLM design: preserving the
spatial integrity of key visual information is essen-
tial for building efficient and perceptually robust
models.

Limitation

Despite the remarkable efficiency demonstrated by
CROP, particularly with its training-free ILP strat-
egy, the computational gains are primarily observed
during inference. The initial fine-tuning of the PLC
module, while a one-time cost, does add to the
overall model development pipeline. Future work
might explore methods to further streamline this ini-
tial training phase or develop entirely training-free
compression strategies, both internally and exter-
nally, such as meta-learning universal compression
approaches that require minimal to no task-specific
fine-tuning, thereby achieving even more efficient
and true "zero-shot" compression.
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Appendix

A Template of the Training Data
Examples

We now describe our training data format. Both
the Localization Module and the PLC strategy’s
compression module are trained using examples
where contextual regions are defined by the 8x8
grid-based block coordinates presented in Section
3.2. Table 1 provides further details on the datasets
used.

Template of Training Example for Region
Selection Token

User: <image> <question> Please identify the re-
gion that can help you answer the question better.
Assistant: <x_min> <y _min> <X_max>
<y_max>.

B Details of Evaluation Benchmarks

In this section, we provide a brief overview of the
benchmarks used in our experiments.

GQA (Hudson and Manning, 2019) serves as a
benchmark for evaluating visual scene understand-
ing and reasoning capabilities. It utilizes a combi-
nation of images, associated questions, and scene
graphs, specifically testing a model’s ability to
grasp spatial relationships and object properties
within intricate visual contexts.

MME (Fu et al., 2024) offers a comprehensive as-
sessment of model performance across 14 distinct
subtasks, which investigate both perceptual abili-
ties and cognitive skills. The benchmark employs
meticulously designed instruction-answer pairs to
ensure an equitable and thorough evaluation of
a model’s multimodal competence. The final re-
ported score represents the aggregate of the percep-
tion and cognition scores.

TextVQA (Singh et al., 2019) is designed to gauge
a model’s capacity to interpret and reason about tex-
tual elements found within images. By demanding
the synthesis of visual and textual data, it stands as
an important benchmark for assessing text-oriented
reasoning in visual environments. For concise-
ness in our experimental tables, we refer to it as
“VQA™”.

ScienceQA (Lu et al., 2022) encompasses a broad
range of scientific disciplines, including natural,
language, and social sciences. Its questions are
structured into 26 topics, 127 categories, and 379

skills. This benchmark evaluates a model’s multi-
modal comprehension, aptitude for multi-step rea-
soning, and its interpretability, thus offering a ro-
bust framework for assessing the application of sci-
entific knowledge in visual contexts. In our exper-
iments, we focus exclusively on the image-based
samples, denoted as “SQA!” in the experimental
tables.

VQA-v2 (Goyal et al., 2017) is a comprehensive
benchmark consisting of 265,000 images that cap-
ture real-world scenes and objects. Each image
is presented with open-ended questions, and for
each question, ten ground truth answers provided
by humans are available.

POPE (Yue et al., 2024) is focused on evaluating
object hallucination by presenting binary questions
concerning the existence of objects in images. It
utilizes metrics such as Accuracy, Recall, Preci-
sion, and F1 score, applied over three different
sampling methodologies. The score reported re-
flects the mean accuracy across these three meth-
ods: adversarial, random, and popular.

C Benchmarks and Metrics for
Evaluation

The benchmarks utilized in our study, along with
their respective evaluation metrics, adhere to the
official guidelines provided by each benchmark
and the official evaluation scripts from the LLaVA
model. For the VQA datasets, we assessed the
zero-shot question-answering performance using
a single input image. All results reported in this
paper are averaged across multiple experimental
runs.

D More Experimental Results

D.1 Results on Qwen

After demonstrating the effectiveness of the CROP
framework on the LLaVA family of models, we fur-
ther evaluate its performance on the Qwen series.
The Qwen2-VL model adaptively determines the
number of visual tokens based on the resolution
of the input image, allowing it to process high-
resolution inputs and exhibit strong visual under-
standing capabilities. As shown in Table 7, we eval-
uate the performance of CROP-ILP under four dif-
ferent token retention settings. Even with pruning
rates ranging from 50% to 77.8%, Qwen2-VL-7B
retains between 98.1% and 95.8% of the original
performance. These results demonstrate the effi-
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Method [GQA MME VQA' SQA POPE|RelAcc  Method |GQA MME VQAT SQA POPE|RelAcc
Dynamic Number of Tokens (100%) Upper Bound, 576 Tokens (100%)
Qwen2-VL [61.58 2269 83.92 84.34 88.35| 100% LLaVA-1.5 61.94 1862 58.20 69.54 85.93 | 100%

Retain Averaged 50% Tokens

FastV 55.50 2251 79.90 78.90 82.99 | 94.4%
CROP-ILP |61.37 2143 81.80 83.42 88.41 | 98.1%
Retain Averaged 40% Tokens
FastV 55.58 2216 76.52 77.46 81.16 | 92.6%
CROP-ILP | 60.67 2066 81.61 83.07 88.23 | 97.0%
Retain Averaged 33.3% Tokens
FastV 54.64 2174 73.12 75.13 80.36 | 90.3%
CROP-ILP|60.21 2050 80.61 82.62 88.06 | 96.4%
Retain Averaged 22.2% Tokens
FastV 5330 2041 71.56 72.84 76.15 | 86.9%
CROP-ILP [59.85 2013 80.34 82.60 87.86 | 95.8%

Table 7: Performance of CROP-ILP with Qwen2-VL-
7B on Various VLM Benchmarks. The bold values
indicate the best performance.

ciency and robustness of our method on the Qwen
architecture, and further highlight the strong gener-
alization ability of the proposed CROP framework
across diverse multimodal model families.

D.2 Ablation Study on the Pruning Layer

In the aforementioned CROP-ILP experiments, we
set the pruning layer K=2 to ensure a fair compar-
ison with other methods that prune visual tokens
in the early layers of the model. To further exam-
ine the impact of pruning at different layers, we
conducted an ablation study on LLaVA-1.5-7B us-
ing the ILP method, where the visual tokens were
pruned to an average of 64. As shown in the Ta-
ble 8, increasing K allows the VLM to retain more
visual information, resulting in a general improve-
ment in overall performance, and in fact, pruning at
the top layers can even lead to performance gains.
On the other hand, pruning in the early layers yields
substantial efficiency improvements but inevitably
introduces minor performance drops. In practical
scenarios, one may balance these trade-offs and
select an appropriate pruning layer K according to
the application requirements.

D.3 Robustness of the Localization Module

To validate the robustness of our Localization Mod-
ule, we randomly selected 3000 samples from
TextVQA set and manually annotated the ground
truth regions. In the following, GT" denotes the
manually labeled ground truth region, and Pred
denotes the region predicted by our Localization
Module. We used Area-based Recall to quantify

Retain Averaged 64 Tokens (| 88.9%)
CROP-ILP(K=32)|61.96 1866 58.18 70.95 85.93 (100.5%
CROP-ILP(K=31)|61.94 1869 57.92 70.95 85.99 [100.4%
CROP-ILP(K=30)|61.99 1855 58.04 70.97 86.01 |100.3%
CROP-ILP(K=25)|61.97 1854 57.77 70.97 86.09 [100.2%
CROP-ILP(K=20)|61.63 1871 57.48 70.93 86.09 [100.2%
CROP-ILP(K=15)|61.35 1869 56.60 71.00 85.84 | 99.7%
CROP-ILP(K=10)|60.11 1749 55.78 70.88 83.68 | 97.2%
CROP-ILP(K=7) |59.92 1775 54.80 71.47 84.28|97.4%
CROP-ILP(K=5) [59.62 1713 54.59 71.47 83.71|96.5%
CROP-ILP(K=3) |59.58 1670 54.46 71.23 83.69|95.9%
CROP-ILP(K=2) [59.59 1675 54.92 71.54 83.57|96.1%
CROP-ILP(K=1) [59.62 1665 54.24 70.88 83.55|95.6%
prune 55.03 1625 54.13 69.92 83.84 | 93.5%

Table 8: Ablation study on the pruning layer K in the
LLaVA-1.5-7B model. The results demonstrate that
applying the CROP-ILP method for pruning across dif-
ferent layers of the model largely preserves its original
performance.

Sample Count Mean Recall Recall >0.5 Recall >0.7 Recall >0.9
3000 0.9477 2871 2802 2706

Table 9: The Area-based Recall value of the contextual
region localized by the Localization Module.

localization quality, which is defined as the ratio
of the intersection area between GT' and Pred to
the area of GT'. This metric reflects how accurately
the predicted region capture the true relevant visual
context. As shown in the Table 9, the results show
that our Localization Module achieves high per-
ception accuracy, with strong overlap between the
predicted and human-annotated contextual regions.

To measure how localization quality affects
model performance, we selected two alternative
regions in each image: a center region(Center)
and a randomly chosen region(Random), both re-
sized to the same size as the predicted region. We
then applied ILP pruning with pruning layer K =
2 on several VLMs. The results are shown in the
Table 10.

They demonstrate that localization quality has
a substantial impact on pruning performance. The
predicted regions from our Localization Module
closely match the performance of GI' regions,
whereas the C'enter and Random regions cause
significant drops in model performance.
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LLaVA-1.5-7B baseline GT  Pred Center Random
52.32 5320 53.14 4735 45.76
LLaVA-1.5-13B baseline GT  Pred Center Random
55.90 55.85 5581 49.78 48.47
Qwen2VL-7B baseline GT Pred Center Random
83.75 8193 81.72 66.44 62.67

Table 10: The performance of the CROP-ILP strategy on
LLaVA and Qwen models with different region selection
strategies.

E More Visualized Results

In this section, we present several visual examples
of the CROP method to provide a more intuitive
understanding of the importance of contextual re-
gions in visual token pruning. All experiments are
conducted using LLaVA-1.5-7B as the base Visual
Language Model. We have gathered a collection
of both successful and unsuccessful cases, includ-
ing those involving routine questions, questions
involving object relationships, and more global
questions. Overall, in the majority of cases, CROP
and the LLaVA model demonstrated consistent per-
formance. In tasks where contextual regions are
crucial, we found that by helping the VLM locate
the key information, it was able to correctly an-
swer questions that would otherwise be incorrectly
answered, even after pruning most of the visual
tokens. This is because we effectively eliminated
unnecessary visual distractions, allowing the VLM
to focus on the key visual entities, as shown in
Figure 5.

However, for tasks involving object relation-
ships, the VLM requires awareness of multiple
objects or parts of them to provide correct answers.
If too much visual information is discarded, it im-
pairs the VLM’s judgment. We present both suc-
cessful and unsuccessful cases in this regard. In
the three examples at the bottom of Figure 5, the
questions involve two objects. Our Localization
Module preserved the most critical information in
the contextual region, retaining only part of the ob-
jects involved in the relationships. Despite this, the
VLM was still able to make the correct judgment
and answer accurately. In contrast, in the example
shown in Figure 6, the VLM lost too much object
information, preventing it from making an accurate
judgment and resulting in an incorrect answer.

Furthermore, for tasks requiring global infor-
mation, the VLM is likely to provide an incorrect
answer if the contextual region does not encom-

pass the necessary global context, as shown in Fig-
ure 7. To address these types of problems, we will
explore the use of multiple contextual regions in
future work, which will enhance the granularity of
localization and help the VLM retain key visual
objects as well as global visual information.
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Q: Here is a picture of

cherry tomato?

LLaVA: Yes X

CROP: No 2

Q: What does the man
hold?

LLaVA: Ball X

CROP: Baseball

Q: What business's are
located here?

LLaVA: Airpon
business centre

CROP: Airport
business centre

Q: Which color is the
car on the left of the
picture?

LLaVA: Silver X

CROP: Gray

Q: Is the brown
elephant in front of
the gray elephant?
| LLaVA: Yes X

CROP: No 2

eating fruit. Am | eating a

4

the collar of the jacket?

LLaVA: Debabar X

CROP: Kutxa

Q: What brand radio is
this?

g

LLaVA: Tecsun X

. CROP: Techun 2

Q: What type of beer
is in green?

LLaVA: Epic X

CROP: Pale ale

Q: Who is in front of
the post?
LLaVA: Man X

CROP: Woman 2

the crate?
LLaVA: Bottle X

CROP: Blender 4

Q: What is sitting atop

Q: The chair that is not
uncomfortable has what
color?

LLaVA: Blue X

CROP: Brown

Q: What brand soda is
in the bottle?

- LlavA: Persi X

| CROP: Pepsi

Q: Who is sitting on
the chair in front of
the table?

LLaVA: Man X

CROP: Woman

Q: Does the bridge
look green?

LLaVA: No X

CROP: Yes

Q: Is the man behind
or in front of the net?

LLaVA: Front X

CROP: Behind 2

Figure 5: Examples of the CROP-ILP strategy applied to the LLaVA-1.5-7B model, including some routine questions
and questions involving object relationships. The responses of both the base LLaVA model and the LLaVA model
using CROP are presented, with check marks and cross marks indicating whether each response is correct or
incorrect.
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1
Q: Are the pedestrians on
the left of the bus?

LLaVA: No

CROP: Yes X

Q: Are there both
bottles and cups in the
picture?

LLaVA: Yes

CROP: No X

’

Q: Is the motorcycle on th
left side of the bus?

ﬁi LLaVA: No

CROP:

e Q: Is the car to the left!
or to the right of the !
cart?

LLaVA: Right

CROP: Left X

Yes X

o «» B

Q: Is the hydrant on the
right?

LLaVA: No

CROP: Yes X

Q: Does the pillow

have striped pattern

and white color?
LLaVA: No

CROP: Yes X

Figure 6: Examples of the CROP-ILP strategy applied to the LLaVA-1.5-7B model, including some questions
involving object relationships. The responses of both the base LLaVA model and the LLaVA model using CROP are
presented, with check marks and cross marks indicating whether each response is correct or incorrect.

Q: Does the remote
have the same color
# as the shirt?

L |

Q: Is it appropriate to
only wear short
sleeves during the
season in the picture?
LLaVA: No

CROP: No 2

L= =

: Q: Is this an image of
Leschi Park?

' LLaVA: No

CROP: Yes X

Figure 7: Examples of the CROP-ILP strategy applied to the LLaVA-1.5-7B model, including some questions
requiring global information. The responses of both the base LLaVA model and the LLaVA model using CROP are
presented, with check marks and cross marks indicating whether each response is correct or incorrect.
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