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Abstract

The responsible deployment of Large Lan-
guage Models (LLMs) necessitates rigorous
safety evaluations. However, a critical chal-
lenge arises from inconsistencies between an
LLM’s internal refusal decisions and external
safety assessments, hindering effective valida-
tion. This paper introduces the concept of the
’refusal gap’ to formally define these discrepan-
cies. We then present a novel, refusal-aware red
teaming framework designed to automatically
generate test cases that expose such gaps. Our
framework employs ’refusal probes’, which
leverage the target model’s hidden states, to
detect internal model refusals. These are subse-
quently contrasted with judgments from an ex-
ternal safety evaluator. The identified discrep-
ancy serves as a signal to guide a red-teaming
model in crafting test cases that maximize this
refusal gap. To further enhance test case diver-
sity and address challenges related to sparse
rewards, we introduce a hierarchical, curiosity-
driven mechanism that incentivizes both re-
fusal gap maximization and broad topic explo-
ration. Empirical results demonstrate that our
method significantly outperforms existing rein-
forcement learning-based approaches in gener-
ating diverse test cases and achieves a substan-
tially higher discovery rate of refusal gaps.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in natural language
understanding and generation, catalyzing signifi-
cant advances across diverse applications (Naveed
et al., 2023). However, their widespread deploy-
ment also exposes critical safety vulnerabilities that
current alignment methodologies do not fully ad-
dress (Leike et al., 2018). A cornerstone of respon-
sible LLM deployment lies in ensuring their align-
ment with established safety standards, a process

*Corresponding author.

typically reliant on external safety evaluators. Ide-
ally, an LLM’s internal refusal mechanisms should
operate in concert with these evaluators, serving
as faithful proxies for gold-standard safety bench-
marks.

A significant challenge emerges from the poten-
tial incongruity between an LLM’s internal safety
mechanisms—manifested primarily as refusal be-
haviors—and external safety evaluators, which are
standalone systems designed for content safety as-
sessment. This discrepancy, termed the refusal
gap (Liang et al., 2025) (conceptually illustrated
in Figure 1), presents a critical safety vulnerability.
If an LLM fails to refuse content that an external
evaluator deems harmful (a false negative from the
LLM’s perspective), it may inadvertently produce
undesirable outputs. Conversely, if an LLM pre-
emptively refuses benign content that an evaluator
considers safe (a false positive), such behavior di-
minishes utility and degrades user experience. Fur-
thermore, an LLM’s excessive caution in obvious
scenarios might lead to neglecting more subtle, la-
tent safety issues, thereby inadvertently preserving
other vulnerabilities. Mitigating this refusal gap is
therefore crucial for developing genuinely robust
and trustworthy LLMs.

Contemporary LLM testing frameworks predom-
inantly employ red teaming (Perez et al., 2022;
Zhang et al., 2024; Nöther et al., 2025), a process
wherein human evaluators or automated systems
devise adversarial test cases to elicit unintended or
harmful responses from target LLMs (Perez et al.,
2022; Ganguli et al., 2022). While these method-
ologies are vital for iterative safety improvements,
existing approaches often focus on eliciting harm-
ful content as judged by a single evaluator or ex-
ploring general vulnerabilities. For instance, Perez
et al. (2022) utilize reinforcement learning for this
purpose, while CRT Hong et al. (2024) and DiveR-
CT (Zhao et al., 2025) leverage curiosity-driven
exploration to generate diverse harmful prompts.
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Figure 1: Conceptual Illustration of the Refusal Gap.
(a) The refusal gap is visualized by contrasting the target
model’s refusal region (yellow) with the safety evalua-
tor’s refusal region (red). Green dots indicate consensus.
The non-overlapping yellow or red areas represent the
refusal gap. (b) The bar chart compares F1 scores of
different models and evaluators on refusal identification.
Differentiated F1 scores indicate distinct capabilities in
correctly identifying refusals.

Crucially, these approaches do not systematically
target the discovery and nuanced characterization
of refusal gaps—the explicit discrepancies between
a model’s autonomous refusal behavior and an ex-
ternal evaluator’s assessment.

To address this specific challenge, we introduce
a novel refusal-aware red teaming framework de-
signed to systematically uncover and characterize
these refusal gaps. Our methodology employs rein-
forcement learning to train a dedicated red-teaming
LLM tasked with generating test cases that max-
imize the observable refusal gap. This process
involves identifying the target model’s intrinsic re-
fusal tendencies and comparing them against the
judgments of external evaluators. The resulting test
cases serve as diagnostic tools, enabling a deeper
understanding of both the LLM and the evaluator
by precisely pinpointing areas of judgmental diver-

gence.
A key innovation of our work is the conceptual-

ization of the refusal gap as a distinct, quantifiable,
and critical objective for red teaming. While prior
research, such as Perez et al. (2022), pioneered
the use of reinforcement learning in red teaming,
and CRT (Hong et al., 2024) introduced sophisti-
cated curiosity mechanisms to enhance prompt di-
versity, our framework uniquely re-envisions these
concepts to focus explicitly on the incongruity be-
tween model refusal and evaluator adjudication.
Directly optimizing for the refusal gap, while tar-
geted, may lead to limited diversity in test cases and
can be hindered by sparse reward signals. There-
fore, we introduce a hierarchical curiosity-driven
mechanism operating on two levels: it primarily
rewards prompts that reveal model-evaluator incon-
sistencies (maximizing the gap), and secondarily
encourages exploration of diverse semantic topics
and linguistic structures where such gaps mani-
fest. This hierarchical approach prevents the red-
teaming agent from fixating on trivial or repetitive
cases, ensuring a broader discovery of the varied
forms the refusal gap can take, thereby enhanc-
ing test case diversity while pursuing the primary
optimization objective.

In summary, our contributions are threefold:

1. We introduce the concept of the refusal gap
to denote the incongruity between an LLM’s
refusal behavior and an external safety evalua-
tor’s adjudication. We are the first to system-
atically operationalize this gap as a primary
and quantifiable objective for red teaming.

2. We propose a refusal-aware red teaming
methodology leveraging reinforcement learn-
ing, specifically focused on maximizing this
refusal gap. To facilitate comprehensive dis-
covery, we introduce a hierarchical curiosity-
driven mechanism that encourages diversity
in test cases, designed to unearth varied in-
stances of model-evaluator disagreement.

3. Through rigorous experimentation, we demon-
strate that our approach significantly outper-
forms existing methods in generating diverse
test cases that expose inconsistencies between
LLMs and safety evaluators.

2 Related Works

LLM Alignment. The alignment of large language
models (LLMs) with human values and intentions
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is a critical area of research, especially as LLMs are
increasingly deployed in real-world applications
with significant safety implications (Christiano
et al., 2017). Early approaches to LLM alignment
relied on manual analysis and rule-based systems,
which proved insufficient to handle the complexity
of modern LLMs (Chen et al., 2023). Recently,
Reinforcement Learning from Human Feedback
(RLHF) has emerged as the dominant paradigm for
aligning LLMs with human preferences (Ouyang
et al., 2022). The standard RLHF pipeline typically
comprises three stages: supervised fine-tuning (Xia
et al., 2024), reward modeling (Lambert et al.,
2024), and policy optimization, often via Proxi-
mal Policy Optimization (PPO) (Schulman et al.,
2017). However, the inherent complexity of on-
line preference optimization algorithms (Qi et al.,
2024) has prompted research into more efficient
offline alternatives that eliminate the need for re-
ward model learning (Zhong et al., 2024). These
methods focus on enhancing model behavior and
safety through learning from human feedback, a
crucial component for aligning LLMs with desired
outcomes.

LLM Red Teaming. Red teaming, which in-
volves simulating adversarial attacks to uncover
model vulnerabilities, is an essential technique for
evaluating LLM safety. These methods range from
manual red teaming, in which human experts craft
adversarial prompts (Wei et al., 2024), to automated
techniques that utilize genetic algorithms (Liu et al.,
2023) or red teaming language models (Perez et al.,
2022) to generate adversarial inputs. Recent work
has highlighted the effectiveness of automated red
teaming, particularly in identifying jailbreaking
vulnerabilities (Anil et al., 2024). For example,
MART combines reward functions and novelty re-
wards to enhance the diversity and effectiveness of
test cases, successfully identifying security flaws
in LLMs that have undergone human preference
fine-tuning (Ge et al., 2023). Our approach builds
upon these automated frameworks but introduces a
novel objective that explicitly targets the misalign-
ment between model refusal behavior and safety
evaluator judgments. In contrast to prior work,
which largely focuses on binary success/failure
metrics for jailbreaking, we center on the nuanced
discrepancies between the target modelś behavior
and safety evaluator expectations.

Refusal Mechanisms in LLMs. Refusal mech-
anisms play a crucial role in LLM safety, aiming to
prevent the generation of harmful or inappropriate

content. However, the effectiveness of these mech-
anisms varies, and robust evaluation methods are
needed to assess their performance. Recent studies
have explored the role of refusal mechanisms in
LLMs. For example, (Zheng et al., 2024) and (Zou
et al., 2023a) use contrastive sample pairs (harm-
ful vs. harmless inputs) to analyze how models
represent "harmfulness," noting that these represen-
tations differ from those of "refusal." The work by
(Zheng et al., 2024) also demonstrates that safety
prompts can induce shifts in model activations in
specific directions. Furthermore, (Li et al., 2024)
identifies a "safety pattern" within the neural acti-
vations and adjusts refusal behavior by selectively
zeroing out neuron activations. Other works have
investigated the use of fine-tuning and reinforce-
ment learning to improve refusal behavior (Arditi
et al., 2024). Our work extends these works by aim-
ing to evaluate and expose vulnerabilities within
refusal mechanisms.

3 Method

We introduce a refusal-aware red teaming frame-
work meticulously designed to systematically in-
terrogate the divergence between a target model’s
behavioral outputs and its associated safety eval-
uations. As depicted in Figure 2, our framework
leverages specialized red team models to synthe-
size test cases. This synthesis enables a rigorous
identification and characterization of discrepancies
between the model’s intrinsic safety mechanisms
and the extrinsic assessments provided by external
evaluator systems.

3.1 Problem Formulation
We first delineate the problem setup before present-
ing the red teaming objective. We formalize red
teaming as a multi-objective optimization problem
aimed at systematically mitigating the refusal gap.
Given a target Large Language Model (LLM) pθ
and a safety evaluator Cϕ, we define the following
components:
Refusal Probe. Let R ⊆ V denote the set of re-
fusal tokens, including tokens that typically initiate
a refusal. For an input prompt x and a generated
response y, the refusal probe PR(x, y) yields a bi-
nary decision indicating the presence of any refusal
token in y:

PR(x, y) = I (∃r ∈ R in y) ,

where I(·) is the indicator function, which outputs
1 if a refusal token r ∈ R is present in y, and 0 oth-
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Figure 2: Refusal-Aware Red Teaming Framework. The diagram depicts the pipeline of our refusal-aware
red teaming framework. In this framework, the red teaming model generates test cases derived from specified
instructions, which are subsequently assessed by both the target model and a safety evaluator. The refusal probe and
safety score serve as metrics to quantify the refusal gap, between the target modelś responses and the evaluatorś
judgments. Additionally, a hierarchical curiosity mechanism is employed to steer the red teaming model during the
PPO training process, facilitating the discovery of a diverse set of effective test cases.

erwise. While heuristic substring matching (e.g.,
for phrases like "I apologize") can implement this,
such methods are often brittle and may not gener-
alize to novel refusal expressions. Therefore, to
achieve a more robust assessment, our implementa-
tion of PR(x, y) transcends mere token matching
by learning to identify refusals from the model’s
internal representations. This can be accomplished
by:

1. Identifying a specific "refusal direction"
within the model’s activation space. The
model’s propensity to refuse can then be
gauged by projecting its hidden state activa-
tions onto this direction. A refusal is flagged
if this projection surpasses a predetermined
threshold. This method leverages findings
that refusal behaviors often correlate strongly
with a single-dimensional subspace in activa-
tions (Arditi et al., 2024).

2. Training a linear classifier on the model’s hid-
den states (e.g., from the final layer). This
classifier is trained on a dataset of model re-
sponses labeled for refusal versus non-refusal.
It learns to predict refusal by discriminating
between hidden states that lead to refusal and
those that do not, offering a more general-
ized approach than token-based matching (Xu
et al., 2024).

Safety Score. The safety score sϕ(x) represents
the evaluator’s assessment of the prompt x. The
safety evaluator Cϕ processes x and outputs a score
sϕ(x) ∈ [0, 1], where higher values indicate a

greater likelihood of unsafe content. A threshold τϕ
is used to classify content as either safe or unsafe.
Refusal Gap. The refusal gap quantifies the mis-
alignment between a model’s intrinsic safety mech-
anisms and an evaluator’s extrinsic assessments. It
captures both over-refusal and under-refusal sce-
narios—instances where the model either unneces-
sarily rejects safe content or fails to reject unsafe
content.

Over-refusal occurs when the model’s refusal
probe is activated (i.e., PR(x, y) = 1) even though
the safety evaluator deems the content safe (i.e.,
sϕ(x) < τϕ). This scenario is formally encap-
sulated by the set G⊕. Conversely, under-refusal
arises when the refusal probe remains inactive (i.e.,
PR(x, y) = 0) despite the evaluator classifying the
content as unsafe (i.e., sϕ(x) > τϕ), represented by
the set G⊖. The refusal gap G(x, y) is then defined
as:

G(x, y) = λ⊕ I(x ∈ G⊕) · (1− sϕ(x))︸ ︷︷ ︸
Over-refusal

(1)

+λ⊖ I(x ∈ G⊖) · sϕ(x)︸ ︷︷ ︸
Under-refusal

.

The primary objective is to train a red team
model π to maximize the expected refusal gap,
Ex∼π,y∼pθ(·|x)[G(x, y)], subject to quality and di-
versity constraints. This is achieved using gra-
dient ascent with Proximal Policy Optimization
(PPO) (Schulman et al., 2017).

3.2 Hierarchical Curiosity Red Teaming
Conventional red teaming methods optimize
the policy π by maximizing the reward
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Ex∼π,y∼pθ [G(x)] through iterative interactions that
exploit historical (x, y) pairs. The optimization
objective is augmented by a Kullback-Leibler (KL)
divergence regularization term DKL(π∥πref) with
respect to a reference policy πref:

max
π

Ez∼DEx∼π,y∼pθ(·|x)

[
G(x)−

β DKL
(
π(·|z) ∥πref(·|z)

)
+

∑

i

λiBi(x)

︸ ︷︷ ︸
Diversity Reward

]
,

where x ∼ π(·|z), y ∼ pθ(·|x), and β controls the
regularization strength. Here, z denotes prompts to
the red-team model π, sampled from a dataset D.

Building upon prior work in novelty-driven ex-
ploration (Hong et al., 2024), we identify signifi-
cant limitations when directly applying these meth-
ods to refusal gap optimization. These limitations
primarily concern sparse reward signals and in-
adequate exploration of failure modes. To ad-
dress these challenges, we introduce a hierarchical
curiosity-driven exploration mechanism tailored
for optimizing the refusal gap. This mechanism
distinguishes itself from general novelty-driven ap-
proaches (e.g., CRT (Hong et al., 2024)) by not
only incorporating curiosity but also by directly
targeting the multifaceted nature of the refusal gap.
It achieves this by simultaneously promoting di-
versity in identified gaps (gap diversity), exploring
varied thematic content (topic diversity), and en-
couraging semantic novelty in test cases. This tri-
partite strategy facilitates a systematic exploration
of the test case space while maintaining linguistic
coherence through constrained optimization.

3.2.1 Refusal Gap Reward
Prior red teaming research has highlighted the in-
trinsic challenges in exploring a broad array of
failure modes, primarily due to (i) the sparsity of
reward signals and (ii) insufficient incentives for
systematic exploration (Hong et al., 2024). In re-
sponse, we introduce a reward mechanism that ex-
plicitly targets the refusal gap. This mechanism is
designed to address both over-refusal and under-
refusal instances while promoting the generation
of diverse test cases.

The weights λ⊕ and λ⊖ in Equation 1, corre-
sponding to over-refusal and under-refusal respec-
tively, are determined using an adaptive weighting
strategy. These weights are dynamically updated

based on the empirical frequencies of over-refusal
and under-refusal occurrences within the current
batch of size N . Specifically, the update rules are
λ⊕ = N∑

(x,y) I(x∈G⊕) and λ⊖ = N∑
(x,y) I(x∈G⊖) . For

instance, if the proportion of test cases triggering
over-refusal is low, the system assigns a higher
weight to these cases, thereby incentivizing their
generation in subsequent iterations. This adaptive
mechanism aims to ensure stable gradient updates
and foster a comprehensive exploration of the re-
fusal gap.

3.2.2 Topic Diversity
To further enhance the diversity of generated test
cases, we introduce a topic diversity mechanism
that leverages LLM-guided topic analysis. This
approach consists of two main components: topic
extraction and diversity quantification.

For topic extraction, an LLM Mtop processes
each test case x to identify its latent topics (Mu
et al., 2024):

px = Top-k
(
Mtop(“Derive topics from: ” + x)

)
,

where k denotes the dimensionality of the extracted
topic space.

To quantify topic diversity, we compute a reward
function Btop(x) based on the Jensen-Shannon di-
vergence (JSD) (Menéndez et al., 1997) between
topic distributions:

Btop(x) =
1

|X |
∑

x′∈X
JSD(px∥px′),

where px and px′ represent the normalized topic
probability distributions for test cases x and x′, re-
spectively, and X denotes the set of existing test
cases. This formulation effectively penalizes re-
dundant topic coverage while accommodating test
cases that span multiple topics through a principled
measure of distributional divergence.

4 Experiments

4.1 Experimental Setup
Datasets. To facilitate the learning of refusal di-
rections and the training of a linear classifier for
refusal probe computation, we utilize two metic-
ulously curated datasets: Dunsafe and Dsafe. The
Dunsafe dataset comprises harmful instructions de-
rived from established benchmarks, including AD-
VBENCH (Zou et al., 2023b), MALICIOUSIN-
STRUCT (Huang et al., 2023), TDC2023 (Mazeika
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et al., 2023), and HARMBENCH (Mazeika et al.,
2024). Conversely, Dsafe consists of benign instruc-
tions extracted from ALPACA (Chen et al., 2023),
employing stratified sampling to ensure compre-
hensive coverage of diverse instruction types. The
red teaming instructions adhere to the experimental
protocol delineated in (Perez et al., 2022).
Evaluation Metrics. We assess red teaming effec-
tiveness using two complementary metrics: genera-
tion quality and test case diversity. Generation qual-
ity quantifies the model’s proficiency in identifying
safety misalignments, calculated as the intersection-
over-union (IoU) between target test cases and all
generated test cases. For a given red team model
π and target LLM p, we evaluate the concordance
between model-generated refusal responses and in-
dependent safety scores. This evaluation employs
state-of-the-art harmfulness detection models, such
as RoBERTa and WildGuard, which assign harm-
fulness probabilities to each response y. A response
is classified as harmful if its harmfulness probabil-
ity surpasses a calibrated threshold τ ∈ [0, 1). This
quality metric is computed over the entire corpus
of test cases x generated throughout the training
process, thereby providing a holistic assessment of
model performance.

To ensure comprehensive coverage of poten-
tial vulnerabilities, the quality assessment is aug-
mented with a diversity metric that evaluates test
case variation across the attack surface. Our di-
versity evaluation utilizes dynamic thresholding,
wherein test cases are assessed at multiple harm-
fulness levels. For each threshold τ , we construct
a qualified test set Xτ = {xi | G(yi) ≥ τ,∀i ∈
[1, N ]}, comprising examples that elicit toxic re-
sponses exceeding said threshold. The diversity of
these sets is quantified using two metrics: Self-
BLEU scores, which capture lexical and struc-
tural variations, and BERT sentence embedding
distances, which measure semantic diversity in at-
tack patterns. Consistent with established practices
in natural language generation evaluation (Perez
et al., 2022; Hong et al., 2024), our SelfBLEU
analysis incorporates n-grams (n ∈ {2, 3, 4, 5}) to
furnish a nuanced evaluation of textual diversity
across multiple linguistic strata.
Baselines. To demonstrate the efficacy of integrat-
ing curiosity rewards into red team model train-
ing via reinforcement learning, we compare our
approach against several baseline methods from
prior work (Perez et al., 2022) and recent stud-
ies (Casper et al., 2023; Hong et al., 2024): Zero-

shot (Perez et al., 2022), Few-shot (Perez et al.,
2022), RL (Perez et al., 2022), RL + TDiv (Casper
et al., 2023), and RL + Curiosity (Hong et al., 2024).
Implementation details for these baselines are rele-
gated to the supplementary material. Our proposed
method, termed RL+HCuriosity, trains the red team
model π using a synergistic combination of reward
signals, a KL penalty, and hierarchical curiosity
rewards, as elaborated in Section 3. For all rein-
forcement learning-based methods (RL, RL+TDiv,
RL+Curiosity, and RL+HCuriosity), we employ
proximal policy optimization (PPO) (Schulman
et al., 2017) to train the red team model π. We ini-
tialize π with an uncensored LLaMA-3-8B-Lexic-
Uncensored model, subsequently designated as the
reference model πref within the optimization ob-
jective. This LLaMA-3 8B variant is fine-tuned
without content filtering to promote effective explo-
ration of potential vulnerabilities. All experiments
were conducted on 8 NVIDIA A100 GPUs, each
equipped with 80GB of memory.

4.2 Experimental Results

Analysis of Model-Evaluator Gap. Effective test
cases must elicit harmful responses from both the
target LLM and the safety evaluator. We first in-
vestigate the average refusal probe output from
the target model, the average safety score from
the evaluator, and the IoU for valid test cases
generated by RL+HCuriosity. Our findings indi-
cate that the efficacy of test cases produced by
our hierarchical curiosity-driven red teaming ap-
proach demonstrates a concave relationship with
the threshold τ , where higher IoU signifies superior
performance. This suggests that the quality of hier-
archical curiosity-driven exploration is intrinsically
constrained by the evaluator’s threshold. Figure 3
illustrates that the Refusal Direction mechanism
achieves higher IoU peaks compared to the Lin-
ear CLS approach, implying that Refusal Direction
more accurately captures the target model’s inher-
ent safety refusal mechanisms. This phenomenon
may be attributed to the Linear CLS’s propensity
to overfit the training data, thereby generating mis-
aligned reward signals that curtail the red team
model’s capacity to uncover inputs eliciting diverse
responses from the target model. Although the CLS
approach exhibits lower IoU peaks than the LLM
Evaluator, it maintains more stable performance
around these peak values. This suggests that LLM
Evaluators, trained on extensive datasets, provide
more precise reward signals. Collectively, Figure 3

952



0.0

0.2

0.4

0.6

0.8

1.0

(a) Linear CLS:CLS

0.0

0.2

0.4

0.6

0.8

1.0

(b) Refusal Direction:CLS

0.0 0.2 0.4 0.6 0.8 1.0

Safety Threshold τφ

0.0

0.2

0.4

0.6

0.8

1.0

(c) Linear CLS:LLM

0.0 0.2 0.4 0.6 0.8 1.0

Safety Threshold τφ

0.0

0.2

0.4

0.6

0.8

1.0

(d) Refusal Direction:LLM

Mean Refusal Probability Mean Safety Score Mean IoU

Figure 3: Qualitative examples of generated red teaming prompts and corresponding target model responses,
illustrating the red teaming process and the diversity of the generated prompts.
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Figure 4: Performance Comparison of Red Teaming Methods. Quantitative evaluation of various approaches
across generation quality (IoU) and diversity metrics (1-cos and 1-SelfBLEU), underscoring the superior performance
of our RL+HCuriosity method.

substantiates that hierarchical curiosity-driven ex-
ploration enhances red teaming quality.
Performance of Refusal-Aware Red Teaming.
We conduct red teaming experiments to evaluate
both generation quality and test case diversity con-
cerning the refusal gap. The refusal direction mech-
anism is employed to identify internal refusal be-
haviors in the target model, with WildGuard serv-
ing as the safety evaluator. The IoU metric is uti-
lized for generation quality assessment, while 1-cos
and 1-SelfBLEU metrics are employed to evaluate
test case diversity. Our results demonstrate that the
RL+HCuriosity red teaming method surpasses al-
ternative approaches in both generation quality and
diversity. These findings imply that methods focus-
ing solely on maximizing the embedding diversity
of target model responses (TDiv) or those reliant on

rudimentary curiosity exploration (Curiosity) are
inadequate in sparse reward environments. This un-
derscores the efficacy of our hierarchical approach.
Overall, Figure 4 validates the effectiveness of hi-
erarchical curiosity-driven exploration in enabling
red team models to generate both effective and di-
verse test cases.
Effects of Initial Red Teaming Model. The choice
of the initial red team model is pivotal in modulat-
ing the diversity of generated test cases. Large
Language Models (LLMs) that have not undergone
alignment or supervised fine-tuning typically yield
more varied and unconstrained outputs. We com-
pared our RL+HCuriosity method when initialized
with an unaligned LLM, as depicted in Figure 6.
Our experiments utilized the unaligned LLaMA-
3-8B with a temperature setting of 0.7, consistent
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1 3 5 7 9
Epochs

0.0

0.2

0.4

0.6

0.8

1.0

D
iv

er
si

ty
 S

co
re

(a) Diversity (1-AvgSelfBLEU)

Meta-Llama-3-8B
Lexi-Uncensored

1 3 5 7 9
Epochs

0.0

0.2

0.4

0.6

0.8

1.0

D
iv

er
si

ty
 S

co
re

(b) Diversity (1-CosSim)

Meta-Llama-3-8B
Lexi-Uncensored

Figure 6: Impact of Initial Model Selection. Per-
formance comparison between aligned and unaligned
initial red teaming models, highlighting the advantages
of unaligned models for augmenting test case diversity.

with the configuration employed for LLaMA-3-
8B-Lexic-Uncensored. The results confirm that
employing an unaligned model substantially aug-
ments test case diversity.
Effects of Individual Reward Terms. Figure 5
presents an analysis of the individual and combined
effects of each reward term on diversity generation.
The SelfBLEU reward mitigates surface-level text
repetition and, unexpectedly, enhances semantic di-
versity within the embedding space. This observa-
tion indicates that the SelfBLEU reward improves
diversity at both lexical and semantic levels. The
cosine similarity reward further augments semantic
diversity by constraining the distribution of gener-
ated text in the semantic space. The topic diversity
reward exerts the most substantial impact on overall
diversity, emphasizing the criticality of broad topic
coverage. When amalgamated with SelfBLEU
and cosine similarity rewards, the topic diversity
reward engenders significant additive gains, pro-
moting topic expansion, lexical innovation, and
semantic differentiation. Ultimately, the model in-
tegrating all three reward components achieves the

most comprehensive diversity performance while
preserving robust generation quality. This demon-
strates the efficacy of a multi-level reward synergy
mechanism, wherein decomposing diversity into
lexical, semantic, and topical dimensions and for-
mulating targeted reward functions can surmount
the limitations inherent in single-metric optimiza-
tion.

5 Conclusion

This paper introduces Refusal-Aware Red Team-
ing, a novel automated framework for evaluating
the safety of large language models (LLMs). Our
framework addresses a critical challenge in assess-
ing the Refusal Gap by formalizing it as a quan-
tifiable metric. This establishes a pioneering red
teaming methodology for probing model safety
boundaries. The proposed hierarchical, curiosity-
driven mechanism, which integrates collaborative
exploration rewards across the Refusal Gap, topic,
and semantic dimensions, significantly mitigates
performance bottlenecks inherent in traditional re-
inforcement learning (RL)-based red teaming, par-
ticularly within sparse reward contexts. Experi-
mental validation demonstrates that our approach
substantially surpasses existing baselines in gen-
erating high-quality, diverse test cases, markedly
improving the elicitation of refusal responses. Con-
sequently, this framework provides a systematic
means to evaluate and bolster LLM safety, paving
the way for more robust and dependable AI sys-
tems.
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Limitations

Our methodology, while effective, presents cer-
tain limitations. First, its efficacy is contingent
upon the safety evaluation model (Evaluator) used
to assess generated content. The Evaluator itself
may possess inherent limitations, especially when
confronted with adversarially generated harmful
queries. In such instances, the Evaluator might
yield false positives or negatives, thereby failing
to accurately identify potential risks. Ensuring the
generalization capability of the Evaluator, partic-
ularly in the face of evolving adversarial attacks,
remains a significant technical challenge. The ro-
bustness and accuracy of the Evaluator are areas
requiring ongoing research and improvement. Fu-
ture work could explore the integration of multiple
Evaluator models, potentially leveraging ensem-
ble learning techniques, or incorporate human-in-
the-loop review processes to enhance evaluation
accuracy and reliability.

Second, our research primarily focuses on text-
based large language models and has not yet ex-
tended to the evaluation of multimodal models.
With the increasing prevalence of multimodal mod-
els, such as GPT-4V, assessing and red teaming
their safety is of paramount importance. Cross-
modal red teaming introduces new challenges, in-
cluding the effective integration of diverse modal-
ities (e.g., images, audio, video) and the design
of adversarial attacks specifically targeting multi-
modal architectures. Future research should en-
deavor to expand our framework to address the
safety evaluation requirements of these increas-
ingly complex multimodal systems.

Ethical Considerations

This research aims to enhance LLM safety evalua-
tion through automated red teaming, thereby con-
tributing to the development of safer and more re-
liable AI systems. We utilize publicly accessible
datasets and are committed to open-sourcing our
code to foster community advancement and repro-
ducibility. We acknowledge the potential dual-use
risks associated with red teaming technologies and
advocate for transparency, standardization, and the
establishment of clear ethical guidelines within AI
safety research. Through these efforts, we aim
to ensure the responsible application of these tech-
nologies and contribute to the development of more
comprehensive AI safety evaluation standards and
processes.
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