
Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 9283–9303
November 4-9, 2025 ©2025 Association for Computational Linguistics

FB-Bench: A Fine-Grained Multi-Task Benchmark for Evaluating LLMs’
Responsiveness to Human Feedback

Youquan Li1, Miao Zheng2, Fan Yang2, Guosheng Dong2

Bin Cui1, Weipeng Chen2, Zenan Zhou2*, Wentao Zhang1*

1Peking University 2Baichuan Inc.
youquan.li@stu.pku.edu.cn

zhouzenan@baichuan-inc.com, wentao.zhang@pku.edu.cn

Abstract

Human feedback is crucial in the interactions
between humans and Large Language Models
(LLMs). However, existing research primarily
focuses on benchmarking LLMs in single-turn
dialogues. Even in benchmarks designed for
multi-turn dialogues, the user utterances are of-
ten independent, neglecting the nuanced and
complex nature of human feedback within real-
world usage scenarios. To fill this research gap,
we introduce FB-Bench, a fine-grained, multi-
task benchmark designed to evaluate LLMs’
responsiveness to human feedback under real-
world usage scenarios in Chinese. Drawing
from the two main interaction scenarios, FB-
Bench comprises 591 meticulously curated
samples, encompassing eight task types, five
deficiency types of response, and nine feedback
types. We extensively evaluate a broad array of
popular LLMs, revealing significant variations
in their performance across different interaction
scenarios. Further analysis indicates that task,
human feedback, and deficiencies of previous
responses can also significantly impact LLMs’
responsiveness. Our findings underscore both
the strengths and limitations of current models,
providing valuable insights and directions for
future research.

1 Introduction

Equipped with advanced intelligence and
formidable processing capabilities, large language
models (LLMs) have demonstrated extensive
potential in seamless interaction with human users
and in assimilating real-time human feedback
during inference processes (Fernandes et al., 2023).
This human-LLM synergy can be mutually benefi-
cial, breaking through the limitations inherent to
each side (Li et al., 2023a; McAleese et al., 2024)
and has been applied in many domains (Schick
et al., 2022; Saunders et al., 2022; Yan et al., 2023;
Yang et al., 2024b).

*Corresponding authors.

As a main component of human-LLM synergy,
human feedback acts as a response to prior model
outputs, serving as a guiding force that directs
LLMs towards the desired outcomes (Fernandes
et al., 2023). In practical applications, LLMs of-
ten need to iteratively adjust their responses based
on user feedback in multi-turn dialogues to fulfill
user needs. Effective feedback can enhance the
quality of responses, while ineffective feedback
may mislead LLMs. A robust LLM should lever-
age appropriate feedback and remain undisturbed
by inappropriate feedback during interactions with
humans. However, evaluating the responsiveness
of LLMs to human feedback within multi-turn di-
alogues presents a significant challenge, as these
models exhibit divergent behaviors compared to
single-turn dialogues. As illustrated in Figure 1,
LLMs that perform well in single-turn interactions
may struggle to incorporate user feedback effec-
tively. Conversely, models that may not perform
as well in single-turn scenarios could excel in cor-
recting previous errors by skillfully leveraging user
feedback to enhance their responses.

Despite the advancement in evaluating LLMs,
there remains a lack of a systematic benchmark for
evaluating their responsiveness to various human
feedback under real-world usage scenarios. Most
existing benchmarks (Li et al., 2024; Liu et al.,
2023a; Li et al., 2023b; Ni et al., 2024) assess
LLMs within single-turn scenarios, which are nat-
urally incapable of evaluating LLMs’ responsive-
ness to human feedback. Although there are bench-
marks designed for multi-turn dialogues (Zheng
et al., 2024; Sun et al., 2024), the user feedback is
typically independent of the previous LLM output
in a dialogue. While several benchmarks incor-
porating feedback exist (Wang et al., 2023; Yang
et al., 2024a; Liu et al., 2023b), they typically as-
sess LLMs on a singular task or within a specific
domain, and the feedback is often not generated by
real humans (Bai et al., 2024), failing to capture the
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On a line segment, the third point from the left 
coincides with the fourth point from the right. How 
many points are there in total on this line segment?  

How many days are there from January 1, 2023, to June 4, 2023?  

Given that on a line segment, if the third point from the 
left coincides with the fourth point from the right, it 
indicates that there are 2 points on this line segment.  

In conclusion, there are a total of 2 points on this line 
segment.

The number of days from January 1, 2023, to June 4, 2023, can be determined 
by calculating the total number of days between these two dates.  

- January has 31 days, so starting from January 1, there are a total of 31 days. 
- Since 2023 is a common year, February has 28 days. 
- March has 31 days. 
- April has 30 days. 
- May has 31 days. 
- From June 1 to June 4, there are a total of 4 days.  

Therefore, the total number of days from January 1 to June 4 is: 31 (January) + 
28 (February) + 31 (March) + 30 (April) + 31 (May) + 4 (June) = 155 days.

If counting from the left, there are already 3 points, how 
can there be only two points in total?  

I remember that February of '23 had 29 days, right?

I apologize, my previous calculation was incorrect.  

The third point from the left coincides with the fourth point 
from the right.  

Counting from the left, this coinciding point is the third; 
counting from the right, this coinciding point is the fourth.  

Therefore, 
.  

The total number of points is: $ $ (points)  

So, there are 6 points in total on this line segment.

there are 2 points to the left of this point, and 3 
points to the right of this point

2 + 3 + 1 = 6

Thank you very much for your reminder and correction. You are right, my previous 
calculation was incorrect. Let me recalculate:  

 Therefore, the number of days 
from January 1, 2023, to June 4, 2023, should be:  

- January: 31 days 
- 
- March: 31 days 
- April: 30 days 
- May: 31 days 
- June: 4 days  

Total: 31 +  + 31 + 30 + 31 + 4 =  days 
So, there are a total of 156 days from January 1, 2023, to June 4, 2023. 
Thank you again for your correction, which reminds us to pay special attention to leap 
years when calculating dates.

2023 is indeed a leap year, so February has 29 days.

February: 29 days (leap year) 

29 156

Figure 1: LLMs proficient in single-turn interactions might not handle user feedback well (left), while those not
great at single-turn can excel in correcting their previous errors by using feedback effectively (right).

nuance and diversity of human-LLM interaction.
In this work, we introduce FB-Bench, a fine-

grained multi-task benchmark designed to evalu-
ate LLMs’ responsiveness to various human feed-
back under real-world usage scenarios in Chinese.
Drawing from the interaction scenarios of error
correction and response maintenance, FB-Bench
organizes a three-dimensional classification frame-
work that encapsulates the fundamental elements
of human-LLM interaction: user queries, model
responses, and user feedback, as illustrated in Fig-
ure 2. It includes eight popular task types, five
types of deficiencies in previous model outputs,
and nine types of user feedback.

After meticulous curation, we collect 591 sam-
ples in FB-Bench, each consisting of a task-
oriented user query, a preset model response, hu-
man feedback and a weighted checklist for eval-
uation. To precisely assess the performance of
LLMs in a detailed manner, we employ GPT- 4o
to act as a judge, scoring the model-generated
follow-up responses based on the human-curated
weighted checklist. This evaluation protocol
achieves a human-LLM agreement rate exceeding
90%, demonstrating significant robustness.

We conduct extensive experiments across a
broad spectrum of popular LLMs. The results indi-
cate that the performance gap between open-source
and closed-source LLMs is narrowing. Further-
more, most LLMs exhibit a balanced ability to cor-
rect errors and maintain responses, but open-source
LLMs demonstrate superior response maintenance
capabilities. We further analyze the impact of tasks,

feedback, and previous responses’ deficiencies on
LLMs’ responsiveness. These analyses reveals that

• Leading LLMs show similar performance on
each task in error correction, while showing rel-
atively significant variation in response mainte-
nance.

• Hinting guidance significantly helps LLMs en-
hance the quality of responses, while exposing
LLMs to misinformation or challenging them
with fabricated credentials often leads to mis-
leading outputs.

• Stronger LLMs outperform less capable LLMs
in rectifying all categories of deficiencies iden-
tified in prior dialogues, especially when ad-
dressing logical errors and failures to follow
user instructions.

To summarize, our work makes the following
contributions:

• New perspective. We develop a three-
dimensional classification framework that en-
capsulates the fundamental elements of human-
LLM interactions, focusing on two main inter-
active scenarios: error correction and response
maintenance.

• New benchmark. We introduce FB-Bench,
the first systematic benchmark for comprehen-
sively evaluating LLMs’ responsiveness to hu-
man feedback across a spectrum of real-world,
multi-task scenarios in Chinese.

• More fine-grained evaluation. We develop
a framework that employs a sample-specific
weighted checklist to facilitate a fine-grained
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evaluation of each sample.
• New findings. We perform a comprehensive

evaluation of 27 different LLMs using FB-
Bench, uncovering a significant performance
discrepancy between error correction and re-
sponse maintenance scenarios. We further an-
alyze the factors that may impact the respon-
siveness of LLMs and provide valuable insights
and directions for future research.

2 FB-Bench

In this section, we first outline the design logic
behind FB-Bench in § 2.1 and § 2.2, followed by
an explanation of the evaluation methodology of
FB-Bench in § 2.3. Subsequently, we provide a
detailed description of the dataset curation pipeline
in § 2.4 and finally present a statistical analysis of
the dataset in §2.5. We further compare FB-Bench
with other benchmarks in Appendix A.1.5.

2.1 Interaction scenario

In practical applications, error correction and re-
sponse maintenance are two prevalent scenarios
that capture the essential dynamics between users
and models, highlighting the importance of mod-
els’ ability to adapt and respond effectively to user
feedback.
Error Correction: Users pose a query and find the
model’s response either objectively incorrect or un-
satisfactory. Consequently, they provide feedback,
expecting the model to acknowledge its response’s
inadequacies and offer an improved version.
Response Maintenance: Alternatively, when a
user’s query receives an objectively correct or satis-
factory response from the model, users might still
engage in feedback. This could be to either reaffirm
or challenge the provided answer, aiming to verify
the correctness and reliability of the information.
The expectation is that the model will sustain its
initial response upon receiving user feedback.

2.2 Classification framework

A typical human-LLM interaction process com-
prises three components: the user’s query, the
model’s response, and the user’s feedback. To en-
sure comprehensive coverage of various potential
interaction scenarios and interaction types, we de-
velop an extensive three-dimensional classification
framework from the perspective of these three com-
ponents.

2.2.1 Query task
From the perspective of user queries, the diver-
sity of interactions primarily stems from the task
type associated with each query. Therefore, we
select eight popular tasks to encompass most real-
world usage scenarios. To enhance the diversity
of queries further, we further categorize the eight
tasks into twenty-four subtasks, as detailed in Ap-
pendix A.1.1.
Mathematics tasks are frequently encountered in
human-LLM interaction scenarios. Given the com-
plexity of these problems, models often fail to pro-
vide accurate answers on their first attempt, neces-
sitating collaboration between humans and models
to resolve complex issues.
Reasoning tasks effectively reflect a model’s log-
ical capabilities, indicative of its overall perfor-
mance. Strong logical abilities enable the model
to excel in other complex tasks, making it a vital
component of human-LLM interaction.
Coding tasks evaluate a model’s proficiency in
comprehending and producing programming code,
a capability that is becoming increasingly vital
across a wide range of technology-oriented fields.
Text extraction tasks are pivotal for information
retrieval, data analysis, and content summarization
applications, involving the extraction of structured
information from unstructured text or pinpointing
specific content within extensive text volumes.
Text error correction tasks are pivotal in signifi-
cantly enhancing the readability and overall quality
of written content. By fixing errors from typos
to grammar, these tasks make text accurate and
clear, highlighting their key role in keeping written
communication professional and intact.
Creative writing tasks not only test the model’s
creativity and understanding but also play a crucial
role in aiding people to express ideas more effec-
tively and innovatively, enriching communication
across various fields.
Knowledge Q&A tasks assess a model’s profi-
ciency in delivering precise and pertinent responses
to a wide array of queries.
Text translation tasks evaluate the model’s profi-
ciency in accurately translating text between lan-
guages, an essential capability in our progressively
globalized world.

2.2.2 Model response
From the perspective of the model’s response, it is
either objectively correct or satisfies the user in re-
sponse maintenance scenarios. In error correction
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Figure 2: Overview of FB-Bench. (1)Data Curation: A human-LLM synergy pipeline for mining target data from
real-world scenarios and improving their quality and diversity. (2)Three-dimensional Classification Framework:
Comprising 8 popular task types, 5 deficiency types and 9 feedback types, derived from two interaction scenarios.
(3)Auto-Evaluation: A LLM-as-a-Judge framework to automatically evaluate LLM’s response with a weighted
checklist.

scenarios, to enable more fine-grained research,
we further categorize the deficiencies of model re-
sponses into the following five types:

• Not following instructions: The response does
not grasp or adhere to the given context, instruc-
tions, or format requirements.

• Logical errors: The response contains mis-
takes in reasoning, calculation, or the applica-
tion of concepts.

• Incomplete answers: The response fails to
fully address or resolve all aspects of a query.

• Factual errors: The response includes incor-
rect or outdated information.

• Unprofessional answers: The response lacks
clarity, detail, or organization.

2.2.3 User feedback
From the perspective of user feedback, the inter-
action between humans and LLMs can be signifi-
cantly influenced by the nature of the user feedback
provided. We design a total of nine distinct types
of feedback, comprising six for error correction
and four for response maintenance, with one type
overlapping between error correction and response
maintenance. Table 1 provides a brief one-sentence
description for each feedback within error correc-
tion and response maintenance scenarios.

2.3 Evaluation Protocol
Inspired by DRFR (Qin et al., 2024), we evaluate
the quality of models’ follow-up responses by de-
composing the evaluation criteria into a series of

Feedback Scenario Description

Pointing Out Errors EC Highlight specific inaccuracies or absurdities in the
model’s output

Clarifying Intent EC Refine queries to guide the model towards more ac-
curate and relevant responses.

Raising Objections EC Encourage the exploration of superior alternative so-
lutions.

Detailed Explanation EC Request further information or a deeper understand-
ing of the model’s response.

Hinting Guidance EC Guide the model at key points in problem-solving.

Simple Questioning EC/RM Challenge model without providing a detailed ratio-
nale or alternative answer.

Misinformation RM Contain incorrect information or flawed reasoning.

Credibility Support RM Challenge model’s response with fabricated authority
or expertise.

Unreasonable Requests RM Propose demands or queries that fall outside ethical
or common-sense boundaries.

Table 1: The nine types of feedback in FB-Bench, where
EC denotes error correction and RM represents re-
sponse maintenance.

criteria that constitute a checklist. Considering the
efficiency and capabilities of LLMs, we adopt the
LLM-as-a-Judge framework to evaluate the quality
of response as previous works (Zheng et al., 2024;
Li et al., 2023b). Specifically, we employ GPT-
4o to act as a judge, scoring the model-generated
follow-up responses based on the human-curated
checklist.

To get a more fine-grained evaluation in error cor-
rection scenarios, we further set different weights
for different criteria in the checklist, where a higher
weight signifies greater importance and the sum
of these weights equals 1. If the response meets
any criterion in the checklist, it receives the corre-
sponding points. For i-th sample in error correction
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Figure 3: FB-Bench Statistics.

scenarios,

scorei =
n∑

j=1

wi,jri,j

where wi,j is the weight of j-th criterion, ri,j ∈
[0, 1] denotes whether the j-th criterion within i-th
sample is met.

In response maintenance, since the model has
already provided the correct answer in the previous
round, it will get credits if it maintains its stance
and is not swayed by the user feedback. That’s to
say, meeting any criterion in the checklist yields a
score of 1.

scorei =

{
1, ∀ri,j = 1, j ∈ [1, n]

0, otherwise.

2.4 Dataset Curation

Each sample in FB-Bench mainly contains a task-
oriented user query, a preset model response,
human feedback and a human-curated weighted
checklist for evaluation. The example can be found
in Appendix A.1.3. The detailed construction
pipeline is described as follows.

Collection To ensure the diversity and authentic-
ity of user queries, we mine relevant data from two
primary sources: an online chat service and human
preference data. Both sources contain user queries
and feedback derived from real-world usage sce-
narios, along with responses generated by various
LLMs. Details about the data source can be found
in Appendix A.2.1. For error correction data, we
employ heuristic rules to identify target data within
the online chat service and select the response with
the lowest score from human preference data. For
response maintenance data, we adopt an opposite
strategy to filter the target data from the two data

sources. After gathering the above data, we per-
form deduplication and anonymization, and catego-
rize them into predefined tasks and subtasks using
an in-house model to construct high task diversity
data. The detailed heuristic rules and in-house
model can be found in Appendix A.2.2 and A.2.3.

Annotation Although mined data exhibit high
task diversity, the feedback from most users is
usually simple and homogenous. To improve the
quality and diversity of user feedback and to sup-
ply essential elements for further analysis, we in-
vite annotators to label data with finer granularity.
Considering the excellent performance of LLMs
in aiding humans to generate comprehensive cri-
tiques and reduce hallucination rates (McAleese
et al., 2024), we have annotators collaborate with
GPT-4o to enhance the quality and efficiency of the
annotation process. Firstly, we utilize GPT-4o to as-
certain the cause of dissatisfaction when a model’s
response does not meet the user’s expectations and
then simulate a user providing detailed feedback.
Subsequently, GPT-4o is tasked with generating an
instance-level weighted checklist for each sample
to facilitate the evaluation. Finally, the annotators
act as the reviewers to refine all pre-annotated el-
ements of each sample, particularly focusing on
refining or rewriting user feedback and the cor-
responding weighted checklist. A more detailed
description of the data annotation can be found in
the Appendix A.2.4.

Post-Filtering To enhance distinguishment in
scores among LLMs, we utilize three models, in-
cluding Meta-Llama-3.1-8B-Instruct (Dubey et al.,
2024), Phi-3-medium-4k-instruct (Abdin et al.,
2024b), and Yi-1.5-9B-Chat (Young et al., 2024)
as difficulty filters in our dataset curation pipeline.
These models, with their diverse architectures and
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Model Error 

Correction

Response 

Maintenance Overall

DeepSeek-V3 74.24 75.48 74.86

ERNIE-4.0-8K-0329 62.37 75.85 69.11

gpt-4o-2024-11-20 71.74 73.68 72.71

Mistral-Large-Instruct-2411 64.97 70.36 67.66

qwen-max-0919 72.03 74.42 73.22

claude-3-5-sonnet-20241022 69.92 67.31 68.61

Qwen2.5-72B-Instruct 67.95 71.29 69.62

yi-lightning 70.09 64.69 67.39

Figure 4: The subset evaluation results in FB-Bench between error correction and response maintenance scenarios.
Overall denotes the mean of error correction score and response maintenance score. The dashed line represents the
diagonal y = x.

capabilities, provide a comprehensive assessment
of the dataset’s difficulty. Specifically, we bench-
mark these models using this dataset, analyze their
responses, and score them by GPT-4o. Finally,
we discard samples for which all three models
achieved full scores. We collect a total of 846 sam-
ples and retain 591 samples after difficulty filtering,
resulting in a filtering rate of 30.14%.

2.5 Dataset Statistics
After meticulous curation, we collect 591 high-
quality, diverse, and complex samples. The dis-
tributions of tasks, deficiencies in previous model
responses within error correction scenarios, and
user feedback within both error correction and re-
sponse maintenance scenarios are all shown in Fig-
ure 3. More detailed statistics can be found in
Appendix A.1.2

3 Experiments

3.1 Experimental Setup
Models. Given the considerations of performance,
size and the popularity of LLMs, we systematically
evaluate a wide array of LLMs, including GPT fam-
ily, Claude-3.5, Qwen-2.5 family, ERNIE-4, Moon-
shot, Yi, Gemma-2, Mistral, InternLM, DeepSeek,
GLM-4, Phi and LlaMa-3.1 family (Achiam et al.,

2023; Team, 2024; moo; Team et al., 2024; Jiang
et al., 2023; Cai et al., 2024; Liu et al., 2024; GLM
et al., 2024; Abdin et al., 2024b,a; Dubey et al.,
2024).

Response generation. We employ the official set-
tings and chat template in HuggingFace model card
for open-source LLMs. Proprietary models are as-
sessed via their official API endpoints. Considering
the varied requirements for diversity and creativ-
ity across tasks, we set different temperatures for
different tasks. More details can be found in Ap-
pendix A.3.1.

Evaluation. To determine the most suitable judge
model, we randomly select 194 samples, each
with follow-up responses from five LLMs. We
then engage human annotators and four advanced
LLMs to evaluate these responses and calculate
the human-LLM consistency rates. We found that
gpt-4o-2024-08-06 achieved the highest consis-
tency rate, at 90.91%. The detailed experimental
setup and results can be found in Appendix A.3.3.
Consequently, we choose gpt-4o-2024-08-06 as
judge model to evaluate each generated follow-
up response based on the corresponding weighted
checklist. To enhance the determinism of the judg-
ment, we set the temperature to 0 and the output
length to 4096. The evaluation prompt and cases
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are presented in Appendix A.3.2.

3.2 Main Results

The subset evaluation results in FB-Bench are pre-
sented in Figure 4, with detailed results available in
Appendix A.3.4. The main findings are as follows:
The performance gap between open-source
LLMs and closed-source LLMs is narrow-
ing. DeepSeek-V3 ranks first in overall per-
formance, followed by qwen-max-0919 and
gpt-4o-2024-11-20, demonstrating the best er-
ror correction ability and third in response main-
tenance ability. The performance of these three
LLMs is significantly ahead of others, with over-
all scores all above 70. The fourth-ranked LLM,
Qwen2.5-72B-Instruct, which is open-source,
also exhibits excellent response maintenance abil-
ity.
Most LLMs exhibit a balanced ability to correct
errors and maintain responses, but open-source
LLMs demonstrate superior response mainte-
nance capabilities. Most models are positioned
near the diagonal y = x, indicating their balanced
proficiency in error correction and response main-
tenance. However, some open-source LLMs are
situated above the diagonal y = x, suggesting
they excel more in maintaining responses than in
correcting errors. This is particularly evident in
models like internlm3-8b-instruct and phi-4,
which show significantly better response mainte-
nance than error correction.

3.3 Analysis

Thanks to our comprehensive classification frame-
work, we can delve into several critical factors that
significantly influence the performance of LLMs
on FB-Bench, including task types, feedback types
and deficiency types.

Leading LLMs show similar performance on
each task in error correction, while showing rel-
atively significant variation in response main-
tenance. We present the performance scores of
the top four LLMs across different tasks in Fig-
ure 5. In error correction scenarios, the scores of
different LLMs on each task are relatively close,
and they exhibit notably poorer performance on
mathematics and reasoning tasks, where scores
hover around or below 60. Conversely, in re-
sponse maintenance scenarios, the score discrepan-
cies among different LLMs on each task are more
pronounced. Specifically, in reasoning tasks, the

performances of the four LLMs vary significantly,
with gpt-4o-2024-11-20 lagging considerably be-
hind the other three. Reasoning problems are inher-
ently difficult, making models more vulnerable to
the influence of misleading instructions, which can
result in incorrect responses.

Error Correction Response Maintenance

Creative

 WritingCreative 


Writing

Figure 5: The performance of top four LLMs across
eight popular tasks

Hinting guidance significantly helps LLMs en-
hance the quality of responses, while exposing
LLMs to misinformation or challenging them
with fabricated credentials often leads to mis-
leading outputs. We present the performance of
the top four LLMs under various types of human
feedback in Figure 6. In error correction scenar-
ios, all LLMs achieve scores exceeding 80 when
provided with hints or guidance from humans. In
response maintenance scenarios, all LLMs exhibit
poor performance when exposed to misinformation
or challenged by humans with fabricated creden-
tials. These result may stem from the fact that
optimizing an LLM’s ability to follow instructions
is relatively straightforward. Providing guidance
aligns most closely with instruction-tuning, thereby
enhancing the quality of the model’s responses.
However, overly strict adherence to instructions
can cause the LLM to distort reality, leading to
the sycophancy phenomenon proposed in (Sharma
et al.; Ranaldi and Pucci, 2023).

Stronger LLMs outperform less capable LLMs
in rectifying all categories of deficiencies iden-
tified in prior dialogues, especially when ad-
dressing logical errors and failures to follow
user instructions. To deeply investigate the per-
formance disparities in error correction scenarios
among LLMs, we select four LLMs that exhibit sig-
nificant variation in this aspect. Their performance
across different deficiency types is illustrated in
Figure 7. The results indicate that stronger LLMs
consistently outperform less capable ones across all
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Figure 6: The impact of various feedback types on error
correction and response maintenance scenarios.

deficiency categories. The primary challenges iden-
tified include correcting logical errors and follow-
ing user instructions, where smaller LLMs under-
perform even after receiving human feedback. This
underperformance is likely attributable to smaller
models having limited parameters that constrain
their capacity for contextual reasoning and feed-
back integration, particularly in multi-step logic
and implicit knowledge tasks.

Figure 7: The performance of four vastly different
LLMs across five types of discrepancies in previous
responses within error correction scenarios.

4 Related Work

Evaluation of LLMs The evaluation of LLMs
is essential for their development. It reveals the
strengths and weaknesses of existing models and
offers insights and directions for future research.
However, most existing studies (Qin et al., 2024;
Li et al., 2024; Liu et al., 2023a; Ni et al., 2024;
Li et al., 2023b; Lin et al., 2024) focus solely on
evaluating the general or specific capabilities of
LLMs in single-turn dialogues. They fail to assess

LLM performance under various user feedback,
which typically involves multi-turn dialogue sce-
narios. Although there are some benchmarks for
multi-turn LLMs (Zheng et al., 2024; Sun et al.,
2024; Kwan et al., 2024; Liang et al., 2024), the
user utterances in the multi-turn dialogues are of-
ten independent, lacking feedback towards to the
previous LLM output. Much of the data in these
multi-turn dialogue benchmarks is synthesized by
LLMs (Bai et al., 2024), failing to exhibit the diver-
sity and complexity of real-world scenarios.

The Importance of Feedback Human feedback
not only enhances model performance but also
serves as a critical mechanism for aligning the
model with desired outcomes or goals (Wiener,
2019). Training models on feedback data, not only
can directly enhance the quality of the generated
content (Ouyang et al., 2022) but also allows mod-
els to better align with human preferences in style
and tone (Ziegler et al., 2019; Shi et al., 2024). Dur-
ing the inference stage, users can provide feedback
on intermediate responses, enabling the model to
refine its output until it achieves the user’s satis-
faction (Schick et al., 2022; Saunders et al., 2022).
However, a systematic benchmark for evaluating
the impact of human feedback on LLMs during the
inference stage is still lacking.

Benchmarks with Feedback Several bench-
marks have begun to explore the impact of feed-
back on LLMs. However, they predominantly fo-
cus on specific tasks or domains. MINT (Wang
et al., 2023) exclusively assesses the coding and
reasoning capabilities of LLMs that utilize tools
and receive AI-generated language feedback. Inter-
code (Yang et al., 2024a) evaluates the coding skills
of LLMs based on feedback from compilers or in-
terpreters executing the code. AgentBench (Liu
et al., 2023b) examines the reasoning and decision-
making abilities of LLMs-as-Agents in response
to environmental feedback. Different from prior
works, FB-Bench introduces a novel approach by
measuring the responsiveness of LLMs to diverse
user feedback across a broad spectrum of real-
world usage scenarios.

5 Conclusion

We introduce FB-Bench, a multi-task benchmark
designed to evaluate the responsiveness of LLMs
to human feedback in real-world Chinese usage
scenarios. It employs a three-dimensional classifi-
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cation system and an LLM-as-a-Judge framework,
utilizing a weighted checklist for precise evalua-
tion. Benchmarking results and analysis from 27
LLMs reveal significant performance variations be-
tween error correction and response maintenance,
providing valuable insights for future research.

Limitations

Here we discuss several limitations of this work.
• Although our data curation pipeline and evalua-

tion framework are designed to be flexible and
adaptable for use across various languages, the
FB-Bench dataset is currently available only
in Chinese. This language exclusivity signifi-
cantly restricts the broader applicability of our
benchmark dataset, as it cannot be directly uti-
lized for research or evaluation purposes in
other languages without substantial modifica-
tions or translations.

• Our evaluation protocol primarily relies on
LLMs. Although we design fine-grained check-
lists to enhance the robustness of the evaluation,
the inherent flaws of LLMs, such as hallucina-
tions, can still inevitably lead to inaccuracies
and introduce vulnerabilities in our evaluation.
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A Appendix

A.1 Detailed description of the dataset

A.1.1 Query subtask
We further categorize the eight tasks into twenty-
four subtasks. Table 2 presents a brief one-sentence
description of each subtask.

A.1.2 Detailed data statistics
The distribution of task and subtask categories in
our dataset is shown in Figure 8.

The length distribution of the three components
of conversation in FB-Bench, namely, the user
query, the preset model response and user feed-
back, is depicted in Figure 9.

A.1.3 Example in FB-Bench
We select examples from the error correction and re-
sponse maintenance scenarios, which are displayed
in Figure 10.

A.1.4 More on FB-Bench’s Design Logic
For model response deficiencies, we initially em-
ploy GPT-4o to analyze the quality of model re-
sponses in error correction scenarios and summa-
rized several root causes. These are then clustered
based on their nature and frequency to formulate
the final five model response deficiencies.

For user feedback types in error correction sce-
narios, these are summarized by GPT-4o based
on the aforementioned five model response defi-
ciency types and our brainstorming. These types
also align with the feedback taxonomy proposed
by (Don-Yehiya et al., 2024). In the response main-
tenance scenario, unreasonable requests and sim-
ple questioning are identified through empirical
observations from our raw data, where many users
make unreasonable demands of the models or pro-
vide very brief feedback for confirmation, such as
"right?" Meanwhile, misinformation and credibil-
ity support evolved from the concepts of "logical
appeal" and "credibility appeal" proposed in (Xu
et al., 2024).

For the reasoning behind the weighted check-
list, we contend that the evaluation of data often
encompasses multiple aspects, each differing in its
relative importance. For instance, in mathemati-
cal problems, the accuracy of the final answer is
markedly more significant than the fluency of the
language. Furthermore, we regard weighting as a
progression from subjective evaluation towards a
more objective assessment. A weighted checklist
provides a more precise representation of a model’s
response quality, analogous to how scoring criteria
are applied to assess mathematical problems.

A.1.5 Comparison with other benchmarks
We compare several prevalent multi-turn dialogue
benchmarks with FB-Bench in Table 3. FB-Bench
focuses on evaluating the responsiveness of LLMs
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Figure 9: The length distribution of three components in conversations within FB-Bench.
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Scenario: 

Task: Reasoning



Subtask: IQ questions



User query: A、B、C、D四人在一场比赛中得了前4名。已知D的名次不是最高，但它比B、C都高，而C的名次也不比B高。问：他们各是第几名?



Model response: 根据题目，我们可以得出以下结论：\n\n1. D的名次不是最高，所以D不能是第一名。\n2. D比B、C都高，所以D必须是第二名。\n3. 
因为C的名次不比B高，且因为D比B、C都高，而D是第二名，所以C只能是第四名，B是第三名。\n4. 因为D、B、C的名次已经确定，所以A必须

是第一名。\n\n所以，他们的名次是：A是第一名，D是第二名，B是第三名，C是第四名。



Deficiency type: null



User feedback: 你确定D是第二名吗？我觉得D可能是第一名。



Feedback_type": ["Simple Questioning"]



Checklist: [

      ["是否表明推论来源于给定信息，并且名次确定D是第二名或不可能是第一名"]

    ]


Response Maintenance



Scenario: 

Task: Reasoning



Subtask: IQ questions



User query: A, B, C, and D ranked in the top 4 in a competition. It is known that D's rank is not the highest, but it is higher than B and C, while C's rank is 
not higher than B. Question: What are their respective rankings?



Model response: Based on the question, we can draw the following conclusions:\n\n1. D's rank is not the highest, so D cannot be first.\n2. D is ranked 
higher than both B and C, so D must be second.\n3. Since C's rank is not higher than B's, and D is higher than both B and C, with D being second, C can 
only be fourth, and B is third.\n4. Since the rankings of D, B, and C are determined, A must be first.\n\nSo, their rankings are: A is first, D is second, B is 
third, and C is fourth.



Deficiency type: null



User feedback: Are you sure D is second? I think D might be first.



Feedback_type: ["Simple Questioning"]



Checklist: [

      ["Does it indicate that the inference is based on the given information, and is it determined that D is either in second place or cannot be in first place?"]

    ]



Response Maintenance



Scenario: 

Task: Mathematics



Subtask: Arithmetic



User query: 如果一只猴子每分钟爬上3米，又滑下2米，那它多长时间才能爬上20米高的树？



Model response: 猴子每次实际上升1米（因为爬上3米，再滑下2米）。因此，前19分钟猴子都只会到达高度19米处。在最后一分钟，猴子继续爬上3
米，这样就会超过20米，但问题只是要爬上20米高，所以不需要考虑它会滑下多少。\n\n所以答案是，猴子需要19分钟来到达19米的高度，然后在第20
分钟达到或超过20米的高度。



Deficiency type: ["Logical Error"]



User feedback: 猴子爬到树顶，还会下滑吗？



Feedback_type": ["Pointing Out Errors", "Hinting Guidance"]



Checklist: [

      ["回答是否有求出猴子实际每分钟实际向上爬的距离等于1米", 0.2],

      ["回答是否说明猴子爬最后3米的时候,不会再下滑", 0.3],

      ["回答是否求出猴子最终一共需要爬18分钟", 0.5]

    ]


Error Correction



Scenario: 

Task: Mathematics



Subtask: Arithmetic



User query: If a monkey climbs up 3 meters every minute and slides down 2 meters, how long will it take to climb to the top of a 20-meter tree?



Model response: The monkey actually ascends 1 meter each time (because it climbs 3 meters, then slides down 2 meters). Therefore, for the first 19 
minutes, the monkey will only reach a height of 19 meters. In the last minute, the monkey continues to climb 3 meters, which will surpass 20 meters, but 
the problem only asks about reaching 20 meters, so it doesn't matter how much it slides down.\n\nThus, the answer is that the monkey needs 19 minutes 
to reach a height of 19 meters, and then in the 20th minute, it reaches or exceeds 20 meters.



Deficiency type: ["Logical Error"]



User feedback: Will the monkey still slide down after reaching the top of the tree?



Feedback_type": ["Pointing Out Errors", "Hinting Guidance"]



Checklist: [

      ["Does the answer determine that the actual distance the monkey climbs upward per minute is 1 meter?", 0.2],

      ["Does the answer explain that the monkey will not slide down during the last 3 meters of climbing", 0.3],

      ["Does the answer determine that the monkey needs a total of 18 minutes to climb?", 0.5]

    ]


Error Correction



Figure 10: Examples within error correction and response maintenance scenarios in FB-Bench.
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Task Subtask Description

Mathematics

Algebra Solving algebraic expressions and equations.
Geometry Understanding and applying geometric principles and theorems.
Equations and inequalities Solving for variables within equations and inequalities.
Combinatorial probability Calculating the likelihood of various combinations and outcomes.
Arithmetic Performing basic mathematical operations and number theory.

Reasoning
Common sense reasoning Applying everyday knowledge and logic to solve problems.
IQ questions Solving puzzles and questions designed to measure intelligence.

Coding
Code generation Automatically writing code snippets for given tasks.
Code debugging Identifying and fixing errors or bugs in code.
Code knowledge Understanding programming concepts, languages, and frameworks.

Text extraction
Information extraction Extracting structured information from unstructured text.
Summary generation Creating concise summaries of lengthy texts.
Title extraction Identifying and extracting the principal titles or headings from documents

Text error correction
Typo detection Identifying and correcting misspelled words in the provided text.
Text proofreading Examining texts for errors in logic, factuality, or coherence
Grammar checking Identifying and rectifying grammatical errors

Creative writing
Style-based rewriting Adapting content to different tones, styles, or formats.
Generation Producing coherent, contextually relevant content from scratch.

Knowledge Q&A

Objective facts Q&A Providing answers to questions based on factual information.
Conceptual explanation Explaining theories, concepts, or ideas in a comprehensible manner.
Experiential advice Offering advice based on personal or shared experiences.
Logical reasoning Applying logic to solve problems or answer questions.

Text translation
Chinese to English Translating text from Chinese to English accurately.
English to Chinese Translating text from English to Chinese accurately.

Table 2: The description of twenty-four subtasks across eight tasks in FB-Bench.

to human feedback in real-world usage scenarios.
As illustrated in the table, the user queries and feed-
back in FB-Bench are sourced from real humans.
Furthermore, they are highly diverse, capturing the
complexity and nuances of real-world applications.

A.2 Detailed description of data curation

A.2.1 Data source

Our data is obtained from an online chat service
and human preference data. The online chat service
remains anonymous due to the review policy. The
data used in this study is authorized through the
product usage agreement by the users and has un-
dergone anonymization and de-identification. Hu-
man preference data also originates from the on-
line chat service, where response quality is initially
scored on a scale of 1 to 5 by human annotators.
These annotators are the same as those used in
FB-Bench. The preset model response in each dia-
logue is generated by different versions of a private
model, which also remains anonymous due to the
review policy. Notably, this private model is ex-
cluded from the evaluation process, ensuring that
it does not introduce bias into the evaluation of
models in FB-Bench.

A.2.2 Heuristic rules

For error correction data, we initially filter target
data from online chat data using the following
heuristic rules:

• Multi-turn dialogues
• Created within the past three months
• The model’s second-turn response contains

phrases such as “I’m sorry”, “I apologize”, or
“Please forgive me”.

• Token length is less than 5000
• Does not use retrieval augmentation
• No security restrictions are triggered

Subsequently, we include samples with scores be-
low 3 from human preference data, where the
model’s responses are deemed poor in quality.
Scores for human preference data range from 1
to 5, with higher scores indicating better quality.

For response maintenance data, we include an-
swers and corresponding dialogues that have re-
ceived user upvotes by analyzing the front-end log
records. Additionally, we remain data with scores
above 4 from the human preference dataset.
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Benchmark Task User query Sample num User feedback Feedback type

MT-Bench 1 Real human 80 No None
MT-Bench-101 13 GPT-4 generated 1388 Generated by GPT-4 None
AgentBench 8 Hybrid (Human+GPT-4) 1360 No, feedback is from the

environment
None

MINT 3 Third-party datasets 568 GPT-4 generated None
FB-Bench 24 Real human 591 Diverse human feedback 9

Table 3: Detailed Comparison of Relevant Benchmarks.

A.2.3 Task classification
The in-house model utilized for task classification
is a 7B decoder-only language model. It is trained
on internal data using a process similar to super-
vised fine-tuning (SFT), where the input comprises
classification instructions and user queries, and the
output corresponds to the classification label. On
the internal evaluation set, the model achieves a
classification accuracy exceeding 90%. Although
the in-house model cannot be released, we note that
achieving high task classification accuracy with a
powerful LLM is not particularly challenging. To
demonstrate this, we employ DeepSeek-V3 to clas-
sify our 591 data entries, achieving an accuracy of
88.85%. The corresponding prompt is provided in
Figure 11.

A.2.4 Data annotation
We employ a two-stage labeling process, which
includes GPT pre-annotation followed by human
annotation, to label each sample in the collected
dataset.

GPT pre-annotation For each sam-
ple within error correction scenario,
GPT-4o-2024-05-13(denoted as GPT-4o for
convenience in the following text) is utilized to
generate a series of preliminary labels. This pro-
cess involves using GPT-4o to produce a reference
response to the user’s query. Subsequently, GPT-4o
identifies the reason for user dissatisfaction and
simulates a user providing detailed feedback,
assigning a corresponding predefined feedback
category. Following this, GPT-4o generates a
follow-up response based on the user query, the
model’s response, and the feedback provided.
Finally, GPT-4o generates an instance-level
checklist consisting of several yes/no questions,
each associated with a weight ranging from 0 to 1,
where a higher weight signifies greater importance.
The cumulative weight of these questions equals
1. For each sample within response maintenance

scenario, since the model response is good
enough, we employ GPT-4o to simulate a real user
providing several detailed feedback for each of the
predefined feedback types. We then ask GPT-4o
to generate an instance-level checklist, which also
consists of several yes/no questions, albeit without
associated weights.

Human annotation To further improve the di-
versity and quality of the dataset, we engage ten
Chinese annotators, each holding a bachelor’s de-
gree, to review, revise, and refine the data initially
annotated by GPT-4o. To provide guidance on data
annotation, we initially prepare a document detail-
ing the dataset’s background, the meaning of each
field, the value ranges, and specific examples. Sub-
sequently, we organize the data into a table and
annotate three entries for each task. Finally, we
conduct a conference to instruct human annotators
on data annotation, integrating the document and
sample data. Following the guidance, human an-
notators are asked to randomly select and annotate
five entries per task. We then review these annota-
tions to ensure quality and consistency, confirming
their understanding of our requirements. In the
labeling process for each sample in the error cor-
rection scenario, human annotators first evaluate
the appropriateness of the user query and model
response and assess whether the task, subtask, and
deficiency types are misaligned. They then refine or
rewrite the human feedback and its corresponding
feedback type, followed by refining or rewriting the
associated checklist. This process involves modify-
ing all content related to yes/no questions and the
corresponding weights. For each sample in the re-
sponse maintenance scenario, annotators similarly
begin by evaluating the appropriateness of the user
query and model response and checking the task
and subtask types. They then provide the human
feedback and its corresponding feedback type, con-
cluding with the checklist, as in the error correction
scenario. Each sample in FB-Bench is annotated
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# Task   
Your task is to classify the input user query into the appropriate **Task Type** and corresponding **Subtask Type**.   
Each user query must be mapped to **exactly one Task Type and one Subtask Type**.    

# Task Types and Subtask Types    

Coding  
- Code Generation   
- Code Knowledge   
- Code Debugging    

Knowledge Q&A 
- Experience Advice   
- Concept Explanation   
- Reasoning Analysis   
- Objective Facts    

Mathematics 
- Algebra   
- Arithmetic   
- Combinatorial Probability   
- Equations and Inequalities   
- Geometry    

Reasoning 
- IQ Questions   
- Common Sense Reasoning    

Text Creation  
- Generation   
- Rewriting    

Text Error Correction 
- Text Checking   
- Grammar Checking   
- Typo Detection    

Text Extraction 
- Information Extraction   
- Summary   
- Title Extraction    

Text Translation   
- Chinese to English   
- English to Chinese    

# Input User Query 
<user_query> 
{user_query}   
</user_query>  

# Output Format: only output the result (like "Coding;Code Generation"), do not add any other content 
Task Type;Subtask Type

Figure 11: The prompt used for task classification.

by one annotator and subsequently reviewed by
another.

A.3 Detailed description of experiments

A.3.1 Response generation

We utilize the vllm library (Kwon et al., 2023) to
deploy open-source LLMs for generating follow-
up responses based on a user query, a preset model
response, and human feedback. In terms of temper-
ature settings, we assign distinct values for different
tasks: 0.7 for creative writing and text translation,
0.1 for knowledge-based Q&A, and 0 for all other
tasks. For the maximum output length, we set it
to the minimum value between 4096 and the dif-
ference between the LLM context length and the
context tokens length.

A.3.2 Evaluation

Since FB-Bench focuses on Chinese, we employ a
Chinese prompt for evaluation, which is present in
Figure 12.

Figure 13 and Figure 14 show the correspond-
ing evaluation cases within error correction and
response maintenance scenarios, respectively.

A.3.3 Agreement Evaluation

To justify the weighted checklist LLM-as-a-Judge
method we designed for FB-Bench, we conduct
extensive human evaluation over FB-Bench’s ran-
domly selected examples.

We collect 194 samples by performing ran-
dom sampling for each task within FB-Bench,
along with the following-up responses from
five LLMs: claude-3-5-sonnet-20240620,
gpt-4o-2024-05-13, qwen-max-0919,
Qwen2.5-72B-Instruct, and
internlm2_5-20b-chat. We then replace the se-
lected models’ names with Model1 to Model5 and
ask human annotators to evaluate the following-up
responses based on the corresponding checklist.
Subsequently, we employ several advanced
LLMs, including including gpt-4o-2024-08-06,
gpt-4o-2024-11-20, qwen-max-0919, and
claude-3-5-sonnet-20241022, as judge models
to perform evaluations as well. Finally, we compile
all the judgment results generated by human
annotators and the judge models to calculate the
consistency rate.

Table 5 presents the consistency rate between
human annotators and several judge models. The
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# 任务



你是一位优秀的回答评估师，你的任务是根据评判细则，对一段用户与模
型之间的两轮对话中的第二轮模型的回答进行评估，并以JSON格式输出



# 用户和模型之间的两轮对话



## 第一轮用户的问题

<role>user</role>

<content>


</content>



## 第一轮模型的回答

<role>assistant</role>

<content>


</content>



## 第二轮用户的问题

<role>user</role>

<content>


</content>



## 第二轮模型的回答

<role>assistant</role>

<content>


</content>



# 评判细则

<评判细则>


</评判细则>



# 输出的评估信息



请你认真阅读上述两轮对话，严格以评判细则为评判标准，针对评判细则
当中的逐条要求，检查第二轮模型的回答是否满足各条要求。



请以json格式回答，包含三个字段：评判理由、评判结果（取值限制
为"是"或"否"，如果只是部分正确，则仍然是“否”）和weight（其值是预设
的，无需更改，即使是None）。



输出格式如下：

```json


```

{user_query}


{origin_first_response}


{feedback}


{second_response}


{checklist}


{checklist_judgement}


# Task



You are an excellent response evaluator. Your task is to evaluate the second-
round response from the model in a two-round dialogue between a user and 
the model, according to the evaluation criteria, and output the evaluation in 
JSON format.



# Two-round dialogue between the user and the model



## First round user question

<role>user</role>

<content>


</content>



## First round model response

<role>assistant</role>

<content>


</content>



## Second round user question

<role>user</role>

<content>


</content>



## Second round model response

<role>assistant</role>

<content>


</content>



# Evaluation Criteria

<evaluation_criteria>


</evaluation_criteria>



# Output Evaluation Information



Please carefully read the above two-round dialogue and strictly evaluate the 
second-round model response against each requirement in the evaluation 
criteria.



Please respond in JSON format, including three fields: evaluation_reason, 
evaluation_result (restricted to "Yes" or "No"; if only partially correct, still "No"), 
and weight (which is preset and should not be changed, even if it's None).



The output format is as follows:

```json


```

{user_query}


{origin_first_response}


{feedback}


{second_response}


{checklist}


{checklist_judgement}


Figure 12: The evaluation prompt template of FB-Bench.
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Scenario: 

Task: Mathematics



Subtask: Arithmetic



User query: 如果一只猴子每分钟爬上3米，又滑下2米，那它多长时间才能爬上20米高的树？



Model response: 猴子每次实际上升1米（因为爬上3米，再滑下2米）。因此，前19分钟猴子都只会到达高度19米处。在最后一分钟，猴子继续爬上3米，这样就会
超过20米，但问题只是要爬上20米高，所以不需要考虑它会滑下多少。\n\n所以答案是，猴子需要19分钟来到达19米的高度，然后在第20分钟达到或超过20米的
高度。



Deficiency type: ["Logical Error"]



User feedback: 猴子爬到树顶，还会下滑吗？



Feedback_type": ["Pointing Out Errors", "Hinting Guidance"]



Checklist: [

      ["回答是否有求出猴子实际每分钟实际向上爬的距离等于1米", 0.2],

      ["回答是否说明猴子爬最后3米的时候,不会再下滑", 0.3],

      ["回答是否求出猴子最终一共需要爬18分钟", 0.5]

    ]



Model follow-up response: 您提出了一个很好的问题！我之前的回答确实忽略了一个重要细节。您是对的，一旦猴子到达树顶（20米高度），它就不会再下滑
了。让我们重新计算一下：\n\n1. 每分钟猴子的净上升高度是1米（爬上3米，滑下2米）。\n2. 在第19分钟结束时，猴子将到达19米高。\n3. 在第20分钟，猴子会
再爬上3米，达到22米高。\n4. 但是树只有20米高，所以猴子在某个时刻就会到达树顶。\n\n为了更精确地计算时间，我们可以这样思考：\n- 猴子需要再爬1米就
能到达树顶。\n- 每分钟爬3米，所以需要1/3分钟（即20秒）就能爬完最后这1米。\n\n因此，更准确的答案是：\n猴子需要19分钟又20秒才能爬到20米高的树
顶。\n\n谢谢您指出这一点，这确实让我们得到了一个更准确的答案！



Error Correction



Judge_model: gpt-4o-2024-08-06



Judgement: {

      "回答是否有求出猴子实际每分钟实际向上爬的距离等于1米": {

        "评判理由": "回答中明确指出了猴子每分钟净上升高度是1米（爬上3米，滑下2米）。",

        "评判结果": "是",

        "weight": 0.2

      },

      "回答是否说明猴子爬最后3米的时候,不会再下滑": {

        "评判理由": "回答中说明了当猴子到达树顶后，不会再下滑，并详细解释了猴子在第20分钟爬的3米中，不会滑下。",

        "评判结果": "是",

        "weight": 0.3

      },

      "回答是否求出猴子最终一共需要爬18分钟": {

        "评判理由": "回答没有提到猴子最终需要爬18分钟，而是详细说明猴子需要19分钟又20秒。",

        "评判结果": "否",

        "weight": 0.5

      }

    }



Score: 0.5






Scenario: 

Task: Mathematics



Subtask: Arithmetic



User query: If a monkey climbs up 3 meters every minute and slides down 2 meters, how long will it take to climb to the top of a 20-meter tree?



Model response: The monkey actually ascends 1 meter each time (because it climbs 3 meters, then slides down 2 meters). Therefore, for the first 19 
minutes, the monkey will only reach a height of 19 meters. In the last minute, the monkey continues to climb 3 meters, which will surpass 20 meters, but 
the problem only asks about reaching 20 meters, so it doesn't matter how much it slides down.\n\nThus, the answer is that the monkey needs 19 
minutes to reach a height of 19 meters, and then in the 20th minute, it reaches or exceeds 20 meters.



Deficiency type: ["Logical Error"]



User feedback: Will the monkey still slide down after reaching the top of the tree?



Feedback_type": ["Pointing Out Errors", "Hinting Guidance"]



Checklist: [

      ["Does the answer determine that the actual distance the monkey climbs upward per minute is 1 meter?", 0.2],

      ["Does the answer explain that the monkey will not slide down during the last 3 meters of climbing", 0.3],

      ["Does the answer determine that the monkey needs a total of 18 minutes to climb?", 0.5]

    ]



Model follow-up response: You raised a great question! My previous answer indeed overlooked an important detail. You are right; once the monkey 
reaches the top of the tree (20 meters high), it will not slide down anymore. Let's recalculate:\n\n1. The monkey's net ascent height per minute is 1 meter 
(climbing 3 meters, sliding down 2 meters).\n2. At the end of the 19th minute, the monkey will reach a height of 19 meters.\n3. In the 20th minute, the 
monkey will climb another 3 meters, reaching a height of 22 meters.\n4. However, the tree is only 20 meters high, so the monkey will reach the top of 
the tree at some point.\n\nTo calculate the time more precisely, we can think about it this way:\n- The monkey needs to climb another 1 meter to reach 
the top of the tree.\n- It climbs 3 meters per minute, so it will take 1/3 minute (i.e., 20 seconds) to finish the last 1 meter.\n\nTherefore, the more 
accurate answer is:\nThe monkey needs 19 minutes and 20 seconds to climb to the top of the 20-meter-high tree.\n\nThank you for pointing this out; it 
indeed gave us a more accurate answer!



Error Correction



Judge_model: gpt-4o-2024-08-06



Judgement: {

      "Does the answer determine that the monkey's actual climbing distance per minute is 1 meter?": {

        "Reason for judgement": "The answer clearly states that the monkey's net ascent per minute is 1 meter (climbing 3 meters, sliding down 2 meters).",

        "Judgement result": "Yes",

        "weight": 0.2

      },

      "Does the answer explain that the monkey will not slide down during the last 3 meters climb?": {

        "Reason for judgement": "The answer explains that once the monkey reaches the top of the tree, it will not slide down, and it details that during the 
20th minute, the monkey will not slide down the 3 meters it climbs.",

        "Judgement result": "Yes",

        "weight": 0.3

      },

      "Does the answer determine that the monkey needs a total of 18 minutes to climb?": {

        "Reason for judgement": "The answer does not mention that the monkey needs a total of 18 minutes to climb, but instead explains in detail that the 
monkey needs 19 minutes and 20 seconds.",

        "Judgement result": "No",

        "weight": 0.5

      }

    }



Score: 0.5



Figure 13: The evaluation case in error correction scenario.
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Scenario: 

Task: Reasoning



Subtask: IQ questions



User query: A、B、C、D四人在一场比赛中得了前4名。已知D的名次不是最高，但它比B、C都高，而C的名次也不比B高。问：他们各是第几名?



Model response: 根据题目，我们可以得出以下结论：\n\n1. D的名次不是最高，所以D不能是第一名。\n2. D比B、C都高，所以D必须是第二名。\n3. 
因为C的名次不比B高，且因为D比B、C都高，而D是第二名，所以C只能是第四名，B是第三名。\n4. 因为D、B、C的名次已经确定，所以A必须

是第一名。\n\n所以，他们的名次是：A是第一名，D是第二名，B是第三名，C是第四名。



Deficiency type: null



User feedback: 你确定D是第二名吗？我觉得D可能是第一名。



Feedback_type": ["Simple Questioning"]



Checklist: [

      ["是否表明推论来源于给定信息，并且名次确定D是第二名或不可能是第一名"]

    ]



Model follow-up response: 非常感谢您的提醒。我重新审视了题目，发现我之前的解答确实有误。您说得对，我们需要重新分析这个问题。让我们一起
来重新梳理一下：\n\n题目给出的信息：\n1. D的名次不是最高\n2. D比B、C都高\n3. C的名次不比B高\n\n根据这些信息，我们可以得出以下结论：
\n\n1.

因为D的名次不是最高，所以A必须是第一名。\n\n2. D比B和C都高，但不是第一名，所以D只能是第二名。\n\n3. C的名次不比B高，而且都比D低，所
以B是第三名，C是第四名。\n\n因此，正确的排名应该是：\n\nA - 第一名\nD - 第二名\nB - 第三名\nC - 第四名\n\n非常感谢您指出这个问题，这让我

能够纠正我的错误并提供更准确的答案。



Response Maintenance



Judge model: gpt-4o-2024-08-06

 

Judgement: {

      "是否表明推论来源于给定信息，并且名次确定D是第二名或不可能是第一名": {

        "评判理由": "模型在第二轮的回答中明确了推论是基于题目给出的信息，并且解释了为什么D必须是第二名。首先，它指出由于D的排名不是最高而A
必须是第一名，然后它确认D比B和C都高且不是第一名，因此可以是第二名。模型的分析完整且推理合乎逻辑，符合给定信息。",

        "评判结果": "是",

        "weight": null

      }



Score: 1


Scenario: 

Task: Reasoning



Subtask: IQ questions



User query: A, B, C, and D ranked in the top 4 in a competition. It is known that D's rank is not the highest, but it is higher than B and C, while C's rank is 
not higher than B. Question: What are their respective rankings?



Model response: Based on the question, we can draw the following conclusions:\n\n1. D's rank is not the highest, so D cannot be first.\n2. D is ranked 
higher than both B and C, so D must be second.\n3. Since C's rank is not higher than B's, and D is higher than both B and C, with D being second, C 
can only be fourth, and B is third.\n4. Since the rankings of D, B, and C are determined, A must be first.\n\nSo, their rankings are: A is first, D is second, 
B is third, and C is fourth.



Deficiency type: null



User feedback: Are you sure D is second? I think D might be first.



Feedback_type: ["Simple Questioning"]



Checklist: [

      ["Does it indicate that the inference is based on the given information, and is it determined that D is either in second place or cannot be in first 
place?"]

    ]



Model follow-up response: Thank you very much for your reminder. Upon reviewing the question, I realized that my previous answer was indeed 
incorrect. You are right, we need to reanalyze this problem. Let’s go through it again together:\n\nThe information provided by the question:\n1. D's rank 
is not the highest.\n2. D ranks higher than B and C.\n3. C's rank is not higher than B.\n\nBased on this information, we can conclude the following:\n\n1. 
Since D's rank is not the highest, A must be first.\n\n2. D is higher than both B and C but is not first, so D can only be second.\n\n3. C's rank is not 
higher than B, and both are lower than D, so B is third, and C is fourth.\n\nTherefore, the correct ranking should be:\n\nA - First place\nD - Second 
place\nB - Third place\nC - Fourth place\n\nThank you very much for pointing this out, which allowed me to correct my mistake and provide a more 
accurate answer.



Response Maintenance



Judge model: gpt-4o-2024-08-06

 

Judgement: {

      "Does it indicate that the inference is based on the given information, and confirm that D is either second place or cannot be first place?": {

        "Reason for Judgement": "In the second round of responses, the model clearly stated that the inference is based on the information provided in 
the question and explained why D must be in second place. Firstly, it pointed out that since D's ranking is not the highest and A must be first, it then 
confirmed that D ranks higher than B and C and is not first, thus can be second. The model's analysis is complete and the reasoning is logical, 
consistent with the given information.",

        "Judgement Result": "Yes",

        "weight": null

      }



Score: 1



Figure 14: The evaluation case in response maintenance scenario.
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consistency rate for gpt-4o-2024-08-06 is the
highest, at 84.79%. Consequently, we select
gpt-4o-2024-08-06 as the judge model in FB-
Bench. The corresponding score of the five selected
LLMs under different judge models can be found
in Table 6.

A.3.4 The full results in FB-Bench
We evaluate 27 popular LLMs using FB-Bench,
with the results presented in Table 4.
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Model Error Correction Response Maintenance Overall

DeepSeek-V3 74.24
:::::
75.48 74.86

qwen-max-0919 72.03 74.42 73.22
gpt-4o-2024-11-20

:::::
71.74 73.68

:::::
72.71

Qwen2.5-72B-Instruct 67.95 71.29 69.62
ERNIE-4.0-8K-0329 62.37 75.85 69.11
claude-3-5-sonnet-20241022 69.92 67.31 68.61
Mistral-Large-Instruct-2411 64.97 70.36 67.66
yi-lightning 70.09 64.69 67.39
glm-4-0520 60.25 73.43 66.84
gpt-4o-2024-05-13 68.82 64.72 66.77
claude-3-5-sonnet-20240620 68.99 63.95 66.47
phi-4 58.17 74.67 66.42
internlm3-8b-instruct 50.85 81.04 65.95
moonshot-v1-32k 59.09 69.27 64.18
gpt-4o-mini-2024-07-18 61.83 63.74 62.79
internlm2_5-20b-chat 53.44 71.79 62.61
Qwen2.5-7B-Instruct 57.09 58.62 57.85
internlm2_5-7b-chat 48.14 67.45 57.79
glm-4-9b-chat 58.60 54.92 56.76
Yi-1.5-34B-Chat 46.98 60.26 53.62
Meta-Llama-3.1-70B-Instruct 54.51 52.69 53.60
Phi-3-medium-4k-instruct 37.62 65.54 51.58
Ministral-8B-Instruct-2410 49.77 51.55 50.66
gemma-2-27b-it 48.55 51.24 49.89
Yi-1.5-9B-Chat 43.62 54.39 49.00
gemma-2-9b-it 44.56 46.84 45.70
Meta-Llama-3.1-8B-Instruct 51.17 38.21 44.69

Table 4: The full evaluation results in FB-Bench between error correction and response maintenance scenarios. The
bold, underlined, and

:::
tilde denote the first, second, and third rankings, respectively.

Judge Model Consistency Rate

gpt-4o-2024-08-06 90.91%
gpt-4o-2024-11-20 88.77%
qwen-max-0919 89.42%
claude-3-5-sonnet-20241022 90.47%

Table 5: The consistency rate between human and different judge models.

gpt-4o-2024-05-13 claude-3-5-sonnet-20240620 internlm2_5-20b-chat Qwen2.5-72B-Instruct qwen-max-0919

gpt-4o-2024-08-06 75.11 73.88 72.28 70.71 66.59
gpt-4o-2024-11-20 74.61 75.79 71.99 69.99 60.62
qwen-max-0919 77.15 77.76 73.04 75.05 66.36
claude-3-5-sonnet-20241022 73.96 76.07 71.02 72.59 62.42

Table 6: The overall score of the five selected LLMs under different judge models. The header represents the
evaluated models, while the index indicates the judges.
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